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Abstract—Integrated Communications and Sensing (ICS) has
recently emerged as an enabling technology for ubiquitous
sensing and IoT applications. For ICS application to Autonomous
Vehicles (AVs), optimizing the waveform structure is one of the
most challenging tasks due to strong influences between sensing
and data communication functions. Specifically, the preamble
of a data communication frame is typically leveraged for the
sensing function. As such, the higher number of preambles in
a Coherent Processing Interval (CPI) is, the greater sensing
task’s performance is. In contrast, communication efficiency is
inversely proportional to the number of preambles. Moreover,
surrounding radio environments are usually dynamic with high
uncertainties due to their high mobility, making the ICS’s
waveform optimization problem even more challenging. To that
end, this paper develops a novel ICS framework established on
the Markov decision process and recent advanced techniques
in deep reinforcement learning. By doing so, without requiring
complete knowledge of the surrounding environment in advance,
the ICS-AV can adaptively optimize its waveform structure (i.e.,
number of frames in the CPI) to maximize sensing and data com-
munication performance under the surrounding environment’s
dynamic and uncertainty. Extensive simulations show that our
proposed approach can improve the joint communication and
sensing performance up to 46.26% compared with other baseline
methods.

Index Terms—Autonomous vehicles, Internet of Vehicles (IoV)
joint communication and sensing, MDP, deep reinforcement
learning, waveform structure optimization.

I. INTRODUCTION

In Autonomous Vehicles (AVs), e.g., self-driving cars and

unmanned aerial vehicles, sensing and data communications

are two important functions. The sensing function enables

AVs to detect objects around them and estimate their distance

and velocity for safety management (e.g., collision avoidance).

The data communication function allows AVs to exchange

information with other AVs or infrastructure via Internet of
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vehicles (IoV). For example, they can send/receive safety

messages and even their own raw sensing data (e.g., traffic

data around the AV) for applications such as transportation

safety, transportation monitoring, and user services distributed

to the AVs [1]. Although automotive sensing and vehicular

communication can share many commonalities (e.g., signal

processing algorithms and the system architecture [2]) they

are typically designed and implemented separately. As such,

communication and sensing functions require separate hard-

ware components operating at different frequency bands that

become increasingly expensive and inefficiency because of

an ever-growing number of connected devices and services.

Consequently, this makes the implementation of communica-

tion and sensing functions in AVs more costly in hardware,

complexity, and radio spectrum resources.

These challenges can be effectively addressed by combining

both communication and sensing functions into an unified

system, called Integrated Communications and Sensing (ICS).

This system can utilize an existing communication waveform,

such as vehicular communication waveforms, e.g., Coopera-

tive Intelligent Transport Systems (C-ITS) [3] and Dedicated

Short-Range Communication (DSRC) [4], WiFi waveform,

or cellular waveform, to extract sensing information from

targets’ echoes. Note that there is another type of integrated

communication and sensing system, where radar waveforms,

e.g., Frequency-Modulated Continuous-Wave (FMCW) wave-

form, can be used to transfer data [5]. However, it cannot

provide a high data rate as required by AVs because the

communication signal has to be spread to avoid degrading the

sensing performance [6]. By sharing the same hardware and

signals, ICS significantly reduces the power consumption, cost,

spectrum usage, and system size compared to conventional

approaches where sensing and communication functions are

implemented separately, making it more applicable to AVs.

Hereinafter, an AV with ICS capability is named ICS-AV.

Currently, two standards operating at 5.9 GHz for vehicular

communication networks are C-ITS based on IEEE 802.11bd

in Europe [3] and DSRC based on IEEE 802.11p in the

U.S. [4]. Unfortunately, their data rates (i.e., up to 27 Mbps) do

not meet the requirements of AVs’ applications. For example,

precise navigation that needs to download a high definition

three-dimension map and raw sensor data exchange between

AVs to support fully automated driving may require connec-

tions up to a few Gbps [7]. In addition, the performance of

communication and sensing in ICS systems operating at sub-
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6 GHz is limited due to the bandwidth availability [6]. In

this context, millimeter wave (mmWave), whose frequency is

from 30 GHz to 300 GHz, has been emerging as a promising

solution to address the above challenges in ICS systems [8].

First, owing to the high-resolution sensing and small antenna

size, mmWave is predominantly utilized for automotive Long-

Range Radar (LRR) [9]. Second, an mmWave system, e.g., a

wireless local area network (WLAN) operating at the 60 GHz

band, can provide a very high data rate to meet AVs’ intensive

communication requirements.

However, several challenges are hindering the applications

of mmWave ICS systems in AVs. In particular, unlike the

conventional approaches where sensing and communication

are separated, the ICS-AV leverages a single waveform for

both sensing and communication functions. Thus, it needs to

jointly optimize these two functions simultaneously to achieve

high performance of data communication and sensing for ICS

systems. In addition, since the ICS operates while ICS-AVs

are moving, the surrounding environments of AVs are highly

dynamic and uncertain. This makes ICS-AVs’ performance

unstable as mmWave is more severely impacted by wire-

less environments than those of the sub-6 GHz bands [10].

Therefore, the highly dynamic and uncertainty of mmWave

ICS’s environment is another critical challenge that needs

to be addressed. To that end, mmWave ICS systems have

been demanding effective and flexible solutions that can not

only jointly optimize communication and sensing functions

but also adaptively handle the highly dynamic and uncertainty

of the surrounding environment to best sustain high data rate

communication links (given the highly directional mmWave

communications) and sensing accuracy, e.g., low target miss-

detection probability and estimation error of target’s range and

velocity.

A few works in the literature have recently studied commu-

nication mmWave waveforms for ICS systems [6], [11]–[15].

In [11] and [12], the authors exploit a single IEEE 802.11ad

data communication frame to provide the sensing function.

Specifically, the authors in [11] propose to use the preamble

of the Single Carrier Physical Layer (SC-PHY) frame in IEEE

802.11ad to extract sensing information. The simulation results

show that this approach can achieve a data rate of up to

1 Gbps with high accuracy in target detection and range

estimation. However, the velocity estimation is poor because

the preamble is short. Particularly, the proposed approach

achieves the desired velocity accuracy (i.e., 0.1 m/s) only

when the Signal-to-Noise Ratio (SNR) is high, i.e., greater

than 28 dB. In [12], the authors aim to overcome this issue

by using the IEEE 802.11ad Control Physical Layer (C-PHY)

frame that has a longer preamble than that of IEEE 802.11ad

SC-PHY. However, it is still not large enough to improve

the velocity estimation, whereas the data rate is only 27.5

Mbps, significantly lower than the desired data rate for AV’s

communication [7]. These results from the above studies (i.e.,

[11] and [12]) suggest that a single frame processing is unable

to satisfy the desired velocity estimation accuracy for AVs.

Multi-frame processing has been recently considered to

be a potential solution for ICS systems to improve sensing

information extracted from targets’ echoes, e.g., [6], [13]–[15].

The authors in [13] propose velocity estimation algorithms that

leverage multiple fixed-size frames based on IEEE 802.11ad

SC-PHY in a CPI. Their results demonstrate that the proposed

solution can achieve the desired velocity accuracy of AVs

(i.e., 0.1 m/s [9]) when the number of frames is greater

than 20. In [14], the authors develop a similar multi-frame

processing method to embed sensing functionality in IEEE

802.11ad physical layer frame for a Vehicle-to-Infrastructure

(V2I) scenario. By doing so, they can reduce the beam training

time of 802.11ad up to 83%. Instead of using the 802.11ad

standard, the authors in [15] propose a ICS waveform based on

Orthogonal Frequency-Division Multiple Access (OFDMA)

for a bi-static automotive ICS system, in which the sensing

area is extended to non-light-of-sight positions by exploiting

reflected signals from other obstacles. However, in this work,

the maximum communication data rate is only up to 0.1 Mbps

which is dwarfed compared to the desired data rate in AVs.

A common drawback in the above studies (i.e., [13]–[15])

is that the waveform structures (e.g., number of frames in

CPI) are not optimized. Instead, these parameters are manually

set. In practice, the dynamic and uncertainty of the ICS’s

environment (e.g., SNR and data arrival rate) can signifi-

cantly influence the ICS’s data transmission rate as well as

sensing accuracy in velocity/range estimation. Thus, finding

the optimal waveform structure according to the surrounding

environment and timely adapting the selected structure with

the dynamics of the surrounding environment play vital roles.

To address this problem, in [6], the authors propose an

adaptive virtual waveform design for mmWave ICS based

on the 802.11ad standard to achieve the optimal waveform

structure (i.e., number of frames in CPI) that can balance

between communication and sensing performance. The results

show that given a fixed length of CPI, increasing the number

of frames in CPI can increase the sensing performance, but

it will degrade the communication performance (i.e., data

rate). However, this approach requires complete information

about the surrounding environment in advance, which may

be impossible to obtain in practice. As such, their proposed

solution needs to be rerun from scratch if there is any change

in the environment.

In addition, none of the above studies (i.e., [6], [11]–

[15]) considers the dynamic and uncertainty problem of

the information and environment, e.g., the changes of the

wireless channel quality and the arrival rate of data that

need to be transmitted via ICS. This problem is critical to

the performance of the ICS system because the surrounding

environment consistently changes as the ICS-AV is moving.

In particular, the rapid change of the wireless channel quality

(e.g., SNR) highly impacts the ICS’s communication efficiency

(i.e., packet loss due to transmission failure) and sensing

performance (i.e., target detection and targets’ range and speed

estimation accuracy). The problem is even more critical for

mmWave systems that are highly directional and prone to

blockages/fading. Moreover, the data arrival process at the

ICS-AV is often unknown in advance since it varies in different

applications (e.g., navigation and automated driving). When

the data arrival rate at the AV’s ICS system is higher than its

maximum transmission rate, data starts to pile up in a data
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queue/buffer. Since a data queue/buffer size is always limited,

packet loss will occur when the queue is full. This problem

can cause serious issues for AVs as they cannot communicate

with other AVs and infrastructure. Given above, adaptively

optimizing the waveform of ICS is an effective approach to

not only jointly optimize both sensing and communication

performance but also effectively deal with the dynamic and

uncertainty of the surrounding environment. However, to the

best of our knowledge, this approach has not been investigated

in the literature.

To fill this gap, this paper aims to propose a novel frame-

work to maximize the performance of an ICS system by adap-

tively optimizing the waveform structure under the dynamic

and uncertainty of the surrounding environment when the AV

is moving. It is worth noting that since the sensing processing

for the 802.11ad-based ICS is well-investigated in [6], [11]–

[14], this study only focuses on addressing the waveform

structure optimization problem for mmWave ICS AVs under

the dynamic and uncertainty of surrounding environments. To

that end, we first model the problem as a Markov Decision

Process (MDP) because it can allow the AV to determine the

optimal waveform (e.g., the number of frames in CPI) based

on its current observation (e.g., channel state and number of

data packets in the data queue). Then, we adopt the Q-learning

algorithm, which is widely used in Reinforcement Learning

(RL) due to its simplicity and convergence guarantee, to help

the ICS-AV gradually learn the optimal policy via interactions

with the surrounding environment. However, Q-learning may

face the curse of dimensionality and overestimation problems

that lead to a low converge rate and an unstable learning

process when the state space is large [16]. In our case, the

state space that consists of all possible observations of the

surrounding environment is very large, while ICS-AV requires

fast learning to promptly respond to the highly dynamic

and uncertainty of the ICS-AV’s environment. Therefore, we

develop a highly-effective learning algorithm based on the

most recent advances in RL, namely i-ICS, to deal with these

problems. First, i-ICS addresses the high dimensional state

space problem by utilizing a deep neural network (DNN) to

estimate the values of states [17]. Second, the overestimation

is handled by using the deep double Q-learning [16]. Finally,

the learning process is further stabilized and accelerated by

leveraging the dueling neural network architecture that sepa-

rately and simultaneously estimates the advantage values and

state values [18]. Our major contributions are as follows.

• Design a novel framework by which the ICS-AV can

dynamically and automatically optimize the waveform

structure under the highly dynamic and uncertainty of its

surrounding environment to jointly optimize the commu-

nication efficiency and sensing accuracy, thereby maxi-

mizing the ICS’s performance.

• Develop a highly-effective deep RL (DRL) algorithm

taking advantages of recent advances in RL, including

deep Q-learning, deep double Q-learning, and dueling

neural network architecture, that can help the ICS-AV

quickly obtain the optimal policy.

• Perform extensive simulations to investigate the effective-
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Fig. 1: The ICS system model in which the ICS-AV maintains

a data communication with �+- based on IEEE 802.11ad. At

the same time, the ICS-AV senses its surrounding environment

by utilizing echoes of its transmitted waveforms.

ness of our proposed solution under different scenarios

and reveal key factors that can significantly influence the

performance of the ICS system.

The rest of this paper is organized as follows. Sections II

and III introduce the ICS system model and the problem

formulation, respectively. Then, the Q-learning-based and the

proposed i-ICS algorithms are proposed in Section IV. In Sec-

tion V, simulation results are analyzed. Finally, we conclude

our study in Section VI.

II. SYSTEM MODEL

In this work, we consider an autonomous vehicle, namely

ICS-AV, that is equipped with an intelligent millimeter wave

integrated communication and sensing (mm-Wave ICS) system

based on the IEEE 802.11ad SC-PHY specification. Note

that this paper leverages the preamble in the SC-PHY for

sensing task since it is similar to those in Control Physical

Layer (C-PHY) and OFDM Physical Layer (OFDM-PHY),

making the proposed solution easily to be extended to other

physical layer types in IEEE 802.11ad. Moreover, according

to [19], the OFDM-PHY is obsolete and may be removed

in a later revision of the IEEE 802.11ad standard. The ICS-

AV maintains a communication link at a wavelength Z with

a vehicle �+- , called the recipient vehicle. Let 3- and E-
denote the distance and the relative speed between ICS-

AV and �+- , respectively. At the same time, the ICS-AV

gathers echoes of transmitted signals from surrounding targets

(e.g., moving vehicles �+1, . . . , �+- ) to perform the sensing

function, as depicted in Fig. 1. In this work, we assume that

time is divided into equal slots. The time slot is small enough
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so that the velocities of targets can be considered constant in

a time slot [6], [13]. At the beginning of a time slot, the ICS-

AV decides the mm-Wave ICS waveform structure (i.e., the

number of frames in the CPI) that will be used to transmit

data in this time slot. Then, it observes feedback from the

receiving vehicle �+- (i.e., the acknowledgment of frame)

and echoes signals from its surrounding targets at the end of

this time slot.

The ICS-AV has a data queue with a maximum of &

packets, each with � Bytes. When a new packet arrives, it will

be stored in the data queue if this queue is not full. Otherwise,

this packet will be dropped. The packet arrival is assumed

to follow the Poisson distribution with the mean _ packets

per time slot. Note that the 802.11ad frame has a varying

data field; therefore, each frame can contain one or multiple

packets. In the following, we first elaborate the proposed ICS

transmit and receive signal models, then discuss the sensing

processing and ICS performance metrics.

A. Signal Models

1) Transmitted Signal Model: In IEEE 802.11ad, the SC-

PHY frame consists of a fixed-size preamble and a varying

length data field. The preamble contains multiple Golay se-

quences whose Ambiguity Function (AF) exhibits an ideal

auto-correlation without a side-lobe along the zero Doppler

axis, making it perfect to be utilized for sensing function, e.g.,

range estimation and multi-target detection [13]. However, its

AF is very susceptible to Doppler shifts, leading to a poor

velocity estimation. To that end, multi-frame processing is

proposed to address this problem [6], [13]. By doing so, the

preambles across frames act as radar pulses in a Coherence

Processing Interval (CPI). This paper considers an ICS wave-

form structure that consists of # IEEE 802.11ad frames in a

CPI. The IEEE 802.11ad system can recognize this aggregated

frame as the block/no acknowledgment policy [21].

The maximum target’s relative velocity, denoted by E<0G,

can only be explicitly estimated when frames are located at

specific locations in the CPI time [6]. Specifically, the =-

th frame is located at =)3 (as illustrated in Fig. 1), where

= ∈ [0, 1, . . . , # − 1] and )3 ≤ 1/(2Δ 5<0G) is a sub Doppler

Nyquist sampling interval with a maximum Doppler shift

Δ 5<0G = 2E<0G/Z [22]. Note that the desired ICS system

performance can be achieved by optimizing the ICS waveform

parameters (e.g., the number of frames in the CPI), which will

be described in more details in Section II-C. The transmit

signal model is then defined as follows. Let B= [:] denote the

symbol sequence corresponding to =-th transmitted frame with

 = symbols. Then, the complex-baseband continuous time of

transmitted signal in the CPI can be given by [6], [23]:

G(C) =
#−1∑

==0

 =−1∑

:=0

B= [:]6) - (C − :)B − =)3), (1)

where 6) - (C) is the unit energy pulse shaping filter at the

transmitter of ICS-AV and )B is the symbol duration. In this

study, similar to [6], [20], we consider a single data stream

model where the adaptive analog beamforming can be applied

to achieve higher directionality beamforming. Thus, the above

communication and sensing received signals can be modelled

in the following.

2) Received Signal Models:

a) Data communication received signal: Suppose that

the mmWave communication link between �+- and ICS-AV is

established, the large-scale path loss is defined as follows [10]:

�2 =
�) -�'-_

2

8c232
-

, (2)

where �) - and �'- are the antenna gains of the transmitter

(TX) and the receiver (RX), respectively. After beamforming,

symbol and frequency synchronization phases, the received

communication signal is the composition of %2 attenuated and

delayed versions of G(C). Thus, the received communication

signal corresponding to symbol : in the =-th frame can be

represented as follows [6]:

H2= [:] =
√

�2

%2−1∑

?=0

V2 [?]B= [: − ?] + I2= [:], (3)

where I2= [:] is the complex white Gaussian noise with zero

mean and variance f2
2 , i.e.,N� (0, f2

2 ), and V2 [?] is the small-

scale complex gain of the ?-th path. Note that we assume

that V2 [?] is independent and identically distributed (i.i.d)

N(0, f2
?) where

∑%2−1

?=0
f2
? = 1, as in [6], [13]. The SNR of

the communication channel is defined as (#'2 , �B�2/f2
2 ,

where �B is the energy per symbol of the transmitted signal.

b) Sensing received signal: Similar to [6], [13], [24],

this paper uses the scattering center representation to describe

the sensing channel. We consider that there are $ range

bins, and at >-th range bin there are �> scattering centers

(i.e., targets). A scattering center (3>, 1) can be defined by

its distance 3>, velocity E1>, radar cross-section f1> , round-

trip delay g> = 3>/2 with 2 being the speed of light, and

Doppler shift Δ 5 1> = 2E1>/_. The large-scale channel gain

corresponding to a scattering center (3>, 1) can be given as

follows [6], [13], [24]:

�1> =
�) -�'-_

2f1>

64c334
>

. (4)

As in [6], [25], only a target whose 3> is large in comparison

with the distance change during the CPI (i.e., 3> ≧ E
1
>)�%� ) is

considered, so the small-scale channel gain V1> can be assumed

to be constant during the CPI. Thus, the received sensing

signal model corresponding to symbol : in the =-th frame

can be given as follows [6]:

H= [:] =
$−1∑

>=0

E>= [:]
�>−1∑

1=0

√

�1>4
− 92cΔ 5 1

> (:)B+=)3 ) + IB= [:], (5)

where IB= [:] ∼ N� (0, f2
=) is the complex white Gaussian

noise of the sensing channel, and E>= [:] is the delayed and

sampled Matched Filtering (MF) echo from >-th range bin,

i.e., E>= [:] =
∑ =−1

8=0
B= [8]6((: − 8))B − =)3 − g>), where

6(C) = 6) - (C) ∗ 6'- (C) is the net TX-RX pulse shaping filter.

In this study, similar to [6], [25], [26], we assume that the

channel is stationary during the preamble period of a frame due

to the small preamble duration. As such, the received signal
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model corresponding to the preamble E>C [:] of a frame can

be given as follows [6]:

HC= [:] =
$−1∑

>=0

E>C [:]
�>−1∑

1=0

√

�1>4
− 92cΔ 5 1

> =)3 + IB= [:] . (6)

Note that :)B can be omitted from the phase shift term in

the signal model corresponding to the preamble part since the

channel is assumed to be time-invariant within the preamble

period.

B. Sensing Signal Processing

We now discuss sensing signal processing in the ICS

system. Based on the cross-correlation output between the

transmitted preamble of a single 802.11ad frame and the

received signal, the ICS system can detect a target with high

probability (more than 99.99%) and achieve the desired range

resolution (i.e., 0.1 m [9]) for automotive LRR [13]. However,

the AF of IEEE 802.11ad preamble is sensitive to Doppler

shift, making it less accurate in velocity estimation. Therefore,

this work only considers the velocity estimation of the ICS

system, which is more challenging to obtain a high accuracy

than those of target detection and range estimation processes.

After detecting targets and obtaining the corresponding

range bins, the velocity estimation can be executed as follows.

Given the =-th frame received in (6), the sensing channel

corresponding to detected targets at the >-th range bin can

be expressed as follows [6]:

ℎ=> =

�>−1∑

1=0

D1>4
− 92cΔ 5 1> =)3 + I=>, (7)

where D1> =W
√

�B�
1
> is the signal amplitude, W is the corre-

lation integration gain, and I=> is the complex white Gaus-

sian noise N� (0, f2
=). Then, the channel vector correspond-

ing to the >-th range bin for # frames in the CPI, i.e.,

h>= [ℎ1
>, ℎ

2
>, . . . , ℎ

#−1
> ], can be given as follows:

h> = D>u> + z>, (8)

where z>= [I0>, I1>, . . . , I#−1
> ] is the channel noise vector,

u> , [D0
>, D

1
>, . . . , D

�>−1
> ]) denotes the channel signal ampli-

tude vector, d(E1>) , [1, 4− 92cΔ 5
1

> )3 , . . . , , 4− 92cΔ 5
1

> (#−1))3 ])
is the vector of channel Doppler corresponding to 1-th velocity

at >-th range bin, and D> , [d(E0
>), d(E1

>), . . . , d(E�>−1
> )] is

the matrix of channel Doppler. The target velocity can be

estimated based on (8) by using Fast Fourier transform (FFT)-

based algorithms that are widely used in the classical radar

processing [13], [22].

C. ICS Performance Metrics

As discussed in the previous subsection, this work fo-

cuses on the target velocity estimation. Thus, the sensing

performance for the ICS can be determined by the velocity

estimation accuracy (i.e., velocity resolution). For the FFT-

based velocity estimation approach, the velocity resolution is

defined by [13]:

ΔE =
Z

2# 5 )3
, (9)

where # 5 is the number of frames used for the velocity esti-

mation process. Then, the velocity measurement accuracy can

be characterized by the root mean square error that depends

on the SNR of the received sensing signal as follows [9], [27]:

X =
Z

2# 5 )3
√

2SNRA
. (10)

Equation (10) implies that given a fixed CPI time, a fixed

)3 , and a constant data rate, the velocity estimation accuracy

increases (i.e., X decreases) as the value of # 5 increases.

Recall that frames are placed at consecutive multiples of )3 in

the CPI. Therefore, the last frame’s size is larger than those of

others if the total number of frames is less than the maximum

number of frames in the CPI. As such, as the number of frames

in the CPI increases, the size of the last frame decreases since

the CPI duration is constant.

The communication metrics for the ICS must represent the

data transmission performance. Two typical communication

metrics are the transmission rate and reliability (e.g., packet

loss). Thus, this work considers two metrics, 1) the length of

the data queue representing the efficiency of data transmission,

and 2) the number of dropped packets demonstrating the

system reliability.

It is also worth noting that a large frame has a higher drop

probability than that of a smaller frame in the same wireless

environment. Thus, using multiple small-size frames can in-

crease not only the reliability of transmission but also the sens-

ing performance (i.e., the velocity estimation accuracy). How-

ever, it leads to an overhead because it increases the number of

preambles that do not contain user data. Consequently, packets

pile up at the ICS-AV, leading to packet drop in the queue.

In addition, the characteristics of the ICS-AV’s surrounding

environment (e.g., the wireless channel quality, which can be

represented through the packet drop probability and SNR, and

the packet arrival rate) highly influence the ICS performance

in regard to data transmission reliability and sensing accuracy.

Therefore, the ICS system needs to obtain an optimal policy

that optimizes the ICS waveform (i.e., number of frames in

the CPI) to achieve the desired performance in terms of data

transmission and sensing accuracy. Furthermore, the ICS-AV’s

surrounding environment may change significantly from time

to time, especially in the ICS environment where AVs usually

travel. Thus, optimizing the ICS waveform in each time slot

is an intractable problem. The following sections will describe

our proposed MDP framework for the ICS operation problem

that enables the ICS-AV to quickly and effectively learn

the optimal policy without requiring complete information

from the surrounding environment, thereby achieving the best

performance compared with traditional solutions.

III. PROBLEM FORMULATION

The ICS-AV’s operation problem is formulated using the

MDP framework to deal with the highly dynamic and uncertain

of the surrounding environment. The MDP framework can help

the ICS-AV adaptively decide the best action (i.e., the ICS

waveform structure) based on its current observations (i.e.,

the current data queue length and channel quality) at each

time slot to maximize the ICS system performance without
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requiring complete knowledge on the packet arrival rate, data

transmission process, and channel quality in advance. An

MDP is generally defined by the state space S, the action

space A, and the immediate reward function A. The following

sections will discuss more details about the components of our

proposed framework.

A. State Space

As we aim to maximize the performance of the ICS sys-

tem with regard to data transmission efficiency and sensing

accuracy, we need to consider the following key factors. The

first one is the current data queue length (i.e., the number of

packets in the data queue) because it reflects the efficiency

of the data transmission process. For example, given a packet

arrival rate, the lower the number of packets in the queue is,

the higher the data transmission efficiency is. The second one

is the link quality that can be estimated by using the SNR

metric at the ICS-AV. At the beginning of a time slot, the link

quality is estimated based on the feedback (i.e., the recipient

vehicle’s ACK frame and targets’ echoes) of the transmitted

frame in the previous time slot. Although it does not represent

the instantaneous channel state, it help to provide valuable

information about the surrounding environment.

In this work, we consider that the channel quality level can

be grouped into � different classes, which are analogous to

the Modulation and Coding Scheme (MCS) levels in IEEE

802.11ad [21]. These classes have different probabilities of bit

errors due to the different wireless channel qualities, denoted

by a probability vector pe = [?1, ?2, . . . , ?� ]. Note that given

the transmission link with bit error probability ?1, the error

probability of an �-bit frame can be calculated by ? 5 = 1 −
(1 − ?1)� [28]. In addition, if a frame drops, all packets in

this frame will be lost. To that end, the ICS’s state space can

be given as follows:

S =

{

(@, 2) : @ ∈ {0, . . . , &}; 2 ∈ {0, . . . , �}
}

, (11)

where @ is the current number of packets in the data queue and

2 is the channel quality. Here, & is the maximum number of

packets that the data queue can store. In this way, the system

state can be represented by a tuple B = (@, 2). By this design,

the ICS system continuously operates without falling into the

terminal state.

B. Action Space

As discussed in Section II-C, the ICS waveform plays a

critical role in the system performance. In particular, given

a fixed CPI time ) , using a large number of frames results

in a high reliability of data transmission and a high sensing

accuracy. However, it reduces the efficiency of data transfer

as there are more overhead data. At each time slot, the ICS-

AV needs to select the most suitable ICS waveform structure

(i.e., the number of frames in the CPI) to maximize the system

performance. Thus, the action space can be defined as follows:

A =
{

1, . . . , #
}

, (12)

where # is the maximum number of frame in the CPI. Recall

that the beginning of each frame needs to be placed at the

multiple of )3 consecutively, and thus # = ⌊)�%�

)3
⌋, where

)�%� is the CPI time and ⌊·⌋ is the floor function. As such,

if the number of frames in the CPI selected by the ICS-AV

is less than # , the last frame will be longer than others. Note

that when the data queue is empty, the ICS-AV can still send

dummy frames (e.g., frames whose data fields contain random

bits) to maintain the ICS’s sensing function continuously.

C. Reward Function

Since the ICS system performs two functions simultane-

ously, i.e., data transmission and sensing, we aim to maximize

the ICS system performance by balancing the data transmis-

sion efficiency and the sensing accuracy. Thus, the reward

function needs to capture both of them. The data transmission

efficiency can be defined according to the number of packets

waiting in the queue and the number of dropped packets.

Specifically, the lower the number of packets in the data

queue and the number of dropped packets are, the higher the

efficiency of the ICS system is. Suppose that at time slot C,

the ICS-AV observes state BC and takes action 0C . Let @C , XC ,

and ;C denote the current size of the data queue, the sensing

accuracy, and the number of dropped packets that the ICS-AV

observes at the end of C, respectively. Then, the immediate

reward function can be defined as follows:

AC (BC , 0C ) = −(F1@C + F2XC + F3;C ), (13)

where F1, F2, and F3 are the weights to tradeoff between the

number of packets waiting in the queue, the sensing accuracy,

and the number of dropped packets due to the data queue full.

The negative function in (13) implies that the ICS-AV should

take an action that can quickly free the data queue, lower

the number of dropped packets, and achieve a high sensing

accuracy. Note that the lower the value of XC is, the higher

the velocity estimation accuracy of the system is. Given the

above, the immediate reward function (13) effectively captures

joint performance of communication and sensing function of

the ICS.

D. Optimization Formulation

The objective of this study is to find an optimal policy for

the ICS-AV that maximizes the long-term reward function.

Let '(c) denote the long-term average reward function under

policy c : S → A, then the problem can be formulated as:

max
c

'(c) = lim
)→∞

1

)

)∑

C=1

E
(

AC (BC , c(BC ))
)

, (14)

where c(BC ) is the action at time C according to policy c. Thus,

given the ICS-AV’s current data queue length and wireless

channel quality, the optimal policy c∗ gives an optimal action

that maximizes '(c). In addition, Theorem 1 shows that the

average reward function is well defined regardless of the initial

state.

Theorem 1. With the proposed MDP framework, the average

reward function '(c) is well defined under any policy c and

regardless of a starting state.
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Proof. We first prove that the Markov chain of the considered

problem is irreducible as follows. Recall that the state of the

ICS consists of two factors, i.e., the current queue length @

and the wireless channel quality 2. For each time slot, the

data arrival rate is assumed to follow the Poison distribution

and the channel quality is derived from � class accordingly

a probability vector pe = [?1, ?2, . . . , ?� ]. Therefore, given

the ICS is at state B at time C, it can move to any other states

B′ ∈ S{B} after finite time steps. As such, the proposed MDP is

irreducible with the state space S, thereby making the average

reward function '(c) is well defined under any policy c and

regardless of a starting state. �

IV. REINFORCEMENT LEARNING BASED SOLUTION FOR

ICS-AV OPERATION POLICY

Due to the highly dynamic and uncertainty of the environ-

ment (e.g., packet drop probability due to the channel quality

and the data arrival rate), the ICS-AV is unable to obtain this

information in advance. In this context, RL can help the ICS-

AV obtain the optimal policy without requiring completed

knowledge about surrounding environment in advance. The

idea is that the ICS-AV can gradually learn through interacting

with its surrounding environment. In the following, we first

present a Q-learning based approach that is one of the most

popular algorithms in RL due to its simplicity and convergence

guarantee. We then develop an intelligent solution that can

effectively overcome limitations of Q-learning by adopting

three recent advanced techniques in RL, namely deep Q-

learning, deep double Q-learning, and dueling neural network

architecture.

A. Q-learning based ICS’s Waveform Structure Optimization

In RL, the value of state B at any time step C under policy

c : S → A is calculated by the state value function, i.e.,

E c (B) = Ec
[ ∞∑

<=0

[<AC+<
�
�
�BC = B

]

,∀B ∈ S, (15)

where Ec [·] is the expectation under policy c and [ is the

discount factor that indicates the importance of future rewards.

Similarly, the state-action function evaluates how good to

performing action 0 at state B then following policy c, which

is given by:

@ c (B, 0) = Ec
[ ∞∑

<=0

[<AC+<
�
�
�BC = B, 0C = 0

]

, (16)

Under the optimal policy c∗, the optimal state-action value

function, i.e., @∗ (B, 0), is given by [29]:

@∗ (B, 0) = E
[

AC + [ max
0′∈A

@∗ (BC+1, 0′)
�
�BC = B, 0C = 0

]

. (17)

Thus, once @∗ (B, 0) is obtained, the optimal policy is achieved

by taking actions that maximize @∗ (B, 0) for all state B ∈ S.

Q-learning algorithm uses a table, namely Q-table, to learn

@∗ (B, 0), making its implementation simple. The Q-learning

based approach for the ICS-AV is presented in details in

Algorithm 1. Specifically, each cell of the Q-table keeps the

estimated value of Q-function (named Q-value) for taking

Algorithm 1 Q-learning based ICS waveform optimization

1: The ICS-AV establishes the parameters (i.e., [, U, and n)

and create a Q-table arbitrarily (e.g., all cells are set to

zero)

2: for t = 1 to T do

3: The ICS-AV performs an action following the n-greedy

policy as follows:

0C =

{

argmax
0∈A

&(BC , 0), with probability 1 − n,

random action 0 ∈A, otherwise.

(20)

4: ICS-AV observes next state BC+1 and reward AC , then

updates &(BC , 0C ) and reduces n by (18)

5: end for

action 0 at state B, denoted by @(B, 0). The Q-table is iteratively

updated based on interactions with the surrounding environ-

ment. Given action 0C is selected under the n−policy (20) at

state BC at time C, the ICS-AV obtains the immediate reward

AC and moves to a next state BC+1. Then, @(BC , 0C ) is updated

as follows:

@(BC , 0C ) ←@(BC , 0C )+
UC

[

AC (BC , 0C ) + [max
0C+1

@(BC+1, 0C+1)
︸                                  ︷︷                                  ︸

Target Q-value .C

−@(BC , 0C )

︸                                                 ︷︷                                                 ︸

Temporal difference (TD)

]

,

(18)

where UC is the learning rate that controls how important of

new knowledge (i.e., TD) to the update of Q-function. By

using (18) and UC that satisfies (19) to iteratively updating

the Q-function, it is proven that @(B, 0) will converge to

@∗ (B, 0) [30].

UC ∈ [0, 1),
∞∑

C=1

UC = ∞, and

∞∑

C=1

(UC )2 < ∞. (19)

However, the usage of a table in Q-learning leads to the

curse of dimensionality problem that results in a long time

for learning, especially in the considered ICS system with a

high dimensional state space. In addition, the uncertainty and

dynamic of the ICS’s environment (e.g., the probability of

frame loss and the packet arrival rate) make it more challeng-

ing for the ICS-AV to achieve an optimal policy. Furthermore,

Q-learning is prone to overestimate the Q-values due to the

max operation in (18), i.e., the Q-value of a state-action pair

is estimated higher than its actual value [16]. It may not be

crucial if all Q-values are uniformly shifted. Nevertheless, they

are typically non-uniform in practice, thereby substantially

slowing down the ICS-AV’s learning process. To that end, we

will discuss our highly-effective intelligent algorithm (namely

i-ICS) to quickly achieve the optimal operation policy for the

ICS-AV, thus maximizing the data transmission efficiency and

sensing accuracy of the system.
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Algorithm 2 The i-ICS Algorithm

1: Initialize buffer E and n .

2: Create Q-network & with arbitrary parameters \

3: Create target Q-network &̂ with parameters \− = \.

4: for t = 1 to T do

5: Based on n-greedy policy (20), select action 0C .

6: Perform 0C , observe next state BC+1 and receive reward

AC .

7: Store (BC , 0C , AC , BC+1) in E.

8: Create an experience mini-batch by sampling from E

randomly, denoted by (B, 0, A, B′) ∼ * (E).

9: Compute &(BC , 0C ; \) and .C by (22) and (25), respec-

tively.

10: Update the Q-network’s parameters by SGD.

11: Reduce n .

12: Replace &̂ ← & at every * steps.

13: end for

B. Deep Reinforcement Learning based ICS’s Waveform

Structure Optimization

Instead of using a Q-table, a DNN can be employed to

quickly learn the optimal Q-function and address the high

dimensional state and action spaces effectively [17]. The

employment of DNN in RL forms a new group of RL algo-

rithms, i.e., DRL. Thus, this paper develops a DRL algorithm,

i.e., i-ICS, that can efficiently overcome the slow convergence

and overestimation problems of Q-learning by adopting three

innovation techniques in RL, including 1) Deep Q-learning

(DQ) [17], 2) Double Deep Q-learning (DDQ) [16], and 3)

dueling architecture [18]. In this way, our proposed approach

can inherit all advantages of these techniques, thereby sta-

bilizing the learning process, improving the learning speed,

and reducing the overestimation. As a result, the ICS-AV

can quickly obtain the optimal policy to maximize both data

transmission efficiency and sensing accuracy.

The details of i-ICS are presented in Algorithm 2. In par-

ticular, the major steps are an analogy to those of Q-learning.

However, the experience at time C is not used directly to train

the neural network, but it is stored in a buffer E instead. The

reason is that the successive experiences are highly correlated,

resulting in severely slowing the learning process [31]. Then,

a mini-batch of experiences is sampled uniformly at random

from E to train the neural network. By doing so, the high

correlation between successive experiences decreases so that

the convergence is accelerated. In addition, the usage of the

experience buffer increases the data usage efficiency since each

experience can be utilized multiple times to train the DNN. In

i-ICS, the optimal Q-function is estimated by a DNN where

the input layer consists of two inputs corresponding to the

dimension of ICS-AV’s state (i.e., the data queue size and the

channel quality), whereas the number of neurons in the output

layer is the maximum number of frames in the CPI, i.e., # .

Specifically, given that state B is passed to the DNN, each

output layer’s neuron value corresponds to a Q-value of one

action in this state.

To stabilize the learning process, we leverage a dueling
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Fig. 2: The dueling architecture for i-ICS in which a DNN

is divided into two streams, one for estimating the state

value function E(B) and another for estimating the advantage

function 3 (B, 0).

neural network architecture where the DNN is split into two

streams, one for estimating the state value function E(B)
and another for estimating the advantage function 3 (B, 0), as

shown in Fig. 2. Recall that @(B, 0) evaluates the value of

executing an action at a state, whereas E(B) describes how

good to end up at a state. Then, 3 (B, 0) is defined by the

relationship between E(B) and @(B, 0) under a policy c as:

3 c (B, 0) = @ c (B, 0) − E c (B). (21)

Thus, 3 (B, 0) demonstrates the importance of action 0 com-

pared to other actions at state B. Let q and k denote the

state value and advantage streams’ parameters of the dueling

DNN, respectively. Then, we denote &(B, 0; q, k), + (B; q),
and � (B, 0;k) as the estimations of @(B, 0), E(B), and 3 (B, 0)
given by the dueling network, respectively. Hence, the value

of taking action 0 at state B given by the dueling DNN is

expressed as:

&(B, 0; q, k) = + (B; q) + � (B, 0;k). (22)

Note that (22) is unidentifiable, i.e., for a given Q-value, it is

unable to uniquely determine + (B; q) and � (B, 0;k) since the

Q-value is unchanged if + (B; q) decreases the same amount

that � (B, 0;k) increases. Therefore, a learning algorithm may

have poor performance if it uses (22) directly. This issue can

be addressed as follows (23).

&(B, 0; q, k) = + (B; q)+
(

� (B, 0;k)−max
0′∈A

� (B, 0′;k)
)

. (23)

By doing so, the estimation of the advantage function is

forced to zero at the selected action. Specifically, given

0∗ = argmax0∈A &(B, 0; q, k) = argmax0∈A � (B, 0;k), we

have &(B, 0∗; q, k) = + (B; q). Thus, + (B; q) gives an esti-

mation of the state value function, while � (B, 0′;k) provides

an estimation of the advantage function [18]. Nevertheless,

because the change of the advantage stream is as fast as that of

the predicted optimal action’s advantage, the estimation of Q-

function may be unstable. To overcome this problem, the max

operation in (23) can be replaced by the mean as follows [18]:

&(B, 0; q, k)=+ (B; q)+
(

� (B, 0;k)− 1

|A|
∑

0′
� (B, 0′;k)

)

. (24)
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Fig. 3: The proposed i-ICS model, in which the ICS-AV

obtains an optimal policy by gradually updating its policy

based on its observations of the surrounding environment.

The proposed i-ICS addresses the Q-learning’s overestimation

by adopting the double deep Q-learning [16]. In particular, i-

ICS utilizes two dueling neural networks whose architectures

are identical: 1) Q-network & for selecting an action and 2)

target Q-network &̂ for evaluating an action. Hereinafter, let

\C denote the Q-network’s parameters and \−C denote the target

Q-network’s parameters at time C. Thus, the target Q-value of

performing action 0 at state B at time C is given by:

.C = AC + [ &̂
(

BC+1, argmax
0′

&(BC+1, 0′; \C ); \−C
)

. (25)

Since minimizing the TD is the purpose of training the Q-

network, the loss function can be given as:

!C (\C ) = E(B,0,A ,B′)
[(

.C −&(B, 0; \C )
)2]

, (26)

where (B, 0, A, B′) is a data point (i.e., an experience) in

memory E.

In deep learning, Gradient Descent (GD) is widely em-

ployed to minimize the loss function since it can obtain global

minima and is straightforward to be implemented [32]. At time

C, the cost function in GD is computed as follows:

�C (\C ) =
1

|E|
∑

(B,0,A ,B′) ∈E
!C (\C ). (27)

Then, GD updates neural network parameters as: \C+1 = \C −
VC∇\C�C (\C ), where VC is a step size at time C and ∇\C [.] is

the gradient function with respect to parameters \C . The main

shortcoming of GD is that it requires all data points in E to

compute the loss and the gradient of the cost function for each

update of parameters, making it sluggish when the data pool

is enormous. Therefore, we propose to use stochastic gradient

descent (SGD) to minimize the loss function in (27) since it

can accelerate the learning convergence [33]. In particular, for

each iteration, SGD only computes the cost and its gradient for

a mini-batch of experiences that is uniformly sampled from M,

making its computational complexity much lower than that of

SGD. Note that in (26), the target Q-value .C looks like labels

in supervised deep learning, which are fixed before the training

process. Nevertheless, .C will change if there is any change

in the target Q-network’s parameters \−C , making the training

process unstable. To that end, \−C is only updated by copying

from \C at every * steps, as shown in Fig. 3.

C. Computational Complexity Analysis

The computational complexity of our proposed algorithm,

i.e., i-ICS, mostly depends on the Q-network’s training pro-

cess. The Q-network includes one input layer with � neurons,

one hidden layer with � neurons, and two output layers

with + and � neurons corresponding to the value stream

and advantage stream, respectively. Typically, DNN’s training

phase is conducted with matrix multiplication [34]. Thus, the

complexity of one training epoch of Q-network with a batch

size (1 is O
(

(1 (�� +�+ +��)
)

. Supposed that Q-network’s

training phase consists of ) epochs, the complexity of i-ICS

is O
(

)(1 (�� + �+ + ��)
)

.

Generally, training a DNN requires a high computing re-

source, especially for complex neural architectures. Never-

theless, the Q-network in i-ICS only contains three layers in

which only the hidden layer is fully connected. As such, our

proposed approach can be effectively implemented on AVs

that are usually equipped with sufficient computing resources.

In practice, there are some deep learning applications have

been deployed in AVs such as Tesla Autopilot [35] and

ALVINN [36]. Thus, our proposed learning algorithm, i.e.,

i-ICS, can be effectively implemented on AVs.

V. PERFORMANCE EVALUATION

A. Simulation Parameters

In this paper, we investigate our proposed solutions in a

scenario that includes three types of objects: (i) ICS-AV, which

is an autonomous vehicle equipped with 802.11ad based ICS,

(ii) a receiving vehicle �+- that maintains communication

with ICS-AV, and (iii) a target �+1 moving at a distance of

around the ICS-AV, as illustrated in Fig. 1. Specifically, the

maximum related velocity that the ICS system can estimate is

50 m/s. The CPI time )�%� is set to 10)3, meaning that the

maximum number of frames in the CPI is 10. Note that one

frame in the CPI can contain multiple packets. The ICS-AV has

a data queue containing a maximum of 50 packets. Recall that

the data queue is used to store data packets when the amount of

arrival data at the ICS transmitter excesses the ICS maximum

transmission rate. All packets’ sizes are assumed to be equal

to 1500 Bytes, which is the typical value of the maximum

transfer unit (MTU) in WiFi networks and the Internet [37].

Other parameters of the ICS system are set based on IEEE

802.11ad standard, e.g., a carrier frequency of 60 GHz and a

sampling rate of 1.76 GHz [21].

The 802.11ad standard requires that the packet error ratio

(PER) to be less than 1% [21]. In practice, the PER depends

on many factors such as wireless channel quality, modulation

technique, and transmit power [28]. Therefore, for demonstra-

tion purposes, we consider three levels with different values of

PER: (i) level-1 with 10%, (ii) level-2 with 1%, and (iii) level-

3 with 0.3%. Based on these quality levels, we assume that the
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wireless channel can fall into one of the three groups. The first

one is the poor channel, in which the probability of channel

quality at level-1, level-2, or level-3 at a time slot corresponds

to a probability vector p
?
2 = [0.6, 0.2, 0.2], i.e., at a time

slot the probability of the channel quality at level 1 is 60%

and so on. Two other groups are normal channel and strong

channel whose probability vectors are p=2 = [0.2, 0.6, 0.2],
and p

6
2 = [0.2, 0.2, 0.6], respectively. Note that these above

settings are just for simulation purposes, our proposed learning

algorithm (i.e., i-ICS) does not require to know these param-

eters in advance and can adapt with them through real-time

interactions with the surrounding environment.

The parameters for the proposed learning algorithms are

set as typical values, as in [16]–[18]. Specifically, the value

of n in n-greedy policy is 1 at the beginning of the learning

process. Then, it is decreased at each time slot until n = 0.01.

The discount factor [ is 0.9 for both the Q-learning based

algorithm and the i-ICS. For the Q-learning based approach,

the learning rate is 0.1. For the proposed i-ICS, the Adam

optimizer is used to train the Q-network with a learning rate

of 10−4 and the target Q-network’s parameters are updated at

every 104 time steps.

Recall that the ICS-AV does not have any prior informa-

tion about its surrounding environment’s uncertainties and

dynamics, e.g., the packet drop probabilities and packet arrival

rate. Therefore, the proposed solutions are compared with two

baseline policies: 1) a greedy policy where the ICS-AV selects

an action to maximize the reward function without caring

about the uncertainties and dynamics of the environment and

2) a deterministic policy in which the ICS-AV always sends

=3? frames in the CPI time. Here, we set =3? to a half of #

(i.e., 5) to demonstrate the ICS’s average performance when

the number of frames in the CPI is fixed. Note that we do not

consider conventional optimization-based methods (e.g., [6],

[26]) as baselines since they require complete information

about the surrounding environment in advance to optimize the

system parameters.

B. Simulation Results

To evaluate the ICS system performance, we first examine

the convergence rates of our proposed approaches, i.e., Q-

learning based algorithm and i-ICS. We then study the in-

fluences of several key factors (e.g., the packet arrival rate,

wireless channel quality, and weights in the immediate reward

function) on the performance of the ICS system.

1) Convergence Rate: Fig. 4 illustrates the convergence

rates of our proposed algorithms for the ICS system, i.e., the

Q-learning and the i-ICS. Here, we compare their performance

in the normal channel, and the mean number of arrived packets

_ is set to 14. It can be observed that the i-ICS achieves

a superior result in terms of average reward compared with

that of the Q-learning. Specifically, at the beginning of the

learning process, the Q-learning and i-ICS obtain similar

results. However, after 2×104 iterations, the i-ICS’s average

reward is 20% greater than that of the Q-learning. Then, the

i-ICS eventually converges to the optimal policy after 4.5×104

while Q-learning still struggles with a mediocre policy. Under
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Fig. 4: Convergence rate of proposed algorithms.

the optimal policy obtained by i-ICS, the ICS-AV’s average

reward is stable at around −1.75, approximately 40% higher

than that of the policy learned by the Q-learning.

2) Performance Evaluation: We then evaluate the robust-

ness of our proposed approach, i.e., i-ICS, by varying the mean

number of packets arrived at a time slot _ from 2 to 20. The

learned policies of Q-learning and i-ICS are obtained after

2×105 training iterations. To evaluate the performance of the

considered ICS system, four possible metrics are the average

reward, average queue length, average velocity estimation

accuracy, and average packet drop. Recall that the average

reward derived from (13) indicates the joint performance of

communication and sensing functions. Here, to make the

demonstration consistent across system performance metrics

(i.e., the smaller value, the better system performance), we

use a cost metric that is the negation of reward.

We first set the wireless channel to normal quality. The

weights of the immediate reward function are presented by a

weights vectors W1= [0.05, 0.4, 0.5], i.e., F1 =0.05, F2=0.4,

F3 = 0.5, as shown in Fig. 5. Clearly, the average costs of

all policies increase as the packet arrival rate increases, i.e., _

increases from 2 to 20, as shown in Fig. 5 (a). It stems from

the fact that given a data queue with fixed capacity and the ICS

system operates under the same environment’s characteristics,

the higher the value of _, the higher the number of dropped

packets due to the full packet queue. Indeed, Figs. 5 (b) and

(d) clearly show that when the packet arrival rate increases,

the average queue length and average packet drop increase for

all policies. It can be observed that our proposed algorithm

(i.e., i-ICS) achieves the lowest average cost, up to 64.9%

(equivalent to an decrease of 35.1%) compared with those of

other policies. Similarly, i-ICS has the lowest average packet

drop regardless of the packet arrival rate, and it consistently

maintains the average number of packets in the queue as one

of the lowest values.

Regarding the sensing metric, i-ICS and Q-learning achieve

the highest sensing accuracy (i.e., the lowest value of average

velocity estimation accuracy) when _ is less than 12. Whereas

their average sensing accuracy results are not good compared

to other policies if _ is larger than 12. The reasons are as

follows. When the packet arrival rate is low (i.e., _ < 12), the

average numbers of packets in the queue of all policies never

pass 30% of the data queue capacity, as shown in Fig. 5 (b).

Thus, the ICS-AV can increase the number of frames in the
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Fig. 5: Varying data arrival rate with normal channel quality, F1 = 0.05, F2 = 0.4, and F3 = 0.5.
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Fig. 6: Varying data arrival rate with normal channel quality, F1 = 0.025, F2 = 0.8, and F3 = 0.5.
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Fig. 7: Varying data arrival rate with poor channel quality, F1 = 0.05, F2 = 0.4, and F3 = 0.5.

CPI, meaning a decrease in the packet sent in the CPI, to

achieve a higher sensing performance without worrying about

packet loss due to a full queue. Figure 5 (c) clearly shows that

the Q-learning and i-ICS can learn this strategy to obtain the

best performance in terms of average sensing accuracy when

_ < 12.

As _ increases from 12 to 20, the average queue lengths

of the greedy and deterministic policies quickly reach the

maximum number of packets that can be stored in the data

queue, i.e., 50, as shown in Fig. 5 (b). This can lead to a

high possibility of packet drop due to the full data queue.

Interestingly, sensing performance of Q-learning and i-ICS

policies decreases to the worst at _ = 16 and _ = 18, respec-

tively. Then, they manage to increase the sensing accuracy

when the packet queue is mostly always full at _ = 20. The

reason is that the data transmission efficiency is unable to be

improved because of a very high packet arrival rate that the

system cannot handle. Thus, it might be better to improve

the sensing accuracy instead of communication efficiency. On

the other hand, since the greedy and deterministic policies

do not care about the uncertainty of the environment (e.g.,

the packet drop possibility), they can maintain better sensing

accuracy when the packet arrival rate is high. However,

their transmission efficiency is very low. As can be seen

in Fig. 5 (d), the average numbers of packet drops of the

greedy and deterministic policies are up to 50% higher than
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Fig. 8: Varying data arrival rate with poor channel quality, F1 = 0.025, F2 = 0.8, and F3 = 0.5.
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Fig. 9: Varying data arrival rate with strong channel quality, F1 = 0.05, F2 = 0.4, and F3 = 0.5.
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Fig. 10: Varying data arrival rate with strong channel quality, F1=0.025, F2=0.8, and F3=0.5.

that of our proposed learning algorithm, i.e., i-ICS. Thus,

the proposed algorithm can help the ICS-AV to obtain an

optimal policy that strikes a balance between sensing and

data transmission metrics, thereby achieving the best overall

system’s performance compared with those of other policies.

Although i-ICS and Q-learning experience a similar trend

when _ increases from 2 to 20, i-ICS consistently outperforms

Q-learning. This stems from the fact that i-ICS can effectively

address the high dimensional state in a complicated problem.

Next, we investigate how the immediate reward function’s

weights can influence the system performance by changing the

weight vector to W2= [0.025, 0.8, 0.5] and varying the packet

arrival rate. In Fig. 6, it can be observed that the results of

deterministic policy are mostly unchanged, except the average

cost result, when changing these weights because the ICS-

AV’s environment is still the same as the previous experiment,

and this policy does not rely on the immediate function. As

the weight of sensing metric (i.e., F2) is doubled, i-ICS, Q-

learning, and greedy policies achieve sensing accuracy results

that are much better than those in the previous experiment.

In addition, except for the Q-learning, they also consistently

outperform the deterministic policy in terms of sensing metric.

In contrast, these policies’ data transmission metrics (i.e.,

the average packet drop and average queue length) become

worse than those in the first experiment, as shown in Figs. 6

(b) and (d). The reason is that when the ratios F1/F2 and
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F3/F2 become smaller, the ICS system pays more attention

to the sensing accuracy. Thus, Fig. 6 clearly shows that in

practice, these weights can be adjusted so that our proposed

learning algorithm can obtain a policy that fulfils different

requirements of a ICS system at different times. Thanks to the

ability to learn without requiring complete information of the

surrounding environment, i-ICS still achieves the best overall

performance when increasing the sensing metric’s weight.

We now examine the robustness of our proposed approach

by letting it work under different channel qualities, i.e., poor

quality with the PER probability vector p
?
2 = [0.6, 0.2, 0.2]

and good quality with the PER probability vector p
6
2 =

[0.2, 0.2, 0.6]. For each of channel qualities, two sets of results

are collected according to W1 and W2 when varying the

packet arrival rate, as shown in Figs. 7 to 10. Overall, all

policies’ results experience similar trends as those in normal

channel quality. It can be observed that the channel quality

significantly affects the system performance. Specifically, the

overall system performance (i.e., the average cost) increases

as the channel quality changes from poor to normal and

then to good regardless of the weight vector. The reason is

that as the channel quality becomes worst, the probability of

packet drop decreases, leading to a better performance of the

ICS system. Among the policies, i-ICS achieves the highest

overall performance boost when channel quality changes from

poor to good, e.g., with W1, i-ICS’s average cost decreases

up to 51.7% while those of the greedy and deterministic

policies reduce up to 41.17%. This is because our proposed

approach can effectively adapt its behaviour according to the

changes in its surrounding environment to improve the system

performance significantly.

VI. CONCLUSION

In this paper, we have developed a novel MDP-based frame-

work that allows an ICS-AV to automatically and adaptively

decide its optimal waveform structure based on the observa-

tions to maximize the overall performance of the ICS system.

Then, we have proposed an advanced learning algorithm, i.e.,

i-ICS, that can help the ICS-AV gradually learn an optimal

policy through interactions with the surrounding environment

without requiring complete knowledge about the environment

in advance. As such, our proposed approach can effectively

handle the environment’s dynamic and uncertainty as well as

the high dimensional state space problem of the underlying

MDP framework. The extensive simulation results have clearly

shown that the proposed solution can strike a balance between

communication efficiency and sensing accuracy, thereby con-

sistently outperforming the benchmark methods in different

scenarios.
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