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A Room With an Overview: Towards Meaningful
Transparency for the Consumer Internet of Things

Chris Norval and Jatinder Singh

Abstract—As our physical environments become ever-more
connected, instrumented and automated, it can be increasingly
difficult for users to understand what is happening within
them and why. This warrants attention; with the pervasive
and physical nature of the IoT comes risks of data misuse,
privacy, surveillance, and even physical harm. Such concerns
come amid increasing calls for more transparency surrounding
technologies (in general), as a means for supporting scrutiny
and accountability. This paper explores the practical dimensions
to transparency mechanisms within the consumer IoT. That is,
we consider how smart homes might be made more meaningfully
transparent, so as to support users in gaining greater understand-
ing, oversight, and control. Through a series of three user-centric
studies, we (i) survey prospective smart home users to gain a
general understanding of what meaningful transparency within
smart homes might entail; (ii) identify categories of user-derived
requirements and design elements (design features for supporting
smart home transparency) that have been created through
two co-design workshops; and (iii) validate these through an
evaluation with an altogether new set of participants. In all, these
categories of requirements and interface design elements provide
a foundation for understanding how meaningful transparency
might be achieved within smart homes, and introduces several
wider considerations for doing so.

Index Terms—Internet of Things (IoT), transparency, account-
ability, user experience, design, technology impacts, smart homes

I. INTRODUCTION

Our environments are becoming increasingly connected,
instrumented, and automated, amid an ever-growing myriad
of network-enabled consumer Internet of Things (IoT) devices
claiming to offer convenience, comfort, safety, and control [1],
[2], [3], [4]. From lighting, heating, and appliances to home
security and beyond, surveys indicate that the average US
household has eleven connected devices, with 28% of house-
holds having at least one home automation device [5]. In this
way, the IoT is already impacting the lives of many.

Most consumer IoT devices typically have domestic and
lifestyle aims, enabling interactions between the user and their
surroundings. For example, a smart thermostat might work
to automatically manage the temperature of a home, turning
the heating on when it is cold, or opening the windows if
warm. However, the inner workings (i.e. the operation) of
these systems can quickly become complex and opaque; a
given deployment might entail numerous interactions (and data
flows) between a range of components, where, for example,
even fairly simple automated events (such as smart windows
opening in response to weather reports) can be driven by a
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supply chain of data sources and dependencies [6]. In short,
what data is collected, how it is used, and where it goes are
often little-known by users [7], [8], and are typically obscured
within and as part of the broader IoT ecosystem [9]. This
hinders users in understanding and overseeing what is going
on within their IoT deployment (which they may do so for
reasons such as verifying that the deployment is operating as
expected, in response to particular incidents or events, or for
general curiosity). As a result, it may not be clear why the
system operates in the way that it does, potentially leading to
unexpected or unintended behaviours.

This opacity is problematic, not least given that the home—
a space in which may consumer IoT devices target—represents
a private space (where such devices often feature sensors that
can readily capture personal, sensitive and intimate informa-
tion [10]). Furthermore, given the physical nature of such
devices, one can readily envisage scenarios in which serious
consequences might arise; smart ovens might automatically
turn on during the night [11], or smart locks could prove
obstructive if functioning unexpectedly, such as during a house
fire [12]. As the IoT continues to pervade various aspects of
our everyday lives, it is crucial that users are best placed to
oversee, understand, and act upon any such issues, if and when
they arise.

A. The role of transparency in the consumer IoT
It follows that transparency in the context of the consumer

IoT is important. Greater visibility over the consumer IoT can
help users in a variety of ways, including satisfying curiosity
and concerns about how things are behaving, ensuring that
their data is appropriately handled, monitoring system be-
haviour, helping to ensure correct operation and functionality,
revealing what lead to a particular fault or incident, and
so on [6]. That is, if users are able to better understand
what is happening (or has happened) within their connected
environment, then they are better positioned to take action and
respond, as and when required. Such actions might involve,
for example, re-configuring parts of the system to prevent
undesirable data sharing, perhaps ceasing to use a particu-
larly problematic IoT device altogether, seeking to contact a
company to exercise data rights, begin litigation, and so on
(see Fig. 1). Indeed, this need for oversight is increasingly
recognised, as we see growing demands for transparency over
technology, and emerging regulations requiring such (§VII-C).
Yet, the practical dimensions of transparency, as a means for
supporting accountability, is an under-considered area.

Importantly, simply providing information about a system is
not necessarily useful ([13], [14], [15], [16], [17], [18]); pro-
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Fig. 1. Meaningful transparency supports stakeholders in understanding,
taking action, contestation and enacting change.

viding too much information, can even act to further obscure
and obfuscate (the so-called ‘transparency paradox’ [16]).
Rather, transparency must work to support users in under-
standing what’s happening, so as to enable appropriate actions
in response [14]. In other words, through ensuring that users
are able to understand and oversee the happenings of their
smart environment (what data is being collected, how it is
being processed, transmitted locally and/or shared remotely,
why particular actions and outcomes are occurring, etc.), they
can then take appropriate and informed decisions on what to
do in reponse.

It follows that there is a need for meaningful trans-
parency [17]: the provision of information in a manner that
caters to the needs and expectations of the user to facili-
tate their effective oversight, scrutiny, and review over these
technologies [19]. In practice, such information should be
contextually appropriate [19] to the user and their situation,
and support wider aims of contestation [20], accountability [6],
autonomy [21], and legal compliance [22] (see Fig. 1).

In an IoT context, while there has been considerable focus
on specific issues (such as those around security, privacy,
complexity and supporting users with specific deployments),
tackling opacity so to support scrutiny and broader account-
ability aims has thus far been under-considered. Tackling such
opacity in the consumer IoT is important, particularly as the
prevalence of these devices increases [5], and as the consumer,
social, and regulatory demands for greater transparency and
accountability regarding technology continues to grow [23].

B. Exploring meaningful transparency in the consumer IoT

This paper explores the needs, expectations, and desires
of participants as regards transparency mechanisms within
the consumer IoT. Given that we consider transparency for
general consumers, and that many consumer IoT products aim
at domestic use, our focus is on the smart home. We consider
the design of transparency mechanisms that are meaningful for
their intended recipients (the users), exploring aspects such
as what information (from, and about, their smart homes)
they would want to know, how they believe this should be
represented and communicated, and what such transparency
mechanisms might look like in practice. In doing so, our
goal is to provide practical ways forward by articulating types
of user-derived requirements (specifications that formalise the
needs of users [24]) and design approaches for those looking
to build effective transparency mechanisms into the IoT.

To do this, we undertake three user studies, working with
participants to explore the kinds of transparency mechanisms
they would want and expect from smart home systems. This
is to reveal what they consider a meaningfully transparent
smart home might entail, and provide tangible ways forward
for researchers and designers alike. Study 1 takes a broader
approach to develop an understanding of what users want to
know (across a selection of scenarios where something within
the smart home warrants attention). We do this with a survey of
126 respondents, probing into what types of information they
would care about, how they would expect that information to
be communicated to them, and what follow-on actions they
believe that this information would enable them to take. To
further explore this in practice, we conduct two co-design
workshops (with 5–6 participants each) in Study 2. During
these sessions, the two groups of participants work together
to create a list of user requirements and design prototype
interfaces for what they would want and expect from a
transparent smart home system. The result of these workshops
is i) a general set of design elements (i.e., key design features
for enabling smart home transparency), and ii) a selection
of categories representing the types of user requirements that
our participants felt important for bringing about transparency.
Study 3 then looks to generally test, validate and scrutinise
these design elements and user requirement categories with a
(new) set of 56 participants, indicating the generalisability of
these findings.

C. Contributions

Exploring how transparency mechanisms can better support
transparency, through enabling scrutiny and oversight, is an
emerging area of general importance [9], [25]. We consider
this within the context of the consumer IoT. Towards this,
we offer practical ways forward for supporting meaningful
transparency in smart homes, by providing:

i) categories of user-derived requirements to assist and guide
developers in implementing transparency mechanisms within
their offerings;

ii) a collection of co-designed transparency ‘design ele-
ments’ – features of design for supporting smart home trans-
parency; and

iii) insights on some of the broader considerations and
challenges facing the design of transparency mechanisms for
bringing about a more accountable consumer IoT.

These contributions aim to better support users in gaining
more effective oversight over their connected environments,
and developers and researchers in facilitating such. Moreover,
we argue the importance of transparency mechanisms that
cater to the needs and expectations of their users, and discuss
various practical ways forward (for the IoT, and, indeed,
beyond) toward enabling more meaningfully transparent—and
thereby supporting more accountable—technologies.

II. BACKGROUND

The Internet of Things (IoT) typically refers to “the exten-
sion of the Internet [...] into the physical realm, by means
of the widespread deployment of spatially distributed devices
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with embedded identification, sensing and/or actuation capa-
bilities” [26]. Importantly, however, there is much more to
the IoT than just devices; a given IoT deployment will often
comprise a socio-technical ecosystem of devices, software,
systems, and organisations, in which the flow of data between,
through, and across systems and organisations work to deliver
overarching functionality [9], [27]. This may involve, for
example, remote weather sensors (by means of web APIs),
local sensors (proximity, temperature, etc.), and cloud-based
web services, all working together to determine whether to
actuate (turn on) a smart home’s heating system.

IoT deployments raise the prospect of a range of potential
issues occurring [27]. These might relate to system interop-
erability [12], a lack of manageability [28], [29], emergent
behaviours [30], a lack of knowledge as to what data is being
collected and how it is being used [7], [8], outright system
failure [31], [32], [33], and so on. However, the IoT entails
opacity [34]; it can be challenging for even the most technical
users to effectively monitor, oversee, and/or diagnose how
their smart environments are operating, be it to understand
a particular issue or occurrence, or to satisfy curiosity. This
can raise real challenges for the users of smart homes, with
considerations relating to system reliability being said to play
a crucial factor in smart home acceptance [35], [36].

As such, there appear clear benefits for mechanisms that can
support users with greater oversight and understanding over
these complex and opaque systems; naturally, transparency
can assist in this regard [15], [17]. Transparency mechanisms
can help illuminate the inner workings of a system – they
can support users in verifying that their system is operating
in line with expectations, identify particular areas of interest,
and conduct targeted investigations into specific components
or behaviours that arise. Moreover, effective transparency
mechanisms also support individuals in making informed
choices [10], allowing users to take further action, if and when
required [9]. This might include the provision of information
that results in users changing device settings to restrict unde-
sired behaviours, removing problematic devices from use in
the home, or challenging particular parties or contesting their
actions [20], [37] (such as through complaints, legal means,
etc.). That is, effective transparency mechanisms will often be
a precursor to pursuing accountability aims [6], [19], playing
a key role in supporting users in identifying, mitigating, and/or
rectifying a range of different issues and concerns that may
arise with regard to the consumer IoT.

A. Specific user concerns

In recent years, there have been numerous research studies
exploring consumer attitudes to the IoT (see [38], [39] for
two systematic literature reviews). Such research can provide
valuable insights into the challenges and concerns facing
prospective IoT users, across a range of different contexts and
scenarios, and highlight areas where meaningful transparency
may be able to assist. As such, we now briefly discuss three
particularly prominent concerns from across the literature.

1) Understanding smart homes: Given that smart homes
may be driven by a range of different systems (perhaps

including various sensors, actuators, and online services, in-
corporating a range of organisational ecosystems) [27], there
is real potential for IoT deployments to quickly become
complex. Even simple scenarios can lead to a disconnect
between users’ understanding of what is happening within
their smart homes and what is actually occurring; in a user
study with 20 participants, Yarosh and Zave [29] outlined
a hypothetical smart lock (with four features of automated
behaviour), and asked participants whether the door would be
locked or unlocked within 20 given scenarios. They found
that participants’ mental models did not appear to align with
the operation of the system, despite the participants claiming
to understand how these system interactions should work [29].
This can be problematic, not least given the propensity for tech
related issues within the home to be consequential (sensitive
data may be captured and leaked, smart doors or windows may
not secure when a person leaves the house, etc.).

Users misunderstanding what is occurring within their smart
home has led to work which attempts to explore and mitigate
this issue from a conceptual perspective. For example, De-
spouys et al. [40] have proposed a model for ‘sensemaking’
within the context of smart homes, in order to identify and
manage potential scenarios where the expectations of users and
autonomous systems are misaligned [40]. Similarly, Chuang
et al. [41] analysed ‘concept videos’ of IoT products to
develop a design vocabulary for human–IoT systems [41], as
a means for supporting developers in better communicating
and explaining the intended purpose of their IoT systems,
such that their users might have a stronger understanding
of how they operate. Some have explored the potential of
methods for ‘explainable AI’ within smart home contexts,
given that consumer IoT systems will often employ some
form of machine learning [42], [43]. Such works that support
the comprehension of smart home systems offer one way
forward for how the developers and designers of IoT systems
might better manage and communicate the behaviours of their
systems to their users, helping to ensure that such systems act
in line with expectations.

Relatedly, other bodies of work have explored practical
techniques or prototypes aimed at supporting users in under-
standing how their system is, or has been, operating. Some of
these have been more conceptual, such as work by Desjardins
et al. [44], [45], who have used literary authors to translate IoT
device data logs into fictional novels (‘data epics’) for their
users [44], [45]). Others have explored various techniques and
modalities for presenting information about how smart devices
are operating to their users, e.g. through providing descriptions
of apps and devices [10], creating data visualisations for sensor
feeds [46], using ‘nutrition labels’ [47], [48], designing inter-
faces for rule editors [49], [50], [51], using voice assistants
to query smart home logs and provenance data [34], and
recommendations to help users with issues of consent [52].
The proposal of general mechanisms to help better inform
users (as to the status and operation of their IoT devices) acts
to highlight this topic as an ongoing area of concern.

It is clear that any potential disconnect between how users
understand and expect their smart environments to operate,
and how those environments may actually function can have
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negative implications. However, while some of the above work
offers empirical insights into how we might better support
users in understanding how their smart environments operate,
much of the research into this topic has thus far involved par-
ticipants only at the evaluation stage of developing a particular
proposed solution or approach. Less considered are the needs
and expectations from the perspective of users themselves –
what they want to know, how they believe that this should be
communicated to them, etc. Engaging users, however, as part
of a design-process is important for helping ensure that its
outcomes are helpful and effective [53], [54]. Therefore there
are clear opportunities for research that is more formative in
nature, focusing on how best we can support potential users—
taking into account their own perspectives—in understanding
how their IoT systems operate.

2) Privacy: Another specific issue for the IoT relates to
user privacy; privacy is undoubtedly an important considera-
tion within a consumer IoT context, where concerns include
who data is being shared with [55], [56], [57], [58], [59], [60],
[61], [4], how that data is being used by organisations [62],
[1], [55], [56], [57], the intrusiveness of device sensors (e.g.
cameras, microphones) [1], [55], [56], [57], [63], and broader
concerns over a loss of control of personal information [1],
[55], [56], [57], [58], [4]. Indeed, such concerns are for good
reason, with recent studies showing that a considerable number
of consumer-IoT devices are ‘leaky’, in the sense that they
involve substantial, potentially non-essential, communication
with third-parties [64], [65], [66]. Further exacerbating these
issues is that consumer IoT devices will often be used within
the home, where devices can potentially capture personal and
intimate information [10], and ‘privacy norms’ may easily
be violated [67]. As a result, such privacy-related concerns
have been identified as key factors affecting users’ purchase
behaviour [55], [59], and whether they trust [58], [68], ac-
cept [69], [36], and/or adopt [68] smart devices within their
homes.

While privacy remains an ongoing challenge in the IoT,
there have been a plethora of research efforts that show
promise in tackling particular privacy issues. For example,
there have been a number of recent developments with regard
to privacy enhancing technologies for the IoT (see [70], [71]),
as well as researchers proposing methods for the developers
of domestic IoT devices to better meet the privacy expecta-
tions of users, for example, by way of privacy norms [72],
privacy-oriented design implications [73], [74], and recom-
mendations [75], [76], [57], [77], [4]. Researchers have also
developed and evaluated storyboards [78], prototypes [79],
and tools [80] for assisting privacy-oriented concerns, privacy
controls which provide varying levels of detail about why
certain data is being requested [81], and nutrition labels [55] to
inform consumers across a range of IoT-related privacy issues.

Importantly, while many of these concerns have (under-
standably) resulted in privacy-oriented outputs (be they in-
terventions, prototypes, designs, resources, etc.), there is also
scope for broader transparency mechanisms to assist here.
That is, transparency mechanisms can support greater levels
of oversight and understanding over smart home operations,
and this information can, in turn, assist in privacy contexts.

For example, such information might reveal the data being
collected by an IoT device, where that information flows,
how it is being used, and so on, which can indicate potential
privacy concerns. Furthermore, such mechanisms also enable
various actions to be taken in response, perhaps prompting
users to change privacy settings, restrict where data is flowing
to (e.g. see [65]), engage with particular parties to challenge or
exercise data protection subject rights (as has been discussed
at a high-level [52], [64], [80], [82], [83]), and so on. Once
again, research which focuses on the transparency needs and
expectations of users will have much to offer, and complement
privacy-oriented research into the IoT.

3) Security: The IoT also gives rise to a range of security
issues [84], [85], [86], [87], [27], [82], [88]. IoT deployments
may comprise a large number of different devices (perhaps
manufactured by a range of organisations, with some having
more stringent security practices than others), and thus po-
tentially introducing numerous possible points of failure [9].
Moreover, the IoT will often entail physical elements (e.g.
actuations), where the consequences of security incidents may
be severe by resulting in physical world harms [11], [12], [27].
And again, IoT devices can reside within intimate or sensitive
locations within the home (e.g. bedrooms, bathrooms) [10],
making the prospect of security issues particularly concerning.
In all, security issues within the consumer IoT is an ongoing
concern.

Unsurprisingly, IoT security is a notable concern for con-
sumers; work exploring consumer attitudes to IoT adoption
have identified a number of particular reasons for this, includ-
ing concerns over data breaches [1], [56], [57], the perceived
challenges of achieving a secure smart home [28], [89],
[57], [90], access and power imbalances in multi-user smart
homes [91], [77], the intrusiveness of another party being able
to access sensor data (e.g. cameras, videos) [1], [92], [55],
[56], the risk of having physical devices manipulated by a
malicious actor (e.g. switching off the freezer, manipulating
smoke detectors [1], [92]), and the perceived risk of physical
safety (e.g. unlocking doors or windows) [92], [56], [57],
among others.

Again, mechanisms for improving IoT transparency may
have a role to play in relation to many of the above se-
curity concerns, for example, through providing information
and oversight over the operation of devices (i.e. what drove
particular outcomes and where data is flowing to [6]), to
help confirm that devices are interacting and behaving in line
with expectations [12], [93], and in identifying anomalous
behaviours and possible security threats [94], [95]. Such infor-
mation (be they access logs, provenance information [6], [96],
reports, or other forms of ongoing system monitoring [97],
[93]) can facilitate general oversight, targeted investigations,
and subsequent follow-up actions to mitigate these concerns –
perhaps prompting the user to seek further information from
device manufacturers, or even removing components from the
IoT deployment altogether [9]. We are already seeing some
proposed solutions for communicating such security-related
information to users (again, such as nutrition labels [55], [98]).
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B. Towards meaningful transparency: Addressing a gap

Importantly, in each of these three concerns, effective
transparency mechanisms have much to offer, through better
supporting users in overseeing and monitoring how their smart
homes are operating, helping to identify and diagnose potential
issues as they arise, and enabling informed responses as a
result. Specifically, this can help mitigate issues of under-
standability (§II-A1), through providing relevant information
about the system’s operation in a way that is meaningful to
the user, thereby supporting them in comprehending why the
system is behaving in the way that it is. Such information can
also help address privacy concerns (§II-A2), through providing
clarity over when and where data is being transferred, which
can facilitate follow-on actions to prevent, mitigate or seek
recourse for issues relating to privacy. Finally, these oversight
mechanisms can also help issues relating to security (§II-A3),
through supporting users in verifying their correct operation
(thereby assuaging such concerns), and in identifying, inves-
tigating, and seeking support and restitution in the event of
security breaches. In all, meaningful transparency mechanisms
allow users to monitor for, uncover, and act upon many of the
types of concerns raised in the literature (as just discussed).

However, the question of how transparency mechanisms
can best support users, such that they are meaningful and
effective, is currently under-considered. There is therefore a
clear role for research towards more effective transparency
mechanisms by working with potential users throughout the
design process to explore how transparency mechanisms can
better reflect the needs and expectations of those that would
stand to benefit from them. This means that there are research
opportunities towards advancing our understanding of what
meaningful transparency mechanisms in the consumer IoT
might actually entail (as is our focus)—focusing on what users
want to know, how they expect to interact with such, the
benefits they perceive such mechanisms would provide, and
so on—and to explore how such mechanisms might support
wider concerns of understandability, privacy, and security that
arise in the literature more broadly.

To reiterate, the topic of smart home transparency is im-
portant – through providing information over the operation of
smart home systems, transparency mechanisms help support
various follow-on actions in response to particular issues.
Having greater levels of oversight might prompt users to
change system settings to prevent egregious behaviours, verify
correct system operation, remove devices from the IoT de-
ployment entirely, or even identify and challenge particular
parties (such as through legal means), etc. That is to say,
having transparency mechanisms that are more effective, by
being user-derived and user-centric, can work to assist users
with a range of different challenges, issues, and concerns that
they may face regarding the IoT.

III. METHODOLOGICAL OVERVIEW

Our approach entails working with prospective IoT users to
explore, design, and evaluate mechanisms for bringing about
greater levels of transparency within the consumer IoT. Specif-
ically, we explore the general needs and expectations that users

have with regard to transparency mechanisms, collect and
categorise transparency-related user requirements, and develop
and identify elements of design that the participants felt would
enable meaningful oversight within a selection of scenarios. To
do this, we undertake three user studies:

Study 1 (§IV) involves a survey to explore what trans-
parency information they would consider useful within a
smart home context, how they feel that information should
be communicated to them, and how they consider one might
use that information (i.e. what they foresee such information
enabling).

Study 2 (§V) comprises two independent workshops of 5–6
participants, representing the ‘users’ of smart homes. During
each workshop, the participants work together to identify
user requirements and design system prototypes that represent
what they believe to be effective transparency mechanisms for
the consumer IoT. This is to gain detailed insight into the
types of transparency mechanisms that participants thought
would be useful to realise, and how they foresaw using such
interventions in response to particular interests, concerns, or
events.

Study 3 (§VI) takes the insights from the prior two studies,
and validates their relevance and applicability through an
evaluation survey with an altogether new set of 56 participants.
Here, we look to explore the efficacy of our previous findings
with a new sample, and find that our results from Study 2
appear to generalise (to this new cohort).

Our methodology was structured such that each study builds
upon the findings and insights of those prior, while uncovering
related insights and discussion points throughout the process.
Note that all of our studies were approved by our departmental
ethical review board, and all participants were compensated for
their time in an amount reflecting the UK’s ‘living wage’.

1) Participant recruitment: For our surveys (Studies 1 &
3), we used Mechanical Turk (MTurk) for participant recruit-
ment. MTurk is a widely popular recruitment method within
academic research [99], and allows us to purposefully ‘cast the
net wide’, to document a diverse set of different perspectives
and ideas that we could find, enabling sampling at scale. It
is for this reason we placed few restrictions on demographics
so as to enable a range of participants, though we did enact
some restrictions. For example, we restricted to those likely to
have some command of English, and have a good MTurk task
success rate (in line with guidance from other studies [100]).
We also, purposefully, did not restrict the survey to IoT users
(so as not to exclude perspectives of those who have not yet
adopted such devices), nor did we limit participants based
on levels of technical expertise (so to provide insights from
various backgrounds).

For the co-design workshop (Study 2), we selected two
groups of participants; the first group comprised respondents
of Survey 1, those with a general background bringing with
them a broad set of perspectives. However, given that Study 2
involves creating user requirements and involves visual design,
we recognised that there were also advantages in recruiting
participants with some level of experience in technology
design, so as to provide a complementing and contrasting
perspective to that of the other group. For this we recruited

5

https://doi.org/10.1109/JIOT.2023.3318369


To Appear: C. Norval and J. Singh, ”A Room With an Overview: Towards Meaningful Transparency for the Consumer Internet of Things,” in IEEE Internet of Things Journal.

DOI: 10.1109/JIOT.2023.3318369.

a second group comprising a ‘convenience sample’ [101] of
undergraduate computer science students. This allowed us to
leverage their experience of user experience (UX) principles,
and offered a point of comparison (to explore the similarities
and differences) between the students and the more ‘general’
users. Full details of participant recruitment are described with
each study, and we further discuss the implications of our
participant samples in §VII-B.

2) Grounding the studies: Across all studies, we make use
of a selection of scenarios to ground and motivate our work.
Each of these are carefully designed to reflect actual concerns
that people have, with many motivated by examples discussed
in the literature and observed in the real-world, including
issues associated with data leakage [102], [65], [103], [104],
physical harms [12], system malfunction [31], [32], [33],
targeted advertising [103], system operation [28], [11], [34],
[30], [12], [29], etc. Further information about each study are
elaborated in their respective sections, and all data has been
made available via GitHub [105].

IV. STUDY 1: SURVEYING USER INTERESTS AND
EXPECTATIONS FOR TRANSPARENT SMART HOMES

Our first study entailed an online survey designed to uncover
a broad understanding of what meaningful transparency within
a consumer IoT context might entail. We focus on four main
questions; given a scenario where something within a smart
home warrants attention or goes wrong: i) what types of
information do respondents feel is important to know?; ii)
how do they expect this information to be communicated (in
terms of system interaction)?; iii) how do they expect this
information to be presented (in terms of design)?; and iv)
what types of follow-on actions do they think this information
would enable them to take? By exploring these questions, we
obtain a better understanding (particularly within a smart home
context) of the types of transparency mechanisms that users
might come to expect, how these might work to meaningfully
communicate the relevant information to the user, and how our
participants would seek to use such mechanisms to support
wider accountability aims.

A. Method

We recruited 126 participants from Mechanical Turk to
take part in this questionnaire (survey). As Table I shows,
these respondents reported a range of technical expertise: 23%
claimed to have ‘no’ or ‘some’ knowledge; 32% had ‘average’
knowledge, and 45% had ‘advanced’ or ‘expert’ knowledge,
thus reflecting various aims, understandings, and expectations.
While we did not restrict the survey to only those actively
using consumer IoT devices (§III-1), we nevertheless observed
that 94% reported having smart devices within their homes,
demonstrating that the vast majority of our respondents were
actively being impacted by consumer IoT devices, and thus
had some familiarity as to what the IoT represents. In this
way, our sample is reflective of the aims earlier mentioned
(§III-1) comprising a range of interests, expectations and end-
goals, while still having a baseline understanding of consumer
IoT products.

TABLE I
DEMOGRAPHIC INFORMATION OF THE PARTICIPANTS FROM STUDY 1.

% of respondents
Gender

Female 31%
Male 69%
Other 0%

Age
18–29 35%
30–39 37%
40–49 20%
50–59 8%
60+ 0%

Technical Expertise
No knowledge 5%
Some knowledge 18%
Average level of knowledge 32%
Advanced knowledge 34%
Expert knowledge 11%

Knowledge of Smart Devices
No knowledge 1%
Some knowledge 25%
Average level of knowledge 53%
Advanced knowledge 39%
Expert knowledge 8%

Have Smart Devices in the Home
None 6%
One or more 94%

After signing up and providing consent to participate, the
main body of the questionnaire posed a selection of hypo-
thetical scenarios to the participants, who were then asked
open-ended questions relating to the above four questions.
These scenarios, outlined in Table II, were based on real-world
concerns and incidents; one related to suspected data leakage
from voice assistants [102], [103]; one concerned smart win-
dows opening when they shouldn’t have [106]; one related to
targeted advertising within a smart fridge [107], [104]; and
one involved a smart lock not behaving as expected [12]. In
this way, our scenarios were grounded in actual issues that
users of such devices might face.

Participants were initially presented a brief description of
one of the four scenarios (randomly selected), where some
particular issue or concern warranted attention (see Table II).
These, again derived from real-world scenarios (§III-2), were
written in such a way as to have multiple possible reasons
for the issue occurring, and the exact nature of what we
had determined was happening within the smart home was
withheld to participants at this stage of the survey. Participants
were first asked what they thought was the most important
information to know in that scenario. They were then taken to
a new page, containing some further underlying information
about the exact nature of that scenario, and were then asked:
how should this information be communicated to the user; how
might this information be structured or presented; and what
follow-up actions would having access to such information
facilitate. This process was then repeated with a second
scenario (randomised ordering), giving us a range of responses
across all of the scenarios while limiting the time commitment
required of the participants.1

After completing the two scenarios, participants were then

1Note that as part of a pilot run, a few of the participants did complete
this process for all four scenarios, before the number of scenarios presented
to each participant was reduced to two to better reflect the anticipated time
commitment that the study required.
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TABLE II
THE FOUR SCENARIOS THAT PARTICIPANTS WERE ASKED ABOUT.

Scenario Brief Description Underlying Information
Voice Assistant You have seen news reports about certain smart voice assistants constantly

recording audio and sending it to the manufacturer. Given this, you wish
to check your own smart assistant to verify what, and when, information
has been sent outside of your home.

After further investigation, you learn that i) information
is only being sent to the voice assistant’s manufacturer
when it specifically hears its trigger word (its name being
called); ii) an audio recording is then sent to the man-
ufacturer for processing, and an audio response is sent
back; iii) the voice assistant is seen to be communicating
with a number of different advertising companies.

Smart Windows You wake up in the middle of a particularly cold night, noticing that your
smart windows have opened automatically. You know that the windows
are automatically set to open when it is above a certain temperature inside.
However, the indoor temperature feels far too cold for this occur, and the
windows should therefore not have opened.

After further investigation, you know that your smart
home contains three indoor temperature sensors, which
are accessed by the smart home system. These readings
are used to determine whether or not the windows should
be opened (as well as for other purposes). One of these
devices has been reporting temperatures far higher than
the other two, suggesting it may have malfunctioned.
These unusual readings began just after midnight.

Smart Fridge Your Smart Fridge allows you to keep an inventory of what is stored inside,
and can build a shopping list for use on-the-go. You receive an email from
the fridge’s manufacturer, updating the terms of service to allow this data
to be used for advertising purposes with other companies. As a result, you
are concerned about the privacy implications of your shopping habits being
used for advertising.

After further investigation, you find that your fridge is
categorising the types of items that you buy in order
to predict characteristics about you (e.g. ‘vegetarian’,
‘health conscious’), sending these the manufacturer. Fur-
ther, you learn that the fridge is also sending this infor-
mation to supermarkets and other advertisers, allowing
them to send you adverts which they think will be of
interest.

Smart Locks You have a smart lock which should automatically lock your front door
every evening after sunset. One evening, you notice that something is
preventing the door from locking, despite it being dark outside.

Your smart home works to unlock the front door when-
ever you arrive home. This works by a sensor that
detects when your mobile phone is near the smart lock.
Investigating the issue, you discover that your mobile
phone is still being detected by this sensor, despite it
being several rooms away from the front door. This
appears to be preventing the front door from locking.

asked some broader (general and demographic) questions
about themselves and their attitudes to smart homes. These
included questions relating to themselves and their technical
expertise (Table I), and their broader concerns and interests
relating to smart homes more generally (Fig. 2). Finally, we
included an optional opt-in field where participants could enter
their email address if they were happy to be contacted for
subsequent stages of the research. All open-ended questions
were analysed using thematic analysis [108]; answers (either
in part, or in entirety) were categorised under multiple themes,
and this was conducted iteratively until themes no longer
changed as a result of new data.

B. Findings

Our initial survey uncovered a range of insights about
meaningful transparency within a consumer IoT context.

1) Most respondents had concerns about the nature of
smart devices, and wanted to know more about their operation:
Asked directly, we found that over 80% of respondents were
at least somewhat or extremely concerned about the nature and
operation of smart devices in general (see Fig. 2). Of those
who selected “I’m extremely concerned”, further probing on
their open-text elaborations for this answer revealed that this
was largely either due to surveillance and privacy concerns, or
device security and personal safety concerns (each of these cat-
egories making up ∼1/3 of “extremely concerned” responses).
This corresponds with the topics generally focused on in
the literature (§II-A), while clearly indicating the importance
of transparency mechanisms to help support such issues. In
contrast, of the 19% that were “not at all” concerned, this was

typically due to them not believing that “there is reason to
be concerned”, with ∼1/3 of these responses elaborating the
sentiment that “there isn’t any useful information someone
is going to get out of my [data]”. The remaining group of
“somewhat concerned” respondents seemed open to the idea
of using smart devices in the home, but still expressed caution
over how they operated. Again, when asked directly, over
80% of respondents indicated that they were either somewhat
or extremely interested in finding out more generally about
how smart devices were operating and communicating (see
Fig. 2). Such findings demonstrate the appetite for greater
transparency, and for having the ability to oversee, inspect,
and understand what is happening within smart homes.

2) Many respondents wanted to be able to oversee technical
specifics: We again used thematic analysis [108] to explore
what participants thought was important to know within each
particular scenario. Open-text responses were categorised,
and themes raised by at least two participants are presented
in Table III, alongside their prevalence (the proportion of
responses that were categorised under each theme). Note
that given participants were only shown two of the four
scenarios (randomised), each scenario has a different number
of responses. The full set of responses and their codes are
included within the supplementary materials.

One of the main themes to emerge, particularly for the
window and smart lock scenarios, was the need to understand
and verify what was going on. Indeed, nearly half of the
responses for these two scenarios wanted information which
allowed the participant to understand and verify what drove
this actuation (49% and 45% respectively), such as accessing
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To what extent are you concerned 
about the nature and operation 

of smart devices in general?

In general terms, to what extent are you 
interested in finding out more about how 

smart devices are operating and communicating?

0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%

 Percentage of responses

Response

Extremely

Somewhat

Not at all

Fig. 2. The majority of Study 1 respondents were concerned about the nature and operation of smart devices, and interested in finding out more about them.

TABLE III
A THEMATIC ANALYSIS FROM STUDY 1. THEMES WERE CODED FROM

PARTICIPANTS’ OPEN-TEXT RESPONSES, INDICATING WHAT INFORMATION
THEY FELT WAS IMPORTANT TO KNOW FOR A GIVEN SCENARIO.

% of responses categorised under each theme
Voice assistant (n = 67)

What information was recorded by the voice assistant 38.8%
Why the information was recorded by the voice assistant 16.4%
When the information was recorded by the voice assistant 10.4%
Where the information was stored 6.0%
What information was transferred over the network 52.2%
When information was transferred over the network 19.4%
Why information was transferred over the network 6.0%
How long information will be stored by other parties 6.0%
Where information will be stored by other parties 10.4%
Who has access to the information once sent to other parties 20.9%
How information is used by other parties 22.4%
How to prevent this from happening in the future 25.4%

Smart Windows (n = 74)
Why the window opened 48.6%
When the window 12.2%
What data source triggered the actuation 48.6%
What data (readings) drove the actuation 47.3%
How to prevent this from happening in the future 14.9%

Smart Fridge (n = 69)
What information was recorded by the smart fridge 7.2%
What information was transferred over the network 53.6%
When information was transferred over the network 8.7%
Where information will be stored by other parties 5.8%
Who has access to the information once sent to other parties 34.8%
How information is used by other parties 44.9%
How to prevent this from happening in the future 33.3%

Smart Locks (n = 62)
What happened to the smart lock 3.2%
Why the smart lock didn’t secure 35.5%
What data source prevented the door from locking 45.2%
What data (readings) prevented the door from locking 25.8%
How to prevent this from happening in the future 43.5%

“a history log” of the smart home, “to see why this triggered”
and “whose fault it was”. This is particularly interesting, given
the literature on understanding smart homes (§II-A), where
there was a potential disconnect between users’ understanding
of what was happening within smart homes and what was
actually going on [29].

Looking to the voice assistant and smart fridge scenarios,
there was also an appetite for overseeing technical specifics –
though this time predominantly regarding data flows. For ex-
ample, the most frequent theme emerging from these responses
indicated the importance of information regarding what was
being transferred outside of the smart home (52% and 54% of
responses for the voice assistant and smart fridge scenarios
respectively), who could access that information (21% and
35%), and how that information was being used (25% and
33%). However, these two scenarios also tended to raise the
topic of prevention for this unexpected smart home behaviour;
over a quarter of responses for the voice assistant and a third of

responses for the smart fridge scenarios specifically indicated
that it was important to be able to “opt out”, “leave this
service”, and “stop this level of invasive behaviour”.

3) Interaction techniques and information visualisations
offer one way forward: A common suggestion raised by par-
ticipants with regard to how they expected this information to
be conveyed to them was the desire for automatic notifications
when a discrepancy or some anomaly was detected (such as
the example of the faulty sensor providing readings far higher
than would be normal). For example, one commented “[I’d
want] to be automatically notified if a discrepancy between
them is recorded at any point”. This was typically described by
respondents as an alert on the system, a mobile notification, an
email, a phone call, etc. There were also descriptions of means
to allow the user to perform more targeted investigations (i.e.
in response to a particular incident or concern), alongside those
driven by interest and more exploratory in nature. In terms
of how that information should be communicated, responses
were often contextual. For example, in the voice assistant
scenario, some referred to asking the voice assistant, as a
means to interrogate what is going on – a method previously
suggested in the literature [34]. In contrast, for the window
scenario, many of the responses described graphs of tempera-
ture readings (which have also been previously explored [46]).
Other suggested responses included lists and tables (of raw
numbers), summarised explanations, schematic diagrams, and
other forms of data visualisation.

4) Enabling a means to take control: On the subject of what
types of follow-on actions such information would enable,
a few common themes that emerged related to the ability
to disengage with the device or devices in question, should
they be behaving in undesirable ways. For example, for the
scenarios concerning user privacy (the voice assistant and
smart fridge), respondents indicated that they would reassess
their use of the device in question some sample quote include:
“I would restrict my use of this voice assistant”, “I’d have
to seriously consider if owning a smart fridge was right for
me”, “this is a smart device that I just wouldn’t have”. Again,
this demonstrates the key role that transparency information
can play, for example as regards technology acceptance and
adoption, by showing how it enables and supports effective
oversight and actions in response to what occurs.

C. Summary

Throughout this survey, we probed respondents for their
thoughts, interests, needs, and expectations as regards trans-
parency mechanisms for the consumer IoT. From the results,
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we can see that participants did express concerns about how
smart devices were operating, and there appeared real appetite
for transparency measures that granted access to such informa-
tion – both when things began to go wrong, and for wider aims
of curiosity, validation, etc. The results indicate that there is
much scope for research that explores how such transparency
mechanisms might come to be expected by potential smart
home users in practice. In all, the respondents appeared to
recognise the benefits of having the ability to oversee their
smart homes, and the many opportunities of doing so.

V. STUDY 2: CO-DESIGNING TRANSPARENCY
REQUIREMENTS AND DESIGN ELEMENTS

In the previous study, participants had clear concerns over
the nature and operation of smart devices, and overwhelm-
ingly expressed an interest in having effective transparency
mechanisms for the consumer IoT. Building on this, we next
further probed on how IoT users believe that such transparency
mechanisms should work in practice. To do this, we take a
user-centric approach [53], undertaking two co-design work-
shops with participants to derive their key considerations and
design ideas for transparent smart home systems. By doing
so, we uncover the types of transparency mechanisms that our
participants want and expect from the consumer IoT.

A. Method

Our two workshops entailed the same process, each lasting
two hours and involving separate groups of participants. These
participants were tasked with working together to complete
two activities. The first activity involved the participants
deriving user requirements for making smart homes more
meaningfully transparent, allowing us to explore the types
(or categories) of user requirements that they thought were
important. The second activity involved the participants de-
signing visual prototypes for investigating and understanding
the operation of smart homes, which allowed us to derive
a series of design elements (key aspects and features of
design for enabling smart home transparency). These two
activities were designed to provide tangible insights and ways
forward—from the perspective of potential users—for how
we might bring about consumer IoT systems with meaningful
transparency in mind.

Our two groups were selected to bring a range of comple-
mentary skillsets and different perspectives, by having some
with grounded experience in design vs. more ‘general’ users.
For the latter, we began emailing all participants from the
prior survey (§IV) that indicated that they would be interested
in taking part in follow-up research. This email outlined the
nature of the follow-up research, and asked those interested to
complete a Doodle poll indicating dates that they were avail-
able. This resulted in six participants that were all available
for a particular time slot (though one of these participants
ultimately did not attend). This group therefore represented
a fairly general group of prospective users (though with all
having at least one IoT device within their homes).

Our second group comprised individuals with some knowl-
edge of system requirements and interface prototyping, as a

means of ensuring that their responses were grounded within
some degree of systems design. To achieve this, we sent an
email through our institution’s computer science department
(i.e. a ‘convenience sample’ [109], [101], [110], [111]), and
recruited six undergraduate students to take part in this work-
shop. In addition to their knowledge of systems design, this
cohort also allowed us to compare and contrast their outputs
to that of the first (more ‘general’ or ‘standard’ user) group,
to explore where similarities and differences might exist, and
what insights might be learned as a result.

B. Activity 1: Co-designing transparency requirements

Participants were given an overview of the research, in-
cluding what requirements are, what constitutes a ‘good’
requirement, and how they can be created. They were then
asked to consider how smart homes might better cater to
their interests and concerns, and to think about how these
might be specified as user requirements. The activity itself
was done on MURAL [112] (a collaborative whiteboard web
app), and involved participants creating requirements (sticky
notes with text), as well as moving and editing those created
by themselves or others. Participants were also given access
to some example quotes from the prior study as a means to
stimulate discussion, though they were encouraged to include
and contribute any of their own requirements should they
have some in mind. Throughout this ∼20 minute exercise, the
participants were tasked with determining user requirements
and prototype functionality as they saw fit. During this time,
the researcher acted in a supportive role, chairing the co-
design sessions careful to avoid biasing the outcomes with
the researchers’ preconceptions [113]. Once complete, partici-
pants then prioritised their requirements into three categories;
‘Must’, ‘Should’, and ‘Could’ (see Fig. 3), in line with the
MoSCoW method of requirements prioritisation [114].

1) Activity 1 Findings – Categories of transparency require-
ments: This first activity led to 55 requirements being created
across the two groups, with Group 1 creating 28, and Group
2 creating 27. To gain a better understanding of the types of
requirements that were produced, each requirement was coded
using thematic analysis [108] (in line with the process outlined
in §IV-A) after the workshops had taken place. This was done
so that we could explore not only the exact requirements that
were identified, but the broader patterns and concerns that the
participants focused upon. Through this process, a total of nine
categories were identified; five comprised transparency-related
concerns (Fig. 4), the remaining four concerned broader con-
trols and mechanisms that the smart home should support
(Fig. 5). These categories offer various insights into the types
of transparency concerns that users may have, and the types
of user requirements that may address these.

Given the focus of this work (on understanding how par-
ticipants themselves felt transparency mechanisms should be
achieved), our particular interest is in the five requirements
presented in Fig. 4 (in contrast to those requirements concern-
ing broader controls and mechanisms that the system should
enable; Fig. 5). These five transparency requirements focus on
overseeing, exploring, and investigating aspects of the smart
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Must

Users must be able 
to see the status of 

devices

The application 
should be able to 
alert the user if 

something 
suspcious occurs 
with the devices

Put data collection 
information on the 
product's listing 
before purchase

The system should 
be able to convey 

information visually 
and through sound 
(for accessibility)

Have useful/safe 
default settings, 

such as your doors 
being locked

the system must 
allow users to set 

up alerts related to 
key safety devices 

behaviour

The system should 
have permissions 
for privacy control

Accurate logs of 
actual errors, not 

just erroneous 
actions

The system must 
be able to be 

manually overriden 
(with appropriate 
permissions, like 

keys)

The system should 
notify users when 

specified actions or 
errors happen

Record when 
updates are 

installed and by 
whom

Could

The system could 
be accessible 

through a mobile 
and web app

Have moderated 
online forums 

where people can 
ask questions

There could be 
physical hub with a 

simple UI that 
shows information

The system could 
have a visual 

representation of 
the home

Be able to get an 
overview of the 

device's features 
easily. e.g. by 

saying "help" or 
pressing a help 

button

Have digital setup 
guides, as well as 

paper ones, as 
these can easily be 

updated

Should

Have visual signs 
of error, such as 
colour changes

The user should be 
able to add other 
users to view the 

status

Minimal technical 
language in high-

level log 
explanations  

System should 
record energy 
usage of each 

device in the home

The system should 
support 

visualisations over 
what has happened

Users should be 
able to export 

information to other 
services/devices

The system should 
record the cause of 

actions

More information 
and notifications 

about system 
updates

The system should 
provide further 
support when 
issues occur

The user should be 
able to access 
more granular, 

hierarchical 
information about 
what happened

Fig. 3. A screenshot from Group 2’s MURAL board. Participants could co-create requirements (sticky notes) and prioritise them as either ‘Must’, ‘Should’,
or ‘Could’ by moving them into boxes.

Investigate 
Records allowing specific 
issues to be investigated

Provide granular, 
hierarchical 

information about 
what happened

Provide accurate 
logs of actual 
errors, not just 

erroneous actions

Record the cause 
of actions

Record when 
updates are 

installed, and by 
whom

Explore 
Browsing specific details 
about the smart home and 
its devices

Allow the user to 
see a list of 

communications 
within the smart 

home

Allow the user to 
see a list of all 

communications 
over the internet

Provide 
visualisations over 

what has 
happened within 

the home

Allow users to see 
the history of a 
device's status 

Oversee 
Gaining an overview of the 
smart home's operation

Allow the user to 
see the status of 

devices

Allow the user to 
see a list of 

connected devices

Allow the user to 
export information 
to other services/

devices

Information about 
system and device 

updates

Notify 
Being notified when 
something needs attention

Notify the user 
when information 
is being sent over 

the internet

Notify the user 
when specified 
actions happen

Have visual signs 
of error, such as 
colour changes

Alert of abnormal 
or suspicious 
occurrences

Usability 
Ease of use and user 
support

Provide further 
support when 

issues occur or 
abnormal 
behaviour 
detected

Minimal technical 
language in high-
level explanations  

Provide an 
overview of a 

device's features 
easily by pressing 

a help button

Convey 
information 

visually

Fig. 4. Derived categories of requirements (with examples) that focused on transparency.

Security 
Ensuring the security of the 
devices and of the home

Option to have 
second layer of 

authentication for 
critical security 
features (locks, 

garage door)

By default, 
devices are 

unaware which 
other devices are 

present in the 
house

Data that can be 
processed on-

device should be 
(instead of in the 

cloud)

Secure method of 
connecting new 

devices

Safety 
Ensuring the safety of the 
residents and of the home

The system must 
be able to be 

manually overriden 
(with appropriate 
permissions, like 

keys)

Have useful/safe 
default settings, 

such as your 
doors being 

locked

Ability to override 
safety features, 

e.g. if entering the
house, prove that

you aren't 
breaking in

Built in safety 
features for 
contacting 
emergency 
services in 

extreme 

Control 
Providing users with control 
over aspects of the smart 
home

The system should 
have permissions 
for privacy control

The user should be 
able to add other 
users to view the 

status

Option to opt out 
of information 

sharing

Option to have 
second layer of 

authentication for 
financial 

transactions

Engagement 
How users interact and 
engage with the system

There could be 
physical hub with a 

simple UI that 
shows information

The system could 
be accessible 

through a mobile 
and web app

Have digital setup 
guides, as well as 

paper ones, as 
these can easily 

be updated

Have moderated 
online forums 
where people 

can ask 
questions

Fig. 5. Other categories of derived requirements (with examples) regarding broader concerns.

home, as well as being notified when unusual behaviours or
activities are identified, and conveying the relevant information
in a usable way. As shown in Fig. 4, we provide a represen-
tative selection of four requirements of each category; see the
supplementary materials [105] for the full set.

In all, this analysis gives us a broad set of categories
reflecting user-derived requirements for bringing about greater
levels of transparency regarding the operation of smart homes.
Looking at which requirements were more closely associated
with the ‘Must’, ‘Should’, or ‘Could’ of the MoSCoW priority
system, we (anecdotally) observed some patterns whereby
those categorised as ‘must’ tended to focus on system func-
tionality, such as specific features that the system should
facilitate, while those prioritised as ‘should’ often appeared
more presentation-oriented, such as the use of terminology,

data visualisations, and support tools. This may perhaps be
because there are many different ways in which information
can be communicated to users (c.f. functionality), however,
future research may be able to probe further into this.

C. Activity 2: Co-designing transparency prototypes

The second activity involved tasking participants with cre-
ating a prototype for a ‘transparency interface’: a tablet/wall
panel-based system, which interacted with devices within a
smart home to provide greater transparency over how the
devices were operating, what they were doing, etc. This acts
as a means for analysing and exploring the various types of
transparency-related elements of design that the participants
created. That is, much like our process of identifying the
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Fig. 6. The ‘Misbehaving smart bulb’ scenario. Top: Group 1’s interface; Bottom: Group 2’s interface.

Fig. 7. The ‘Investigating adverts’ scenario. Top: Group 1’s interface; Bottom: Group 2’s interface.

categories of requirements, we use these prototype designs
to understand more about key aspects of system design for
enabling smart home transparency that our participants’ in-
terfaces contained, and how the participants perceived the
design of such features in practice, so to derive the design
elements. Again, this activity took place via MURAL, using
simple shapes, text, and icons to put together a simple set
of storyboards showing what features such a system could
have and how it would be used to investigate and explore the
operation of smart homes.

The participants began by creating the prototype’s home
screen; that which would be seen when initially interacting
with the tablet or wall panel. Participants were at liberty to add
components (icons, text, shapes, etc.) to the prototype as they
saw fit, and the process was chaired (i.e. moderated) by the
researcher. Once the participants had created the home screen,
we then performed two sub-activities in turn, each relating to
a hypothetical scenario where something in the smart home
warranted attention or investigation. The participants were
first presented one of these scenarios, tasked with creating
the subsequent screens that would ‘storyboard’ how their
prototype could be used to investigate the scenario. They then
repeated the process on the second scenario. In all, these

activities helped to further derive a set of transparency design
elements from the participants’ prototypes, while providing
a context to show how their systems might work to enable
meaningful transparency from their perspectives.

The two scenarios were designed to explore and reflect real-
world concerns (elaborated below), which work to ground and
contextualise the activity for the participants. Both scenarios
were formulated such that there could have been a number of
potential underlying reasons for the concern, and a number of
ways in which someone could use transparency mechanisms
to investigate. As the participants designed new screens that
would allow them to dive deeper into their prototypes, the
researcher provided more information as to the actual nature of
what was happening within the prototype. For example, when
participants were designing the Troubleshooting (Group 1) and
Log (Group 2) pages, the researcher informed them as to what
these logs would report (remote requests were originating from
overseas), as a way to simulate the discovery and diagnosis
process for a previously unknown issue (a staged approach,
similar to that used in Study 1; §IV-A). In this way, we gath-
ered information about what design elements the participants
expected such a system to have, what these features and pages
within the system might look like, and how they would expect
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TABLE IV
THE DESIGN ELEMENTS THAT EMERGED FROM THE PARTICIPANTS’ PROTOTYPES.

Elements of design Description
Status indication Both groups created a ‘Status’ feature on the homepage, which presented information about the system’s operational

capabilities. This acted as a means to notify the user whenever potential issues were identified by the system, and directed
them to either more information or tools to assist in understanding and rectifying the problem. In Group 1’s case, the
indicator entailed a direct route for navigating directly to details of the issue, whereas it appeared more of a prompt for
Group 2 to dig into the interface and identify the issue at hand.

Devices list Both groups also had a ‘Devices’ list, which presented a list of devices currently deployed within the smart home. This
was used by Group 2 to navigate to the smart bulb during the first scenario. While not fully elaborated by Group 1 (given
that they used a different means to navigate in both scenarios), they nevertheless included it as an option on the home
screen. Means of navigating to the correct devices will likely be important in a transparent smart home context (particularly
where several devices may be incorporated), and this approach is one potential way of enabling navigation in smart home
contexts.

Rooms list Similarly, both groups had a way of navigating through the physical spaces (i.e. rooms) of the house in which their smart
devices were configured and deployed. That is, both prototypes allowed the user to group and explore devices in a manner
relating to the environment’s physical layout. This was part of the Devices list for Group 2 but was its own menu option
for Group 1.

Privacy settings Again, both groups had a Settings option on the homepage, and both settings pages prominently featured a ‘Privacy’ sub-
option. While our scenarios did not lead to either group further elaborating on what such a privacy settings page might
contain, both groups listed the privacy options at the top of the list in their Settings page – perhaps indicating the importance
that the participants placed on privacy and the means for its management and control.

Viewable system logs Both groups had options for viewing system logs, which played a prominent role in investigating the first scenarios. This is
interesting, particularly given that much of what the participants had argued for and discussed during the sessions related to
more user-friendly ways of understanding a system’s operation (cf. system logs). However, this nevertheless emphasises the
contextual nature of transparency mechanisms, in that both ‘lay’ explanations, as well as more technical systems logs, may
each be useful across different contexts and scenarios. Furthermore, the exact presentation of the system logs differed –
Group 1’s was slightly more tabular in nature, whereas Group 2 (the students) opted for more of a user-facing explanation.
Yet, much of the information presented in the interface was the same for both groups.

Connectivity records Similarly, the groups both included features relating to device connections, connectivity, and any internal/external interactions
with other devices or services. While this was stored within the ‘Settings’ menu for Group 2, Group 1 had this menu option
as a prominent option on their front page. Given the nature of our scenarios, this design element did not end up getting
elaborated through either group’s storyboards, but their inclusion in both interfaces indicates the potential importance of
this feature.

Advertising inferences list Both groups also outlined a page that would show advertising information (e.g. the inferences and profiles generated about
the user, and how they were being used). In both cases, this page was accessible through the system’s Settings page, and
outlined a means to oversee and control aspects of the advertising profile that had been created within the smart home
systems.

to be supported in eventually finding the information that they
were looking for. In all, this design exercise produces a rich
set of insights into how our participants thought transparency
mechanisms might better work to inform.

Scenario 1 – Misbehaving smart bulb: The first sce-
nario was security-related, featuring a smart bulb that was
being acted upon by a malicious actor (hijacking a smart
bulb appears a common exemplar [115], [116], [117]). The
participants were told that the bulb starts to behave strangely,
changing colours seemingly unprompted and occasionally
flashing rapidly, and were then tasked with co-designing the
steps that they would take on their interface, to investigate this
issue further.

Scenario 2 – Investigating adverts The second scenario
was privacy-related, and involved suspected data leaks being
used for targeted advertising (a real concern that many people
have [102], and that has been observed happening in prac-
tice [118], [65]). This involved participants being told that
their recently purchased smart doorbell (with a camera) had
been placed on their porch overlooking their front garden, and
at around the same time, they started receiving personalised
adverts on their smart TV for gardening. Given that the
camera would have seen them gardening, the implication is
whether their new device might be invading their privacy, by
sharing or leaking information about their gardening habits
with the TV’s advertising provider. As the participants created

the prototype interface screens, these would reveal (steered
by the researcher) that the doorbell was not involved in the
gardening adverts; rather, the gardening inference was made
as a result of i) their smart TV’s viewing history of gardening
shows, and ii) online purchases for gardening equipment. As
such, the scenario was designed to represent a case where
initial suspicions led to further investigation, revealing that
the system was operating in a different way from what was
originally expected. Also in contrasting with the first, the
second scenario did not relate to a specific technical issue
or incident; rather it involved detailing the steps that the
participants would expect to take more broadly, to diagnose
and understand what was occurring within their smart home
through a targeted investigation.

1) Activity 2 Findings – Design elements for transparent
smart homes: This activity resulted in two prototype systems
(one produced per group), each with two ‘storyboards’ [119]
(for each scenario). These storyboards illustrated how the user
would engage with the transparency interface to investigate
and understand what was happening within their smart home.
See Fig. 6 for the storyboards for the first scenario, and Fig. 7
for the second scenario).

Note that the two groups (and, by extension, the two
workshops) were run independently, in that neither group
saw the prototypes, requirements, or any other outputs from
the other. Interestingly, however, the two sets of storyboards
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appeared to show a number of similarities and overlaps be-
tween the two groups in term of their transparency-oriented
design feature and functionality, suggesting that these overlaps
may be more generally applicable. As such, we opted to
thematically categorise aspects of the prototypes’ interfaces
(much like we categorised responses in our earlier survey, and
categorised the types of requirements in Activity 1), in order
to explore this concept further. We call these categories of
interface components design elements.

This involved thematically grouping aspects of the design,
features, and functionality as they concerned the transparency
mechanisms prototyped by our participants. For example, both
groups’ prototypes contained a ‘Devices’ page or tab, which
presented the user with a list of devices that were deployed
within the smart home. This resulted in a ‘Devices List’ design
element, which we then created a description for, based on how
the groups had implemented it.

As Table IV presents, there were a number of common
transparency-related design elements that both groups had
independently devised. As such, this list represents a set of
corroborated, user-derived design considerations relevant for
those designing and/or developing smart home systems. Note
we discuss the implications of some of the more unique
design decisions (i.e. those incorporated by only one group)
in §VII-B.

D. Summary

Through these two co-design workshops, participants’ per-
spectives, needs, and expectations were explored with regard
to how they believed that transparency mechanisms for smart
home technologies should be brought about in practice. These
workshops resulted in range of user-defined insights toward
the types of features and functionality that might help bring
about greater levels of transparency within the consumer
IoT. We discovered nine groups of requirements—five related
directly to transparency-related concerns (Fig. 4), and four
concerned broader controls and mechanisms that the smart
home should support (Fig. 5). We also derived seven design
elements (Table IV) representing the key aspects of system
design (that both groups had outlined in their prototypes) for
enabling smart home transparency. These outcomes provide us
with tangible ways forward for the design and implementation
of meaningful transparency mechanisms within the consumer
IoT – as envisioned by our participants.

VI. STUDY 3: VALIDATING THE EFFICACY OF OUR DESIGN
ELEMENTS AND TRANSPARENCY REQUIREMENTS

Through the previous studies, we have derived i) a selection
of categories, representing the types of user requirements that
our participants raised, and ii) a collection of design elements,
offering practical ways forward for developers and designers
wishing to bring about improved transparency within their
IoT products. Here, we describe a further study to validate
whether i) the design elements appear usable and effective
in supporting meaningful transparency, and ii) the perceived
relevance and general coverage of the types of transparency
requirements that we have identified.

To explore whether the applicability of our categories of
user requirements and design elements appeared to carry
forward, we recruited 56 new participants from MTurk to
take part in this questionnaire (survey). While we used MTurk
filtering criteria to ensure that none had taken part in our earlier
studies (§IV-A), our new cohort had similar characteristics
to that of Study 1; participants had similar demographics,
expressed a range of technical expertise, and overwhelmingly
had smart devices in their homes (as shown in Table V).
Furthermore, by chance, when asked the extent to which
they were concerned about the nature and operation of smart
devices, and whether they were interested in finding out more
about how they were operating and communicating (as we
did for the participants in Study 1), our new cohort responded
with similar characteristics (shown in Fig. 8) to those of Study
1. That is, the samples of both surveys appeared similar (in
terms of demographics, technical expertise, in owning IoT
devices, and general concerns and interests relating to smart
home transparency).

TABLE V
KEY DEMOGRAPHIC INFORMATION OF THE PARTICIPANTS FROM THE

THIRD STUDY.

% of respondents
Gender

Female 36%
Male 64%
Other 0%

Age
18–29 38%
30–39 43%
40–49 14%
50–59 4%
60+ 2%

Technical Expertise
No knowledge 4%
Some knowledge 18%
Average level of knowledge 38%
Advanced knowledge 36%
Expert knowledge 5%

Knowledge of Smart Devices
No knowledge 2%
Some knowledge 11%
Average level of knowledge 48%
Advanced knowledge 32%
Expert knowledge 5%

Have Smart Devices in the Home
None 2%
One or more 98%

A. Activity 1: Exploring the efficacy of the design elements

We begin by considering the design elements derived from
the workshops of the prior study. Our focus is exploring
whether and how these design elements assisted meaningful
transparency through communicating relevant information to
these new participants. Given the similarities of the two
groups’ interfaces from the design study (§V-C), we opted
to combine the key design elements (identified from §V-C1)
into one interface. In other words, we merged the key features
of each interface, while maintaining a consistent and coherent
design throughout (so as not to distract participants with aes-
thetic considerations). The result was a new set of storyboards
(i.e. a new interface; see Fig. 9) with which we could explore
the efficacy of the common design elements that emerged.
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To what extent are you concerned 
about the nature and operation 

of smart devices in general?

In general terms, to what extent are you 
interested in finding out more about how 

smart devices are operating and communicating?

0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%

 Percentage of responses

Response

Extremely

Somewhat

Not at all

Fig. 8. Again, the majority of respondents from Study 3 were also concerned about the nature and operation of smart devices, and interested in finding out
more about them.

Fig. 9. The ‘merged’ interface, combining the design elements from both groups’ prototypes. Top: Scenario 1; Bottom: Scenario 2.

After agreeing to take part, participants were first presented
with a broad description of one of the scenarios (randomised
order) from §V-C, and each storyboard image corresponding
to that scenario was then shown to the participant, alongside
textual descriptions of each ‘step’ in the process. Again, this
reflected the investigative process of using such an app, taking
an exploratory approach to illustrate how one might use the
system to investigate the scenario at hand.

After the first scenario’s storyboard was presented to the
participant, they were then asked (via open-text boxes) what
had happened; those that started with Scenario 1 were asked
why the bulb was acting erratically, whereas those that started
with Scenario 2 were tasked with reporting whether the
doorbell was involved in the gardening adverts. We then
asked a follow-up question relating to how confident they
were in their previous answer (3-point Likert), alongside a
further open text box where they could elaborate on their
confidence. By asking these questions, we probe the interface’s
ability to both convey the appropriate information, and how
confident the users felt that they understood what happened –
both key aspects with regard to meaningful transparency. This
process was then repeated with the other scenario, exposing the
participant to how the aforementioned design elements could
assist in investigating both particular issues or concerns, while
mitigating for order effect biases [120].

After completing both scenarios, participants were then

asked to complete a System Usability Scale survey
(SUS) [121] about the prototype. The SUS comprises a set
of ten Likert questions on aspects such as ease of use, con-
sistency, and complexity, and can be used to generate a 0-100
score representing “a general quality of the appropriateness
to a purpose of any particular artefact” [121]. In this way,
we use the SUS to gauge the extent to which the participants
found the prototype to be appropriate, or usable, as a means for
engaging with the transparency mechanisms and understanding
what happened within the system.

Exploring i) what participants thought happened in the
system, ii) how confident they were, and iii) whether the
system received a ‘good’ SUS score (indicating general aspects
of system usability), provides three metrics about the extent
to which the prototype supported participants in meaningfully
interrogating the information at hand.

1) Activity 1 Findings – Exploring the potential of design
elements: To explore whether the design elements helped
in enabling meaningful transparency, we look to see what
our participants thought what was happening within the two
scenarios. For the first scenario, 66% of participants correctly
listed a security breach as the potential reason for the bulb
changing colour, and 91% of participants correctly identified
the source of the adverts in the second scenario (Table VI).
It is worth noting that, similar to the responses of §IV-B,
these answers were evaluated based on open-ended text, as
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opposed to selecting from multiple options, etc. That is,
∼two-thirds of responses specifically deduced that the requests
coming from overseas was the result of a security breach. This
is interesting, showing that while a majority of participants
correctly identified that a security breach was to blame, a
non-negligible proportion did not (with the remaining ∼third
typically suggesting technical faults or other issues more
generic). This, again, shows the importance of assisting users
in interpreting the information, and that different users may
require varying levels of support in doing so.

TABLE VI
RESULTS FROM STUDY 3, ACTIVITY 1. PARTICIPANTS INDICATED (VIA
OPEN TEXT ANSWERS) WHAT THEY THOUGHT WAS THE UNDERLYING

REASON FOR EACH SCENARIO, AND THEIR CONFIDENCE IN THE ANSWER.

Scenario 1: Misbehaving smart bulb
Correct (n = 37) 66.1%
Extremely confident 30.4%
Somewhat confident 58.9%
Not at all confident 10.7%

Scenario 2: Investigating adverts
Correct (n = 51) 91.1%
Extremely confident 41.1%
Somewhat confident 55.4%
Not at all confident 3.6%

Also relevant is the degree of confidence that users felt
about their answers, as shown in Table VI. Interestingly,
the two sets of proportions appear somewhat similar, despite
proportion of correct responses being different; while ensuring
user confidence is high is undoubtedly a key aim, it is worth
recognising that those who are extremely confident in their
interpretation of smart home data won’t always be correct
in their answers. In other words, while having transparency
mechanisms that inspire confidence in users’ understanding
over how their smart homes operate is important, so too is
working with various types of users—across different use
cases and contexts—to ensure that these work to speak to users
and their levels of expertise, and indeed, work to inform and
empower, rather than mislead or oppress.

We then look to the SUS scores as another indicator as
to the design elements’ potential for facilitating meaningful
transparency. Low SUS scores might indicate that the par-
ticipants did not find the resulting functionality particularly
useful or usable. In contrast, higher SUS scores indicate a
generally more ‘appropriate’ [121] system for the task at hand
(interrogating the transparency information to determine what
had happened). Prior work has determined that a “poor” SUS
score is around 35.7, “okay” is 50.9, and “good” is 71.4 [122].
Our merged interface received an mean SUS score of 72.1 (σ
= 16), faring well according to these SUS benchmarks. Again,
the SUS explores aspects such as consistency, complexity, ease
of use, and perceived confidence in using the system, and
offers several relevant dimensions toward enabling meaningful
transparency (§II-B).

B. Activity 2: Evaluating the coverage and relevance of trans-
parency requirements

We next consider the types (or ‘categories’) of requirements
that were identified in §V-B. To recap, the co-designed re-

quirements that were created in the second study were cate-
gorised into nine types; five related directly to transparency-
related concerns (allowing the user to ‘oversee’, ‘explore’,
and ‘investigate’ the transparency information, for the system
to ‘notify’ the user when necessary, and several features
relating to ‘usability’; Fig. 4), whereas the remaining four
concerned broader controls and mechanisms that the smart
home should support (allowing the users to retain ‘control’,
‘safety’, and ‘security’ with regards to their smart home, with
additional suggestions for user ‘engagement’; Fig. 5). Given
that our focus is on how we might bring about meaning-
ful transparency mechanisms in practice, we focus on the
former—those transparency-related—and explore the extent to
which these appear representative and applicable to our new
participants.

This activity began by presenting participants with a brief
summary of each of the five transparency-related categories of
requirements (see Fig. 4). This contained the five categories
(oversee, notify, explore, investigate, and usability), alongside
a short description and examples for each. Participants were
first asked to prioritise these categories in terms of impor-
tance through allocating 100 points across each of these five
categories (with more points representing higher importance).
We also asked (via open-ended text) whether there were other
categories or specific requirements that the participant thought
were absent, but should be included. These questions allowed
us to gain a sense of priority over these categories, and broadly
to what extent they covered the transparency concerns or
interests that the participants could identify.

Participants were then presented, in turn, three of the five
categories (randomly selected, and presented in randomised
order) alongside questions relating to the category in ques-
tion. These questions asked for participants’ general thoughts
regarding that category; other examples of requirements that
they thought would fit into this category; and how the partic-
ipant thought those requirements could best be illustrated or
implemented in practice. Again, these questions help to build
up our understanding of the five categories that emerged from
the co-design workshop and their general applicability across
a wider sample.

1) Activity 2 Findings – Exploring the requirements’ cover-
age: We start by looking at the prioritisation of requirements.
Recall that participants are tasked with allocating 100 points
across the five categories (which would result in 20 points
for each category, if all were seen as equally as important).
Each of these five categories appeared to receive similar scores
(as seen in Table VII), and these proportions did not appear
statistically different to each other. As such, it appears as
though our five categories were all seen as broadly equal in
importance by our participants, with no category appearing
significantly more or less important (though further research
with larger sample sizes could work to investigate whether and
how these differences may manifest). In other words, each of
our five categories appear to show value toward understanding
the types of requirements that IoT developers may wish to aim
for.

When asked if there were any other categories of trans-
parency requirements that the participants thought were miss-
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TABLE VII
USERS WERE ASKED TO ALLOCATE 100 POINTS ACROSS EACH OF THE

FIVE CATEGORIES OF REQUIREMENTS. BY DEFAULT, THESE WERE
DISTRIBUTED EVENLY, WITH EACH CATEGORY RECEIVING 20 POINTS.

Category x̄ σ
Oversee 20.3 9.4
Explore 15.1 7.0
Investigate 18.4 8.2
Notify 24.1 9.6
Usability 22.2 13.0

ing or should be included, 23.7% (n = 18) of responses
included a suggestion (all of which are included within the
supplementary materials). However, when using thematic anal-
ysis [108] to categorise these responses, all of the suggestions
appeared to fall into our existing categories (i.e. those shown
in Fig. 4 and Fig. 5). For example, one participant suggested “a
category dedicated to protecting my smart home from hackers”
(i.e. ‘Security’); whereas another asked for “info on data is
a big one and controlling who it’s shared with” (‘Control’).
These findings are again interesting, given that they appear
to corroborate the types of requirements and concerns being
raised by our participants of Study 2, and suggest the coverage
of our requirement-types is representative.

C. Summary

In all, these findings appear promising; they demonstrate:
i) that the design elements (realised through the prototypes)
appear to have potential in supporting users in meaningfully
interrogating transparency information – demonstrated through
a large proportion of participants correctly, and confidently,
determining what was going on within the smart home; ii) that
the merged interface was considered to have a ‘good’ [122]
amount of usability, receiving an average SUS score of 72.1
(out of 100); and iii) that the categories of requirements appear
to represent the transparency-related interests and concerns
of an altogether new set of participants, finding that no new
categories emerged from the exercise, and demonstrating the
broad coverage, relevance, and applicability of these require-
ment types.

These findings offer a foundation for understanding how
meaningful transparency might be achieved within smart
homes (and, indeed, beyond). Next, we elaborate some of the
implications of our work, and of transparency in the consumer
IoT more broadly.

VII. DISCUSSION

Earlier, we described how there is a clear need for work
which attempts to understand how we might bring about
improved transparency mechanisms within a consumer IoT
context, and the importance of working with prospective
users throughout the process (§II-B). Towards this, we have
undertaken a set of user studies that i) demonstrate the ap-
petite for greater levels of transparency surrounding consumer
IoT deployments (§IV); ii) identify paths forward toward
the practical development of more meaningful transparency
mechanisms, through understanding more about (a) the types
of requirements and (b) design elements that our participants

felt that smart homes should provide (§V); and iii) validate
the coverage of these types of requirements, and the efficacy
of these design elements, with an altogether new set of
participants (§VI). Our findings provide practical insights for
IoT developers and researchers alike, toward enabling more
meaningful transparency mechanisms within the consumer
IoT. In realising more effective transparency mechanisms, we
can help to support scrutiny, and thereby accountability – a
concern which will only grow in importance given increasing
consumer demand and emerging regulatory requirements for
such. As such, we now discuss some of the broader aspects
of our work.

A. The importance of meaningful transparency

Across our three studies, we have demonstrated the clear
desire that users have for greater levels of transparency within
the consumer IoT. This was found rather explicitly in both the
first and third study, where the vast majority of participants
were somewhat or extremely concerned about the nature
and operation of smart devices and environments, and were
interested in finding out more about how their IoT systems
were operating. Such findings demonstrate the importance that
many of our participants placed upon transparency mecha-
nisms, and their role in bringing about an IoT that more closely
aligns with their needs and expectations.

However, as discussed, it is well-established that simply
‘dumping’ information on users will not necessarily be effec-
tive [13], [14], [15], [16], [17]. Indeed, this was recognised by
some participants, for example, with one warning of the risks
of “information overload”. Furthermore, also crucial is that
transparency mechanisms do not work to mislead, distract, or
to otherwise provide users with artificially inflated levels of
confidence [25] (as alluded to in §VI-A1). Therefore, careful
consideration into the design and evaluation of transparency
mechanisms will likely be of the utmost importance.

It is for this reason that we have emphasised the importance
of transparency mechanisms that are meaningful for users;
such that they directly cater to the needs, requirements, experi-
ences, and levels of expertise of a broad range of people [25].
Towards this, our research has focused on elucidating the
transparency mechanisms that the participants themselves felt
were important, and how such mechanisms could better work
to support their aims and interests within a smart home context.
In doing so, we present the types of user requirements and
design elements that our participants derived, which they
thought would better allow them to understand their smart
environments and to support them in taking action in response
when necessary.

Furthermore, our findings appear to indicate a broader
consensus – not only over the importance of meaningful
transparency, but also with what designing for meaningful
transparency might mean within a smart home context. This
consensus was demonstrated through our validation study
(Study 3), and was also apparent from our co-design work-
shops, where we observed considerable overlaps between the
outcomes of our two (independent) groups of participants. In
this way, our findings may represent a promising starting point
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for illustrating the importance of meaningful transparency
within smart homes, and how users might be better supported
in understanding why, and how, these systems operate in the
way that they do.

B. Next steps and future research opportunities

Our findings represent a starting point for understanding
how transparency mechanisms might better meet the needs and
expectations of users. While our categories of requirements
and design elements offer tangible ways forward in this regard,
our results are intended as indicative; our goal is not to
argue that our findings comprise a fully representative set of
requirements, design elements, or considerations that might
exist in the wider population. Rather, our findings reflect how
our participants believed that transparency mechanisms for
smart homes might be achieved in practice. In this way, our
research provides a foundation for developers and researchers
alike to consider, use and build upon. Towards this, we now
identify a few areas where future research might be able to
assist.

1) Research methods and contexts: Our aim was to doc-
ument and explore the types of requirements and interface
components that our participants thought would assist trans-
parency. Future work could explore the deployment of these
outcomes ‘in the wild’, with actual consumer IoT devices and
users. This might entail building upon the requirements and
design elements presented here, perhaps exploring how best
our outcomes can be translated across the various contexts
and scenarios that might arise in any given IoT deployment.

Importantly, however, is that issues of transparency are
contextual, and what is needed will often depend on cir-
cumstances. Recall that our studies were scenario-led (§IV-A,
§V-C); while these scenarios reflected grounded concerns and
interests that real people have with the consumer IoT (§III-2),
future research may consider exploring different scenarios and
contexts. Similarly, while we mainly focused on the context of
a ‘control panel’ for consumer smart homes (§V-C), and thus,
outlined elements suitable for such a modality, there are many
ways that transparency-related information can be presented
and communicated. In all, while these decisions provided some
necessary scoping and grounding for our research studies,
there are many additional research opportunities, such as those
focusing on different scenarios and use cases, different types
of transparency mechanisms, system modalities, interaction
techniques, and other types of connected environments.

2) Participant samples: There is also scope for considering
our research within different cohorts and samples of partici-
pants. Recall that we used Mechanical Turk for recruitment to
our surveys; while we placed few restrictions on who could
take part (§III-1), our sample did appear somewhat limited in
representation (e.g. fairly ‘techy’, with the vast majority having
at least one smart device in their home). Similarly, for our
co-design workshops, we used a group of computer science
undergraduates as a point of comparison. While the use of
such a ‘convenience sample’ allowed us to recruit participants
with some knowledge of system requirements and interface
prototyping (as a means of ensuring that their responses were

grounded within some degree of systems design), important is
that we do not intend it to be reflective of the population at
large.

While we did verify our findings with an altogether new
set of participants (§VI), follow-up research could explore
the extent to which they generalise to new audiences, and
how different samples may express different (or similar)
characteristics. For example, note that for Study 3, we only
considered the design elements that showed consensus across
both groups (§V-C) – omitting, for example, elements such
as a ‘Settings’ menu and a ‘Routines’ tab for creating simple
automated script (see Table IV). This indicates that there is
potential for future work that explores other potential design
elements, across a range of cohorts.

3) Features and functionality: Our work was user-focused,
where participatory methods were used to have the par-
ticipants themselves develop, determine, and create various
transparency-related requirements and interventions. Naturally,
there are opportunities for future work to probe on specific
features and functionality related to transparency and other
related issues. For example, it may be useful to explore par-
ticular methods for privacy preservation, including techniques
to perturb or obfuscate data, and methods to restrict unintended
data access [123]. Similarly, exploring specific means for
meaningfully describing the purposes for which smart home
data is collected, used and transferred is an area for further ex-
ploration. Indeed, this could entail probing or adapting various
approaches from literature, such as providing descriptions of
apps and devices [10], creating data visualisations for sensor
feeds [46], or ‘nutrition labels’ [47], [48]. While out of scope
for this particular paper, exploring how participants might look
to influence the design of such approaches might represent
promising areas for future research.

More broadly, given the importance of transparency mecha-
nisms (and the oversight, scrutiny, and accountability that they
can enable), there is a clear need for research which furthers
our understanding of the risks and implications associated with
transparency mechanisms. This includes work on ensuring
that transparency mechanisms are effective in communicating
specific risks and concerns, and importantly that they operate
to empower and inform, not mislead or distract. Further, work
relating to concerns over malicious design practices (i.e. ‘dark
patterns’) [124], which we see being discussed across a range
of technical contexts, also warrants consideration here [125].

4) Applicability beyond the consumer IoT: Lastly, though
we have focused on the consumer IoT, our research has
broader relevance; transparency and accountability—as they
relate to technologies more broadly, beyond that of the IoT—
are topics of growing importance [23]. This is because trans-
parency will often be a precursor to broader accountability
aims, and users seeking a greater understanding of technolo-
gies will often be doing so in response to particular issues
or concerns. That is to say, there is also much scope for
similar research that focuses on transparency mechanisms
for different types of technologies (beyond the consumer
IoT). Indeed, there are various other technologies facing calls
for increased accountability—including AI and algorithmic
systems [19], [6], augmented, mixed and virtual reality [126],

17

https://doi.org/10.1109/JIOT.2023.3318369


To Appear: C. Norval and J. Singh, ”A Room With an Overview: Towards Meaningful Transparency for the Consumer Internet of Things,” in IEEE Internet of Things Journal.

DOI: 10.1109/JIOT.2023.3318369.

[127], [128], and cloud services [19], [129], [130], to name a
few—and research which works with users to derive meaning-
ful transparency mechanisms may have much to offer. Such
research might provide new contributions (some of which will
transcend across the specific technologies in question), and
can therefore help to further our understanding of meaningful
transparency mechanisms in general, and how they can work
to facilitate greater levels of oversight and understanding.

In all, our findings are but one piece of a much larger
puzzle; through working with our participants to design novel
transparency mechanisms for smart homes, our work lays the
foundations for, and aims to bring more attention to, this
nascent research area. There is real potential for work—across
various different user groups, scenarios, contexts, and, indeed,
technologies—to build upon that which we have found. Fur-
thermore, understanding the similarities and differences across
these different samples, contexts, and technologies might help
us to build a more comprehensive understanding of how
we might realise more meaningful transparency mechanisms.
As such, the above represent but a few of the areas where
new research has much to offer, amid the growing demands
for more transparency surrounding the technologies that are
becoming ever more commonplace within our lives.

C. Drivers for change: Encouraging better practice

Questions around the motivations of tech organisations, and
drivers for change, are worth considering. While one might
suggest that it is not in the tech organisations’ interests to
facilitate greater scrutiny into their actions, doing so can offer
some advantages that organisations may wish to consider
going forward. This is because there are growing pressures
for increased transparency regarding technologies in general,
and organisations themselves can also stand to benefit by
being proactive in delivering transparency mechanisms that
are more in line with consumer demands. This may be, for
example, for reasons of reputation (showing that they take
their responsibilities as tech developers/manufacturers/services
seriously), or perhaps for reasons of competitive advantage
(as we have already seen raised within the context of data
protection [131]).

Nevertheless, these pressures for increased transparency
within the tech sector go beyond consumer demand alone;
transparency demands are also increasingly arising from law
(e.g. the EU’s GDPR [132]), standards bodies [133], and civil
society [134], [135]. Indeed, when asking workshop partici-
pants whether they thought the co-designed system would be
useful, it was questioned whether governments could do more
to “require that [organisations] are open” – an argument that
appears to be growing in prominence [75], [136], [57], [82].

In fact, issues relating to transparency and accountability
are already prompting regulatory attention, and we do see
transparency requirements playing a key role in a number of
emerging regulatory regimes, relevant to the IoT and beyond.
These include various regulations that are emerging from
the European Union, including the GDPR, the AI Act (AI
is commonly used in IoT contexts to process data from
sensors, enable automation through trigger actuators, and so

on [43]), the Internet of Things Policy [137] and proposed
Cyber Resilience Act [138]. Other examples include the UK’s
proposed Consumer IoT Regulation [139] and Code of Prac-
tice for Security of IoT [140]. More broadly, governments
and legislators appear to be playing an increasingly prominent
role in helping to encourage and define better practices (e.g.
for transparency and security), and this trend of regulatory
intervention looks set to continue.

Again, however, there appears a growing recognition that
regulatory obligations for transparency transcend the provi-
sion of information or data alone [25]. Within the context
of the GDPR, for example, representatives from EU data
protection authorities have specifically recognised that “the
quality, accessibility and comprehensibility of the information
is as important as the actual content of the transparency
information” [141]. In other words, it is not enough that
such information is ‘dumped’ on users, and important is that
they can effectively understand, engage with, and act upon
the information provided through transparency mechanisms.
It is therefore apparent that work such as ours—focusing on
transparency mechanisms that are meaningful and usable for
their intended users—could have a significant role to play
in helping to shape better practices with regard to how such
transparency mechanisms come to be expected.

VIII. CONCLUDING REMARKS

As the IoT continues to proliferate, it is important to ensure
that the technology operates in a manner that meets the needs
and expectations of its users. Here, transparency plays an
important role – by providing information for users about the
operation of these systems, transparency mechanisms work to
support consumer oversight, understanding, accountability, au-
tonomy, and control. However, simply providing information
can often be of limited benefit; rather, there is a need to ensure
that transparency mechanisms are more effective in catering
to the needs and expectations of their users.

Through a range of user studies, we provide several tangible
ways forward on this under-considered topic, bringing users
into the design process, and documenting how they perceive
that transparency mechanisms can best support their aims. We
uncover the types of information that prospective IoT users
want to know, how they expect that to be communicated,
and what follow-on actions such information might enable.
We also present sets of participant-derived requirements and
design elements for bringing about a more transparent con-
sumer IoT, finding that these appeared to support meaningful
transparency aims with an altogether new group of partici-
pants. That is, by giving some insight into how transparency
mechanisms can better serve the needs of users within the
consumer IoT, our broader aim is to help bring about more
transparent and accountable technologies, and call for more
attention to be brought into this important area of research.
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