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Abstract—In this paper, we investigate the performance of
reconfigurable intelligent surface (RIS)-aided spatial shift keying
(SSK) wireless communication systems with imperfect channel
state information (CSI). Specifically, we study the average bit
error probability (ABEP) of two RIS-SSK systems based on
intelligent reflection and blind reflection modes. For the intel-
ligent RIS-SSK scheme, we first derive the conditional pairwise
error probability of the composite channel through maximum
likelihood (ML) detection. Subsequently, we derive the prob-
ability density function of the combined channel. Due to the
intricacies of the composite channel formulation, an exact closed-
form ABEP expression is unattainable through direct derivation.
To this end, we resort to employing the Gaussian-Chebyshev
quadrature method to estimate the results. Additionally, we
employ Q-function approximation to derive the non-exact closed-
form expression in the presence of channel estimation errors. For
the blind RIS-SSK scheme, we derive both closed-form ABEP
expression and asymptotic ABEP expression with imperfect CSI
by adopting the ML detector. To offer deeper insights, we explore
the impact of discrete reflection phase shifts on the performance
of the RIS-SSK system. Lastly, we extensively validate all the
analytical derivations via Monte Carlo simulations.

Index Terms—Reconfigurable intelligent surface, space shift
keying, imperfect channel state information, average bit error
probability.

I. INTRODUCTION

Reconfigurable intelligent surfaces (RISs) have recently
attracted considerable concern due to their ability to make
environments controllable [2]. Particularly, RIS is an electro-
magnetic metasurface comprising small, low-cost, and almost
passive scattering elements that can induce a predetermined
phase shift in the incident wave [3]. Unlike conventional
high energy consumption systems [4], RIS can efficiently
modify the scattering, reflection, and refraction of the envi-
ronment cost-effectively, thereby improving the efficiency of
wireless networks [5]. In the existing literature, RIS-assisted
communication systems are well-studied, especially concen-
trating on RIS with completely passive reflective elements
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that reflect and incident the signal in the desired direction
only by applying low-power electronics [6]. In early RIS-
aided transmission schemes [7], the RIS is deployed to boost
the system performance in two different scenarios: 1) RIS
is mounted in the channel to maximize the received signal-
to-noise ratio (SNR) by adjusting the reflected phase shifts;
2) RIS is considered as part of the transmitter and transfers
information with the phase of its elements. Furthermore, the
authors of [8] provided a thorough theoretical analysis of the
coverage of the RIS-assisted communication systems.

Index modulation (IM) has received considerable attention
as a possible candidate for next-generation wireless systems
[9]. In particular, IM enhances spectral efficiency of the
considered multiple-input multiple-output (MIMO) system by
transmitting additional information bits through the fundamen-
tal components of the considered MIMO transmission scheme
[10]. This allows only a fraction of the energy-consuming
resources to be activated at any given time, making IM a
highly energy-efficient option. For this reason, IM is viewed as
a promising technology for 6G systems [9], [10]. Spatial mod-
ulation (SM) is a promising IM scheme for MIMO systems,
where the IM technique is utilized for transmitting antenna
indexes to transmit additional information bits [11], [12]. To
further improve the spectral efficiency, [13] proposed an SM-
based quadrature SM scheme, which separates the information
of the symbol domain into real and imaginary parts and hands
them to two antennas for transmission, respectively. To better
emphasize spatial domain information, [14] investigated the
space shift keying (SSK) scheme that neglects the symbol
domain information of the SM. Due to the large path loss in the
millimeter wave (mmWave) band, it is difficult to guarantee
the reliability of the received data by utilizing SM techniques
for information transmission at each time slot. In this regard,
[15] proposed a new quadrature spatial scattering modulation
scheme that exploits the hybrid beamforming instead of a
single antenna in the SM.

In light of the advantages possessed by RIS and IM, the RIS-
assisted IM system has attracted extensive research interest
from the academic community [16]–[26]. Specifically, in [16],
three RIS-based schemes are constructed based on SM/SSK
techniques, i.e., applying SSK at the transmitter, RIS, and
receiver sides, respectively, thus integrating IM into the RIS-
assisted communication domain. It is worth mentioning that
[16] focuses on the analysis of the scheme for implementing
SM/SSK at the receiver and uses average bit error probability
(ABEP) as a metric. In order to further enhance the spectral
efficiency, [17] applies SM technology to the transmitter and

ar
X

iv
:2

30
9.

03
05

9v
2 

 [
cs

.I
T

] 
 1

6 
O

ct
 2

02
3



2

TABLE I
NOTATIONS IN THIS PAPER

Notations Definitions Notations Definitions
Nt Number of transmit antenna Nr Number of receive antenna
nt Transmit antenna index Ps The average transmit power
x The transmitted signal y The received signal

Cm×n The space of m× n matrics mod(·, ·) The modulus operation
diag(·) Diagonal matrix operation ∼ “Distributed as”
⌊·⌋ The floor operator | · | The absolute value operation
L Number of RIS elements λ Wavelength

ĤLoS line-of-sight (LoS) path ĤNLoS Non-LoS (NLoS)paths
N (·, ·) Real Gaussian distribution CN (·, ·) Complex Gaussian distribution
Lx Number of rows of RIS array Ly Number of columns of RIS array
φx Azimuth angle of departure of RIS φy Elevation angle of departure of RIS
d The half-wavelength spacing l Reflective element index of RIS

(·)T The transpose operator ⊗ Kronecker product
Pr(·) Probability of the event occurring Pb CPEP
κ The Rician factor P̄b UPEP

ℜ{·} Take the real part operation V ar(·) The variance operator
E(·) The expectation operation Q(·) The Q-function
fX(·) PDF FX(·) Cumulative distribution function (CDF)
sin(·) Sine function sinc(x) sin(x)/x
Φ(·) The Gaussian error function exp(·) The Exponential function

receiver sides, respectively. In [18], the authors discussed the
application of RIS-SM in various scenarios and investigated
the interaction between SM and RIS. The authors of [19]
investigated the RIS-aided number modulation for symbiotic
active/passive communications, where the RIS elements are
divided into in-phase and quadrature subsets depending on
their phase shift configurations. Besides, the RIS-aided SSK
scheme was presented in [20], where the antenna is switched
and selected at the transmitter side and the RIS is viewed as
a passive relay. In [21], the RIS incorporates Alamouti space-
time block coding, allowing the RIS to send its Alamouti-
encoded data and reflect the incoming SSK signals toward
the target. To boost the spectral efficiency, [22] studied the
RIS-assisted full-duplex (FD) SSK system in the presence
of the perfect self-interference (SI) cancellation. However, in
practical scenarios, it is challenging for SI to be perfectly
eliminated cleanly. In view of this, [23] discussed the impact
of the presence of residual SI on the RIS-assisted FD-SSK sys-
tem. Additionally, the authors of [24] and [25] investigated the
RIS-aided receive quadrature reflecting modulation scheme, in
which the entire RIS is logically partitioned into two halves
to generate only in-phase and quadrature signals, each half
forming a beam to a receiving antenna that carries the bit
information utilizing the index of the antenna. With the aim of
studying RIS for mmWave information transmission, [26]–[28]
evaluated the performance of RIS-assisted spatial scattering
modulation (RIS-SSM) system in terms of reliability.

All the above-mentioned RIS-aided literature assumes that
the channel state information (CSI) is completely well-known
at the transceiver. Nevertheless, in reality, the estimated CSI
is imperfect on account of estimation errors and limited radio
resources of the RIS. To this end, it is significant to explore
the impact of the imperfection of the estimated CSI (i.e., chan-
nel estimation error) on the RIS-aided system performance.
For imperfect CSI, [29] investigated the worst-case robust

beamforming design of RIS-assisted multi-user multiple-input
single-output (MU-MISO) systems with the optimization ob-
jective of maximizing the transmit power. In [30], the authors
investigated the impact of an imperfect CSI on performance
of the RIS-aided systems in terms of outage probability,
average bit error rate, and average capacity. Although work on
RIS-assisted communication systems under imperfect CSI is
common, there is no work on RIS-assisted IM schemes under
imperfect CSI in the literature. Against this background, we
intend to elucidate this timely and interesting topic. To the best
of our knowledge, there is no analytical approach that has been
adopted so far to investigate imperfect CSI for RIS-assisted
SSK system error performance. For clarity, the contribution
of this paper are summarized as follows:

• In this paper, we investigate RIS-assisted SSK downlink
communication systems where the channel between the
base station and RIS (BS-RIS) obeys Rayleigh fading,
while the channel between RIS and user equipment (RIS-
UE) obeys Rician fading. We consider perfect CSI esti-
mation in the BS-RIS channel, but imperfect CSI estima-
tion in the RIS-UE channel. We study both the intelligent
RIS-SSK scheme and the blind RIS-SSK scheme and
investigate estimation errors for both fixed and variable
estimation errors.

• We use the maximum likelihood (ML) detection algo-
rithm to analyze both schemes separately and derive
conditional pairwise error probability (CPEP) expres-
sions. Moreover, the complexity of the two detection
schemes is also provided. By employing the central limit
theorem (CLT), we derive the expectation and variance
of the composite channel, and then obtain the probability
density function (PDF) for the intelligent and blind RIS
phase-shift schemes, respectively.

• By combining the derived CPEP and PDF, we derive
the closed-form expressions of the unconditional pairwise
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error probability (UPEP) in the presence of the imperfect
CSI case. Furthermore, we derive asymptotic UPEP ex-
pression and ABEP expression. For the intelligent RIS-
SSK scheme, the exact integration expression of ABEP is
provided. Also, we derive the exact estimation expression
via the Gaussian-Chebyshev quadrature (GCQ) method
and then derive the moment-generating function (MGF)
expression. Additionally, we provide an analytical idea of
RIS at uniform quantized phase shifts.

• We verify the ABEP expressions under the intelligent
and blind RIS-SSK schemes using detailed Monte Carlo
simulations, as well as the asymptotic expressions using
analytical results, and the convergence and accuracy
of the GCQ method. Our results demonstrate that the
stronger the correlation between the estimated channel
and the real received channel, or the higher the number
of transmit pilots, the better the ABEP performance of
the system. Furthermore, it is found that intelligent and
blind RIS-SSK schemes represent the two extreme cases
of RIS quantized phase shift.

The rest of the paper is organized as follows. Section II
describes the intelligent and blind RIS-SSK system models
for the RIS-SSK scheme under fixed and variable estimation
error variances. In Section III, the analytical closed-form
expressions for the intelligent and blind RIS-SSK schemes are
derived. Besides, the discrete phase shift of the RIS scheme is
also provided. Section IV analyzes and discusses the numerical
simulation and analytical results. Finally, Section V concludes
the whole paper. Notations in this paper are summarized in
TABLE I.

II. SYSTEM MODEL

In this section, we study the RIS-SSK system model under
imperfect CSI, where the optimal reflection phase shift and
blind reflection phase shift of the RIS are discussed. In this
regard, the SSK technique is employed at the Tx, where only
one transmit antenna is activated at each time slot based on
the input bits, while the other transmit antennas are in silent.
Note that the RIS tunes the phase shift by the information fed
back from the BS side.

It can be observed that Fig. 1 consists of three components:
the BS, the UE, and the RIS, where BS and UE are respectively
equipped with Nt and one antennas [20], and RIS is comprised
of a two-dimensional uniform planar array (UPA) of L = Lx×
Ly reflecting elements. Based on [31], RIS achieves a more
substantial performance gain when positioned closer to the
sides of the transceiver. Accordingly, we deploy the RIS closer
to the UE and farther away from the BS in Fig. 1. Due to the
single-antenna transmission mechanism of the SSK and the
far distance from the BS to the RIS, we consider that the
BS-RIS channel follows Rayleigh fading. On the other hand,
the reflecting signal from the RIS can create a fine directional
beam via large-scale elements, so we consider that the RIS-UE
channel follows Rician fading.

Due to the existence of building, the direct link between
the BS and UE is blocked in Fig. 1. To address this issue,
we exploit RIS to assist information exchange between BE

BS

RIS controller
RIS

UE

Fig. 1. System model of the RIS-SSK scheme.

and UE. It is worth noting that the RIS is attached to the
exterior wall of the building, resulting in a relatively slow
change channel between the BS and the RIS. In views of this,
the BS-RIS channel can be perfectly obtained via the channel
estimation method provided in [32]. Conversely, owing to the
mobility of the UE, the channel between the RIS and UE can
be changed rapidly. Considering this, the RIS-UE channel is
more challenging to acquire as the location of the UE and
environmental factors change.

A. Channel Model

Due to the reflection enhancement of RIS, the RIS-UE
channel H ∈ C1×L can be modeled as

H = ζĤ+
√
1− ζ2∆H, (1)

where ζ is the correlation coefficient between H and Ĥ,
where Ĥ is the information obtained by the channel estimation
technique, and H stands for the practical channel obtained at
the UE side. The corresponding estimation error is denoted
by ∆H. In particular, Ĥ and ∆H are mutually uncorrelated.
According to [30], the reflection estimation channel H can be
formulated as

Ĥ =

√
κ

κ+ 1
ĤLoS +

√
1

κ+ 1
ĤNLoS , (2)

where the deterministic LoS path matrix can be modeled
as ĤLoS = ĥx(φx) ⊗ ĥy(φy). The row estimation vector
ĥx(φx) and the column estimation vector ĥy(φy) respectively
calculated as

ĥx(φx) = [1, ej
2πd
λ sinφx , . . . , ej

2πd
λ (Lx−1) sinφx ]T , (3a)

ĥy(φy) = [1, ej
2πd
λ sinφy , . . . , ej

2πd
λ (Ly−1) sinφy ]T , (3b)

where lx = mod(l−1, Lx) and ly = ⌊(l−1)/Ly⌋ represent the
indices of the row and column of RIS, respectively. It is worth
noting that the fading channel between the l-th RIS reflecting
shift and the receive antenna is denoted by hl = βle

−jψl ,
where βl and ψl stand for the amplitude and phase of the
RIS-UE channel, respectively. The expectation and variance
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of the magnitude of the path from the l-th reflecting element
to the UE can be respectively expressed as [33]

E(β̂l) =

√
π

4κ+ 4
e−

κ
2

[
(1 + κ)I0

(κ
2

)
+ κI1

(κ
2

)]
, (4a)

V ar(β̂l) = 1− E2(β̂l), (4b)

where Ia(·) is the modified Bessel function of the first kind of
order a. For NLoS paths, each component of ĤNLoS suffers
from CN (0, 1).

On the other hand, the BS-RIS channel can be expressed as
Gnt

∼ CN (0, IL×L), that is, the fading channel between the
nt ∈ {1, · · · , Nt} transmit antenna and the l ∈ {1, · · · , L}
reflective element of the RIS is represented by gl,nt =
αl,nt

e−jθl,nt , where αl,nt
and θl,nt

denote the amplitude and
phase of the BS-RIS channel, respectively. Accordingly, the
mean and variance of the magnitude of the l-th reflecting
element to nt-th transmit antenna can be evaluated as [33]

E(αnt,l) =

√
π

2
, V ar(αnt,l) =

4− π

4
. (5)

For the RIS, we set the amplitude of each reflection element
of the RIS to one [21]. Based on this, the reflection matrix of
the RIS can be modeled as

Φ = diag(ejϕ1,nt , · · · , ejϕl,nt , · · · , ejϕL,nt ), (6)

where ejϕl,nt denotes the phase shift that is related to the RIS
controller connected to the nt-th activated transmit antenna
and the l-th reflecting element.

At the UE side, the received signal can be given as

y =
√
PsHΦGnt

x+ n0, (7)

where n0 ∼ CN (0, N0) stands for the additive white Gaussian
noise (AWGN). Note that x denotes the Gaussian data symbol,
which is a random variable with zero mean and unit variance
satisfying E(|x|2) = 1. In this scheme, we aim to study the
RIS-aided SSK technique, so the x term can be neglected.
Hence, Eq. (7) can be reformulated as

y =
√
Ps

L∑
l=1

hle
jϕl,nt gl,nt

+ n0, (8)

where hl = ζĥ+
√
1− ζ2∆h. Further, Eq. (8) can be written

as

y =
√
Psζ

L∑
l=1

ĥle
jϕl,nt gl,nt

+
√
Ps(1− ζ2)

L∑
l=1

∆hejϕl,nt gl,nt + n0,

(9)

where ∆h represents the error of channel estimation ĥ of
and obeys CN (0, σ2

e) distribution. Particularly, σ2
e represents

the variance of the estimation error, which depends on the
estimation strategy and the number of pilot symbols employed
1. By adopting orthogonal pilot channel estimation sequences,
the estimation error decreases linearly with the increase in the

1It is worth noting that σ2
e denotes the several factor on the CSI due to

limited feedback and channel estimation. Even in the high SNR region, the
channel obtained at the UE is still inaccurate.

number of pilots. According to [34], the correlation coefficient
can be set as ζ = 1/

√
1 + σ2

e . It is worth mentioning that
when σ2

e = 0, ζ = 1 can be obtained, which indicates perfect
channel estimation.

Note that this work considers two scenarios: one with a fixed
σ2
e and another with a variable σ2

e . In the fixed σ2
e scenario,

the estimation error value remains constant across all SNR
ranges. This is done to clarify the impact of imperfect channel
information on the performance. In the variable σ2

e scenario,
the estimation error value is related to the SNR through the
formula σ2

e = N0/(PsN), where N depends on the number
of pilot symbols used and the chosen estimation method.

B. Detection and Complexity Analysis

1) Detector for Intelligent RIS-SSK Scheme: The RIS can
adjust the phase shift to make ϕl,nt = θl,nt + ψl, thus
maximizing the energy of the desired signal of the UE. In
this manner, the received signal can be demodulated by the
ML detector, which can be given by

[n̂t] = arg min
nt∈{1,··· ,Nt}

∣∣∣∣y −√Psζ∑L

l=1
αl,nt β̂l

∣∣∣∣2 . (10)

2) Detector for Blind RIS-SSK Scheme: In this case, the
RIS cannot tune the phase shifts, i.e., ϕl,nt = 0, which is the
worst case in terms of performance [20]. In this respect, the
ML detector is used to recover the original signal as follows:

[n̂t] = arg min
nt∈{1,··· ,Nt}

∣∣∣∣y −√Psζ∑L

l=1
gl,nt

ĥl

∣∣∣∣2 . (11)

3) Complexity Analysis: Note that every complex multi-
plication requires 4 real multiplications and 2 real additions.
Computing the square of the absolute value of a complex
number requires 2 real multiplications and 1 real addition.
In Eq. (10), computing

∑L
l=1 αl,nt

βl requires L real multi-
plications and (L − 1) real additions. Computing

√
Ps and

ζ requires 2 real multiplications. Subtracting
∑L
l=1 αl,nt

βl
from y requires 1 real addition. At this point, with L+2 real
multiplications and L real additions, to detect the transmitting
antenna correctly, it is necessary to traverse and search through
all the antennas on the transmission end. Therefore, the
computational complexity of Eq. (10) becomes (L + 4)Nt
multiplications and (L+ 1)Nt additions.

On the other hand, in Eq. (11), computing
∑L
l=1 hl,ntgl

requires performing 4L real multiplications and 4L − 2 real
additions. In particular, multiplication of

∑L
l=1 hl,nt

gl and√
Ps ζ requires a total of 4 real multiplication operations.

Subtracting
∑L
l=1 hl,nt

gl from y requires performing 2 real
additions. In addition, when repeating this process for each
transmitting antenna, the computational complexity of Eq. (11)
reaches (4L+6)Nt multiplications and (4L+1)Nt additions.

III. PERFORMANCE ANALYSIS

In this section, we derive the performance of the RIS-SSK
scheme under imperfect CSI, where the RIS is used to connect
the Rayleigh fading channel on the BS-RIS side and the Rician
fading channel on the RIS-UE side. The CPEP and UPEP
expressions for each scheme with the optimal ML detector
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are calculated. Furthermore, we obtain the ABEP expression
of the RIS-SSK scheme with imperfect CSI.

A. Error Probability for Intelligent RIS-SSK Scheme

1) CPEP: It is assumed that the activated transmit antenna
index is nt and the detected antenna index is n̂t. By exploiting
the decision rules provided in Eq. (10), the CPEP can be given
as

Pb =Pr{nt → n̂t|αl,nt , β̂l}

=Pr{|y −
√
Psζ

L∑
l=1

αl,nt
β̂l|2

> |y −
√
Psζ

L∑
l=1

αl,n̂t
β̂le

−j(θl,nt−θl,n̂t )|2}

=Pr{−2ℜ{y
√
Psζ

L∑
l=1

αl,nt
β̂l}+ |

√
Psζ

L∑
l=1

αl,nt
β̂l|2

> −2ℜ{y
√
Psζ

L∑
l=1

αl,n̂t
β̂le

−j(θl,nt−θl,n̂t )}

+ |
√
Psζ

L∑
l=1

αl,n̂t
β̂le

−j(θl,nt−θl,n̂t )|2}.

(12)
To simplify the representation of Eq. (12), we can define

η =

L∑
l=1

αl,nt
β̂l, η̂ =

L∑
l=1

αl,n̂t
β̂le

−j(θl,nt−θl,n̂t ). (13)

Substituting Eq. (13) into Eq. (12), the CPEP can be updated
to

Pb =Pr(−2ℜ{y
√
Psζη}+ |

√
Psζη|2

> −2ℜ{y
√
Psζη̂}+ |

√
Psζη̂|2)

=Pr(2ℜ{y
√
Psζ(η̂ − η)}

+ |
√
Psζη|2 − |

√
Psζη̂|2 > 0).

(14)

Recall that Eq. (8), let us define u =
∑L
l=1 gl,nte

jϕl,nt∆hl.2

By adopting CLT, the u obeys CN (0, σ2
eL). In this manner,

Eq. (14) can be recast as

Pb =Pr(2ℜ{(
√
Psζη +

√
Ps(1− ζ2)u

+ n0)
√
Psζ(η̂ − η)}+ |

√
Psζη|2 − |

√
Psζη̂|2 > 0)

=Pr(2ℜ{(
√
Ps(1− ζ2)u+ n0)

√
Psζ(η̂ − η)}

− |
√
Psζη|2 − |

√
Psζη̂|2 − 2Psζ

2ηη̂ > 0)

=Pr(2ℜ{(
√
Ps(1− ζ2)u+ n0)

√
Psζ(η̂ − η)}

− |
√
Psζη̂ −

√
Psζη|2 > 0)

=Pr (D > 0) ,
(15)

where D ∼ N (µD, σ
2
D), where the expectation and variance

of D are represented as µD = −Psζ2|η̂ − η|2 and σ2
D =

2For two independent random variables X and Y , we can obtain the
expectation and variance of term XY as E(XY ) = E(X)E(Y ) and
V ar(XY ) = V ar(X)V ar(Y ) + V ar(X)E2(Y ) + E2(X)V ar(Y ),
respectively.

2(N0 + Ps(1− ζ2)σ2
eL), respectively. In this respect, the Eq.

(15) can be evaluated as

Pb =Pr(−µD/σD) = Q

(√
Psζ2|η̂ − η|2

2(N0 + Ps(1− ζ2)σ2
eL)

)
.

(16)
2) UPEP: By employing Eq. (13), η− η̂ can be written as

η − η̂ =
∑L

l=1
β̂l
(
αl,nt

− αl,n̂t
e−jω

)
. (17)

where ω = θl,nt
− θl,n̂t

. Since θl,nt
and θl,n̂t

both indepen-
dently and uniformly distributed in (0, 2π), then the PDF of
ω can be given as follows:

fω(x) =


1

2π
(1 +

x

2π
), x ∈ [−2π, 0),

1

2π
(1− x

2π
), x ∈ [0, 2π).

(18)

In this manner, the αl,n̂te
−jω in Eq. (17) can be calculated as

αl,n̂t
e−jω = αl,n̂t

cosω − jαl,n̂t
sinω. (19)

Since the symmetry of cosine and sine function, we have

E[αl,n̂t
e−jω] = 0, (20a)

V ar[(αl,n̂te
−jω)ℜ] = 1/2, (20b)

V ar[(αl,n̂t
e−jω)ℑ] = 1/2. (20c)

It is known that the real and imaginary parts are two inde-
pendent parts of each other, thus the variance of αl,n̂t

e−jω is
V ar[(αl,n̂t

e−jω)] = 1.
After some simple algebraic operations, we can derive the

mean and variance of αl,nt
−αl,n̂t

e−jω in Eq. (17) as follows:

E(αl,nt
− αl,n̂t

e−jω) =
√
π/2, (21a)

V ar(αl,nt − αl,n̂te
−jω) = (8− π)/4. (21b)

Further, the mean and variance of βl
(
αl,nt

− αl,n̂t
e−jω

)
in

Eq. (17) can be respectively expressed as

E[β̂l(αl,nt
− αl,n̂t

e−jω)] =
√
πE(β̂l)/2, (22a)

V ar[β̂l(αl,nt
− αl,n̂t

e−jω)] = 2− πE2(β̂l)/4. (22b)

Since the reflecting elements are independent of each other, it
is difficult to directly obtain the accurate PDF concerning the
sum of the composite channel. To address this issue, we use the
CLT to approximate the PDF as a real Gaussian distribution.
Consequently, the corresponding mean and variance can be
respectively expressed as

µ =
√
πLE(β̂l)/2, σ2 = L[8− πE2(β̂l)]/4. (23)

To understand more intuitively the gap between the PDF
and CDF fitted using CLT and the reality PDF and CDF, we
adopt 1 × 105 number of simulations in Fig. 2 for the BS-
RIS side Rayleigh fading channel and RIS-UE side Rician
fading channel, where the Rician factor is 3 dB. It is worth
mentioning that we plotted the number of RIS reflecting
elements for L = 10 and L = 100 cases, respectively. In
Fig. 2, it can be observed that there are some gaps between
the PDF obtained by simulation and the CDF and the curve
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Fig. 2. Fitting the PDF and CDF distributions of the data by using
CLT.

obtained by CLT fitting at L = 10, while the two coincide
nearly perfectly at L = 100.

Based on Eqs. (16) and (23), the UPEP of the proposed
scheme can be calculated as

P̄b =

∫ ∞

0

Q

(√
ρζ2x

2(1 + ρ(1− ζ2)σ2
eL)

)
f(x)dx, (24)

where x = |η − η̂|2, ρ = Ps/N0 stands for SNR, and
f(x) denotes the PDF of x variable. Substituting Q(x) =
1
π

∫ π
2

0
exp

(
− x2

2 sin2 ø

)
dø into Eq. (24), the UPEP can be

updated as

P̄b =
1

π

∫ ∞

0

∫ π
2

0

× exp

(
− ρζ2x

4 sin2 ø(1 + ρ(1− ζ2)σ2
eL)

)
f(x)dødx.

(25)

By swapping the order of integration of ø and x, we have

P̄b =
1

π

∫ π
2

0

∫ ∞

0

× exp

(
− ρζ2x

4 sin2 ø(1 + ρ(1− ζ2)σ2
eL)

)
f(x)dxdø,

(26)

where x obeys the non-central chi-square distribution with one
degree. To address this issue, we resort the following lemma
to get the PDF of x.

Lemma 1. The PDF of a non-central chi-square distribution
with one degree of freedom can be expressed as

fX(x) =
exp

(
− µ2

2σ2

)
2
√
2πσ2x

[
exp

(
µ
√
x

σ2

)
+ exp

(
−µ

√
x

σ2

)]
.

(27)
Proof: Please refer to Appendix A. ■

To obtain the closed-form expression of UPEP, we substitute
Eq. (27) into Eq. (26). At this point, the (26) can be represented

as

P̄b =
exp

(
− µ2

2σ2

)
2π

√
2πσ2

∫ π
2

0

∫ ∞

0

1√
x

× exp

(
−2(1 + ρ(1− ζ2)σ2

eL) sin
2 ø + ρζ2σ2

4(1 + ρ(1− ζ2)σ2
eL)σ

2 sin2 ø
x

)
×
[
exp

(
µ
√
x

σ2

)
+ exp

(
−µ

√
x

σ2

)]
dxdø,

(28)
Let us make t =

√
x, the Eq. (28) can be rewritten as

P̄b =
exp

(
− µ2

2σ2

)
π
√
2πσ2

∫ π
2

0

∫ ∞

0

× exp

(
−2(1 + ρ(1− ζ2)σ2

eL) sin
2 ø + ρζ2σ2

4(1 + ρ(1− ζ2)σ2
eL)σ

2 sin2 ø
t2
)

×
[
exp

(
µt

σ2

)
+ exp

(
−µt

σ2

)]
dtdø.

(29)
On this basis, we further rewrite Eq. (29) as

P̄b =
exp

(
− µ2

2σ2

)
π
√
2πσ2

∫ π
2

0

∫ ∞

0

× exp

(
−2(1 + ρ(1− ζ2)σ2

eL) sin
2 ø + ρζ2σ2

4(1 + ρ(1− ζ2)σ2
eL)σ

2 sin2 ø
t2 +

µ

σ2
t

)
+ exp

(
−2(1 + ρ(1− ζ2)σ2

eL) sin
2 ø + ρζ2σ2

4(1 + ρ(1− ζ2)σ2
eL)σ

2 sin2 ø
t2 − µ

σ2
t

)
dtdø.

(30)
To address the inner integral of Eq. (30), we resort to [37]∫ ∞

0

exp

(
− t2

4δ
− γt

)
dt =

√
πδ exp(δγ2)[1− Φ(γ

√
δ)].

(31)
By applying Eq. (31), we can update Eq. (30) as

P̄b =
exp

(
− µ2

2σ2

)
π
√
2σ2

∫ π
2

0

√
(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2 ø

2(1 + ρ(1− ζ2)σ2
eL) sin

2 ø + ρζ2σ2

× exp

(
µ2(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2 ø

2σ4(1 + ρ(1− ζ2)σ2
eL) sin

2 ø + ρζ2σ6

)
×

[
2− Φ

(
−

√
µ2(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2 ø

2σ4(1 + ρ(1− ζ2)σ2
eL) sin

2 ø + ρζ2σ6

)

−Φ

(√
µ2(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2 ø

2σ4(1 + ρ(1− ζ2)σ2
eL) sin

2 ø + ρζ2σ6

)]
dø.

(32)
Herein, we adopt the following theorem to tackle the Eq. (32).

Theorem 1. According to Eq. (32), it is observed that the
included variables of the Φ(·) function are complex and for
this reason, we deal with them as

Φ

(
−

√
µ2(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2 ø

2σ4(1 + ρ(1− ζ2)σ2
eL) sin

2 ø + ρζ2σ6

)

+Φ

(√
µ2(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2 ø

2σ4(1 + ρ(1− ζ2)σ2
eL) sin

2 ø + ρζ2σ6

)
= 0.

(33)
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P̄b =

√
2

4σ

∫ 1

−1

√
(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2

(
π
4ϑ+ π

4

)
2(1 + ρ(1− ζ2)σ2

eL) sin
2
(
π
4ϑ+ π

4

)
+ ρζ2σ2

× exp

(
µ2(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2

(
π
4ϑ+ π

4

)
2σ4(1 + ρ(1− ζ2)σ2

eL) sin
2
(
π
4ϑ+ π

4

)
+ ρζ2σ6

− µ2

2σ2

)
dϑ.

(35)

P̄b =

√
2π

4σK

K∑
k=1

√
(1− ϑ2k)(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2

(
π
4ϑk +

π
4

)
2(1 + ρ(1− ζ2)σ2

eL) sin
2
(
π
4ϑk +

π
4

)
+ ρζ2σ2

× exp

(
µ2(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2

(
π
4ϑk +

π
4

)
2σ4(1 + ρ(1− ζ2)σ2

eL) sin
2
(
π
4ϑk +

π
4

)
+ ρζ2σ6

− µ2

2σ2

)
+RK ,

(36)

Proof:Please refer to Appendix B. ■

Based on the Theorem 1, we can obtain the Eq. (32) as

P̄b =

√
2

πσ

∫ π
2

0

√
(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2 ø

2(1 + ρ(1− ζ2)σ2
eL) sin

2 ø + ρζ2σ2

× exp

(
µ2(1 + ρ(1− ζ2)σ2

eL)σ
2 sin2 ø

2σ4(1 + ρ(1− ζ2)σ2
eL) sin

2 ø + ρζ2σ6
− µ2

2σ2

)
dø.

(34)
By observing Eq. (34), we can see that the integral variable
ø exists in the coefficient and exponential terms of the exp
function, respectively. Also, the coefficient and exponential
terms are very complicated with respect to ø, it is difficult
to solve directly using the conventional method. To address
this issue, we adopt the GCQ method and the Q-function
estimation method to obtain the exact estimated solution and
the closed-form expression of Eq. (34), respectively.

a) GCQ Method: To facilitate the implementation of the
GCQ method, we set ø = π

4ϑ + π
4 . Thus, the Eq. (34) can

be given as (35), at the top of next page. After that, the
integral form of Eq. (35) is rewritten as a summation form.
Accordingly, the UPEP can be further characterized as Eq.
(36), shown at the top of the next page, where K denotes the
complexity-accuracy trade-off factor, ϑk = cos 2k−1

2K π, and
RK denotes the error term which can be ignored for high
values of K.

b) Q-function Approximating Method: With the help of
the approximation of the Q-function in [15], it can be indicated
as

Q(x) ≈ 1

12
exp

(
−x

2

2

)
+

1

4
exp

(
−2x2

3

)
. (37)

Substituting Eq. (37) into Eq. (24), the UPEP can be evaluated

as

P̄b ≈
1

12

∫ ∞

0

exp

(
− ρζ2x

4(1 + ρ(1− ζ2)σ2
eL)

)
f(x)dx

+
1

4

∫ ∞

0

exp

(
− ρζ2x

3(1 + ρ(1− ζ2)σ2
eL)

)
f(x)dx

=
1

12

∫ ∞

0

exp

(
− ρζ2x

4(1 + ρ(1− ζ2)σ2
eL)

)

×
exp

(
−x+µ2

2σ2

)
2
√
2πσ2x

[
exp

(√
µ2x

σ4

)
+ exp

(
−
√
µ2x

σ4

)]
dx

+
1

4

∫ ∞

0

exp

(
− ρζ2x

3(1 + ρ(1− ζ2)σ2
eL)

)

×
exp

(
−x+µ2

2σ2

)
2
√
2πσ2x

[
exp

(√
µ2x

σ4

)
+ exp

(
−
√
µ2x

σ4

)]
dx.

(38)
At this step, we provide the following lemma to address Eq.
(38).

Lemma 2. It can be observed that Eq. (38) contains the
form of MGF, therefore, Eq. (38) can be further obtained by
matching to MGF as

P̄b ≈
1

12

√
2(1 + ρ(1− ζ2)σ2

eL)

2(1 + ρ(1− ζ2)σ2
eL) + ρζ2σ2

× exp

(
−ρζ2µ2

4(1 + ρ(1− ζ2)σ2
eL) + 2ρζ2σ2

)
+

1

4

√
3(1 + ρ(1− ζ2)σ2

eL)

3(1 + ρ(1− ζ2)σ2
eL) + 2ρζ2σ2

× exp

(
−ρζ2µ2

3(1 + ρ(1− ζ2)σ2
eL) + 2ρζ2σ2

)
.

(39)

Proof: Please refer to Appendix C. ■

3) Asymptotic UPEP: By utilizing Chernov bound: Q(x) ≤
1
2 exp

(
−x2

2

)
, we have

P̄b ≤
1

6

√
2(1 + ρ(1− ζ2)σ2

eL)

2(1 + ρ(1− ζ2)σ2
eL) + ρζ2σ2

× exp

(
−ρζ2µ2

4(1 + ρ(1− ζ2)σ2
eL) + 2ρζ2σ2

)
.

(40)
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To facilitate the analysis of the asymptotic performance of Eq.
(40), let us define

τ =
ρζ2

2(1 + ρ(1− ζ2)σ2
eL)

. (41)

Recall that ζ = 1/
√

1 + σ2
e , Eq. (41) can be re-expressed as

τ =

ρ
1+σ2

e

2
(
1 +

ρσ4
eL

1+σ2
e

) =
ρ

2(1 + σ2
e + ρσ4

eL)
. (42)

Taking the limit operation for τ , we have lim
ρ→∞

τ = 1
2σ4

eL
.

After some manipulations, Eq. (40) can be updated as

P̄b ≤

√
2σ4

e

8σ4
e + 8− πE2(β̂l)

exp

(
−πLE2(β̂l)

16σ4
e + 16− 2πE2(β̂l)

)
.

(43)

Remark 1. In the fixed σ2
e scenario, we observe that the Eq.

(43) is the constant value.

Remark 2. In the variable σ2
e scenario, the Eq. (43) is a

variable value. Recall that σ2
e = 1/(ρN), the Eq. (43) can be

given as

P̄b ≤

√√√√ 2
ρ2N2

8
ρ2N2 + 8− πE2(β̂l)

exp

(
−πLE2(β̂l)

16
ρ2N2 + 16− 2πE2(β̂l)

)
.

(44)
When the SNR takes the limit, Eq. (44) can be characterized
as

P̄b ≤
1

2
exp

(
−πLE2(β̂l)

16− 2πE2(β̂l)

)
. (45)

In this case, Eq. (45) goes through two deflation transforma-
tion operations and the resulting expression is also a fixed
value.

B. Error Probability for Blind RIS-SSK Scheme

1) CPEP: In this subsection, we investigate the UPEP
expression of the blind RIS-SSK with the imperfect CSI
scenario. By combining Eqs. (9) and (11), the CPEP can be
given as

Pb =Pr{nt → n̂t|gl,nt
ĥl}

=Pr{|y −
√
Psζ

L∑
l=1

gl,nt ĥl|2 > |y −
√
Psζ

L∑
l=1

gl,n̂t ĥl|2}

=Pr{−2ℜ{y
√
Psζ

L∑
l=1

gl,nt ĥl}

+ |
√
Psζ

L∑
l=1

gl,nt ĥl|2 > −2ℜ{y
√
Psζ

L∑
l=1

gl,n̂t ĥl}

+ |
√
Psζ

L∑
l=1

gl,n̂t ĥl|2}.

(46)
Without loss of generality, let us define

η =

L∑
l=1

gl,nt
ĥl, η̂ =

L∑
l=1

gl,n̂t
ĥl, u =

L∑
l=1

gl,nt
∆hl. (47)

Substituting Eq. (47) into Eq. (46), the Pb can be recast as

Pb =Pr(−2ℜ{y
√
Psζη}+ |

√
Psζη|2

> −2ℜ{y
√
Psζη̂}+ |

√
Psζη̂|2)

=Pr(2ℜ{y
√
Psζ(η̂ − η)}+ |

√
Psζη|2 − |

√
Psζη̂|2 > 0)

=Pr(2ℜ{(
√
Psζη +

√
Ps(1− ζ2)u+ n0)

√
Psζ(η̂ − η)}

+ |
√
Psζη|2 − |

√
Psζη̂|2 > 0)

=Pr(2ℜ{(
√
Ps(1− ζ2)u+ n0)

√
Psζ(η̂ − η)}

− Psζ
2|η − η̂|2 > 0)

=Pr(D > 0),
(48)

where D = 2ℜ{(
√
Ps(1− ζ2)u + n0)

√
Psζ(η̂ − η)} −

Psζ
2|η−η̂|2 following N (µD, σ

2
D). Therefore, the expectation

and variance of the variable D can be respectively represented
as µD = −Psζ2|η−η̂|2, σ2

D = 2[Ps(1−ζ2)σ2
eL+N0]Psζ

2|η−
η̂|2. Based on this, the CPEP in Eq. (47) can be reproduced
as

Pb = Q

(√
µ2
D/σ

2
D

)
= Q

(√
ρζ2|η − η̂|2

2(ρ(1− ζ2)σ2
eL+ 1)

)
.

(49)
It is obvious that |η − η̄|2 plays a dominant role in Eq. (49).
Consequently, we should address its corresponding distribu-
tion. According to Eq. (47), the η consists of the summation
of L monomials, where each monomial is obtained by multi-
plying gl,nt and ĥl. For ĥl, we have

ĥl =

√
κ

κ+ 1
ejϕl,nt +

√
1

κ+ 1
ĥNLoSl , (50)

where ĥNLoSl ∼ CN (0, 1). As a result, we obtain√
1

κ+1 ĥ
NLoS
l ∼ CN

(
0, 1

κ+1

)
. Further, we can get ĥl ∼

CN
(√

κ
κ+1 ,

1
κ+1

)
. Recall that gl,nt ∼ CN (0, 1), in accor-

dance with the principle of multiplication of two independent
variables, we can obtain that gl,nt ĥl obeys CN (0, 1). Since
each phase shift unit of RIS works independently, CN (0, L)
can be obtained by using CLT.

Remark 3. With the above analysis, we find an interesting
phenomenon that after the blind reflection of the Rayleigh
fading channel and Rician fading channel by RIS, the com-
posite channel is equivalent to a Rayleigh fading channel,
independent of the Rician factor in the Rician fading channel.

By using CLT, we have η ∼ CN (0, L). Similarly, we
can obtain η̂ ∼ CN (0, L). Taking the rule of addition by
employing independent random variables, we have

η − η̂ ∼ CN (0, 2L). (51)

Let us define x = |η − η̄|2, the central chi-square PDF with
two degrees of freedom can be represented as

f(x) =
1

2L
exp

(
− x

2L

)
. (52)

2) UPEP: With the combination of Eqs. (49) and (52), the
UPEP can be computed by

P̄b =

∫ ∞

0

f(x)Q

(√
ρζ2x

2 (ρ(1− ζ2)σ2
eL+ 1)

)
dx. (53)
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By applying Q(x) = 1
π

∫ π
2

0
exp

(
− x2

2 sin2 ø

)
dø, the UPEP in

Eq. (53) can be evaluated as

P̄b =
1

2πL

∫ ∞

0

∫ π
2

0

exp
(
− x

2L

)
× exp

(
− ρζ2x

4 (ρ(1− ζ2)σ2
eL+ 1) sin2 ø

)
dødx.

(54)

After exchanging the order of integration of variables ø and
x, the Eq. (54) can be reformulated as

P̄b =
1

2πL

∫ π
2

0

∫ ∞

0

exp
(
− x

2L

)
× exp

(
− ρζ2x

4 (ρ(1− ζ2)σ2
eL+ 1) sin2 ø

)
dxdø.

(55)

Addressing the inner integral, we obtain

P̄b =
1

π

∫ π
2

0

2
(
ρ(1− ζ2)σ2

eL+ 1
)
sin2 ø

ρLζ2 + 2 (ρ(1− ζ2)σ2
eL+ 1) sin2 ø

dø.

(56)
To facilitate subsequent analysis, we rewrite Eq. (56) as

P̄b =
1

π

∫ π
2

0

sin2 ø
ρLζ2

2(ρ(1−ζ2)σ2
eL+1) + sin2 ø

dø. (57)

After some mathematical operations, the UPEP in Eq. (57)
can be further expressed as

P̄b =
1

2

(
1−

√
ρLζ2

ρLζ2 + 2 (ρ(1− ζ2)σ2
eL+ 1)

)
. (58)

3) Asymptotic UPEP: In the high SNR region, the asymp-
totic UPEP can be described as P̄asy = lim

ρ→∞
P̄b. When the

obtained power ζ of the desired signal is higher than the
estimation error power

√
1− ζ, i.e., ζ ≫ 1 − ζ. Here, we

have

P̄asy = lim
ρ→∞

1

π

∫ π
2

0

sin2 ø
ρLζ2

2(ρ(1−ζ2)σ2
eL+1) + sin2 ø

dø

= lim
ρ→∞

1

π

∫ π
2

0

sin2 ø
ρLζ2

2(ρ(1−ζ2)σ2
eL+1)

dø.

(59)

After some mathematical calculations, Eq. (59) can be orga-
nized as

P̄asy = lim
ρ→∞

2
(
ρ(1− ζ2)σ2

eL+ 1
)

ρLζ2
× 1

π

∫ π
2

0

sin2 ødø.

(60)
Refer to the Wallis Formula provided in [37], Eq. (60) can be
reproduced as

P̄asy = lim
ρ→∞

ρ(1− ζ2)σ2
eL+ 1

2ρLζ2
=

(1− ζ2)σ2
e

2ζ2
=
σ4
e

2
.

(61)

C. Discrete Phase Shift of RIS

In practical systems, it is challenging to achieve continuous
phase shifts and adds considerable complexity to the system.
To address this problem, discrete phase shifts are adopted.
Concretely, each reflecting element can only obtain a value

from a finite set of discrete phase shift values 2Q, which can
be characterized as

ϕ1,nt
∈ [0 : 2Q − 1]

2π

2Q
− π +

2π

2Q+1
, (62)

where Q denotes uniformly quantized phase shift levels. In
particular, the discrete phase shift of each reflecting element
is its continuous phase shift value to the nearest ϕ1,nt in
the quantization of the point. It is worth mentioning that the
quantization errors are uniformly distributed in the

[
− π

2Q
, π
2Q

]
interval. Accordingly, the reflecting phase shift in Eq. (6) is
set as

ϕl,nt
=

2Q

2π

∫ π

2Q

− π

2Q

ejxdx =
2Q

2πj

∫ π

2Q

− π

2Q

dejx

=
2Q

2πj

(
ej

π

2Q − ej
π

2Q

)
=

2Q

π
sin

π

2Q
= sinc

( π
2Q

)
.

(63)

Remark 4. In this subsection, we find that the intelligent RIS-
SSK and blind RIS-SSK schemes are two special cases with
respect to the quantization scheme. When the quantization bits
are zeros, the quantization scheme evolves into the blind RIS-
SSK case, while when the quantization bits are taken to infinity,
the quantization scheme becomes the intelligent RIS-SSK case.

D. ABEP Expression

It is worth noting that ABEP is equal to UPEP when Nt
is two, while ABEP is the joint upper bound of the scheme
when Nt is greater than two. Consequently, the ABEP of the
RIS-SSK scheme can be characterized as

ABEP ≤ 1

log2Nt

Nt∑
n̂t=1

Nt∑
nt=1

P̄iN(n̂t → nt), (64)

where i ∈ {b, asy} and N(n̂t → nt) indicates the number of
error bits between the true transmit antenna index nt and the
decoded judgment obtained antenna index n̂t.

IV. SIMULATION AND ANALYTICAL RESULTS

In this section, we investigate the error performance of
the proposed scheme under imperfect CSI via Monte Carlo
simulation. The simulation involves generating a random data
sequence and transmitting it to the receiver via RIS reflection
after modulation. Unless otherwise specified, the simulation
results of the each ABEP value corresponding to the SNR is
generated via 1× 106 times, and Nt and Nr are respectively
set to 2 and 1. Note that the impact of any large-scale path
loss is neglected as it is already implicit in the received SNR.

In Fig. 3, we plot the ABEP performance of the RIS-SSK
scheme with perfect CSI, where both sides of the RIS are set to
follow the Rayleigh fading channels, i.e., the error estimation
parameters σ2

e and the Rician factor are set to be zero. It can
be observed from Fig. 3 that when L is relatively large, the
agreement of the simulation results with the analytical curve
is subsequently improved. The reason of this phenomenon is
that the analytical results are obtained via the CLT, that is,
when L is larger, the analytical results are more accurate.
where the simulation results are used to verify the correctness
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scheme.
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Fig. 6. Impact of Rician factor κ
on ABEP under intelligent RIS-
SSK scheme.

of the analytical results. In addition, we observe that as the
number of reflective elements increases, the system performs
better in terms of reliability. This is because when L is larger,
the reflected signal energy reaching the UE is stronger and
therefore the performance becomes better.

Fig. 4 depicts the correctness of the Q-function approximat-
ing method on the ABEP expression and the Chernov bound
on the ABEP expression. Note that the Rician factor κ and
estimation error variance σ2

e are set to fixed values of 3 dB and
0.1, respectively. As expected, the number of RIS reflection
elements can effectively enhance the ABEP performance of
the RIS-SSK scheme in the presence of imperfect CSI. This
is because the higher the number of RIS elements the stronger
the signal power of the reflected convergence to the UE side.
In addition, the Q-function approximating results are quite
close to those obtained from the exact integral form, which
effectively verifies the tightness of closed-form expression. In
particular, the value of upper bound is significantly higher than
the exact result because in (34) we go to the maximum value
π/2 at any point within [0, π/2). After accumulating down the
entire interval, the value of upper bound is overall higher than
exact values in Fig. 4. On the other hand, Fig. 5 has the same
parameter configuration as Fig. 4. It is observed that there is
not only a significant ABEP performance degradation but also

1 2 3 4 5 6 7

K

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

A
B

E
P

SNR = -32 dB

SNR = -30 dB

SNR = -28 dB

Fig. 7. Convergence analysis of
GCQ method.
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an error floor of the RIS-SSK scheme with imperfect CSI.
This is because, by this time, the main factor that impacts
reliability is not the AWGN anymore, but the noise comes
from the channel estimation error.

In Fig. 6, we exhibit the performance impact of the LoS
path of the reflection channel on the RIS-SSK scheme with
imperfect CSI, where the number of reflecting elements is 144,
and the estimation error variance of each reflecting element
up to the UE is 0.1. In particular, the analytical values are
generated by the GCQ method. From Fig. 6, the simulation and
analytical values match very well. The error can be reduced by
increasing the number of simulations where there is no perfect
overlap. Obviously, when the Rician factor is larger, indicating
a stronger signal energy for the reflected LoS path, the quality
of the received signal on the UE side is higher. Hence, the
ABEP performance can be improved. Additionally, it is also
found that the ABEP performance of RIS-SSK in the imperfect
CSI case is enhanced as the SNR increases.

Fig. 7 illustrates the variation of ABEP values with
complexity-accuracy trade-off factor K for SNR = -32 dB,
-30 dB, and -28 dB, respectively, obtained using the GCQ
method represented by (36). In particular, the parameters κ,
σ2
e , and L are respectively defined as 3 dB, 0.1, and 200. It

is observed that the ABEP values obtained using the GCQ
approach tend to converge in the case of K = 3, and the
ABEP values remain constant as the value of K increases. On
the other hand, to verify the gap between the ABEP obtained
using the GCQ approach and the exact ABEP, we plotted Fig.
8, where the remaining parameters remain the same as Fig.
7 except for K = 3. As shown in Fig. 8, when K = 3, the
difference between the result obtained by GCQ and the actual
value is almost negligible. Consequently, the GCQ approach
can achieve better system performance at a lower complexity
K = 3.

In Fig. 9, the Monte Carlo simulation results and analytical
curves of the RIS-SSK scheme with κ = 3 dB and L = 256
are given, where the analytical curves are generated by the
GCQ method. Note that the error of channel estimation is
set as fixed values σ2

e = 3, 2, 1, 0.1, respectively. That is, the
correlation coefficients are ζ = 0.500, 0.5774, 0.7071, 0.9535.
As a reference, the corresponding ABEP with the perfect CSI
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is also shown with a dashed line for the RIS-SSK scheme.
First, as can be seen from Fig. 9, the analytical curves provided
by (36) become extremely tight with increasing SNR for all σ2

e

values. Second, we observed from Fig. 9 that a high correlation
between the estimated channel and the real channel leads to a
low error bit rate, which is also in line with our expectation.

In Fig. 10, simulation and analytical results of the intelligent
RIS-SSK scheme are presented in the presence of imperfect
CSI with respect to variable σ2

e values, where the number of
pilots is chosen as N = 1, 2, 10, 30, and 90. Meanwhile, the
number of reflective units of RIS and the Rician factor are set
to L = 256 and κ = 3 dB, respectively. It is worth noting
that the intelligent RIS-SSK scheme under the perfect CSI is
utilized as a reference scheme for comparative analysis. As can
be seen in Fig. 10, for this configuration, the simulation values
and the analytical derivations of the RIS-SSK scheme again
closely match. In Fig. 10, the channel estimation error variance
is considered to be inversely proportional to the SNR and
the number of pilots, i.e., 1/(Nρ), instead of σ2

e being fixed
independent of the SNR as considered in Fig. 9. Accordingly,
as the number of transmitted pilots increases, the channel is
estimation improves, and the estimation error declines.

In Fig. 11, we plot the corresponding simulation results and
analytical curves for the blind RIS-SSK system with variable
channel estimation parameter σ2

e = 1/(10ρ) and Rician factor
κ = 3 dB. Note that when SNR > 30 dB, each simulation
value is obtained by averaging 1 × 107 channel generations.
As expected, the increasing number of RIS-equipped elements
significantly enhances the ABEP performance of the blind
RIS-SSK system. Although RIS cannot adjust the phase shift
of the transceiver signal, each reflector acts as an independent
scatterer. As the number of reflective units increases, the
signal strength reaching the UE can be effectively raised, thus
improving system performance. It can be observed from the
Fig. 11 that, in this scheme, the analytical results obtained by
CLT almost coincide perfectly with the simulation results for
the number of RIS elements of 16.

Fig. 12 shows the ABEP of the blind RIS-SSK system in
the absence of CSI as a function of the average SNR (i.e., ρ)
under the L = 144 scenario, where the Rician factor between
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tions for the application of CLT
under the blind RIS-SSK scheme.
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Fig. 13. Impact of Rician factor κ on ABEP under blind RIS-SSK
scheme.

each reflecting element and the UE-side are set as σ2
e = 0.1

and σ2
e = 0.01, respectively. Note that the asymptotic ABEP

results are generated via the (61). From Fig. 12, it can be
seen that the analytical expression of ABEP with L = 144
and its corresponding asymptotic expression are in excellent
agreement in the high SNR region, which is a powerful
confirmation of the correctness of the derived asymptotic
ABEP expression. However, in the low SNR region, the gap
between the two is extremely large, due to the fact that the
asymptotic ABEP derived in (61) represents the trend of ABEP
at high SNR.

In Fig. 13, we depict the performance impact of the RIS
and UE-side channel Rician factors on the blind RIS-SSK
system, where the simulation results and the analysis curve
of ABEP are displayed when κ goes from 0 dB to 20 dB for
three cases of SNR = 0 dB, 10 dB, and 20 dB, respectively.
Note that the number of reflection elements of RIS is set to
L = 100. The simulation results and the analytical curves
match each other, which further verifies the correctness of the
analytical derivation. In addition, there are very few points that
do not perfectly match because the number of simulations is
not enough, and this phenomenon can be effectively improved
by increasing the number of simulations. Moreover, as κ
increases, the value of ABEP remains constant. From (51), we
can get that the Rician component is canceled out. In other
words, in the blind RIS-SSK system, the Rician fading channel
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degenerates to a Rayleigh fading channel.
Fig. 14 depicts the ABEP performance of the blind RIS-SSK

scheme in the presence of channel estimation errors, where
the number of the reflecting elements and Rician factor are
configured as L = 100 and κ = 5 dB, respectively. It is
observed that the analytical upper bounds of ABEP are tight
in all SNR regions. This is because the result of the analytical
upper bound of ABEP in the case of Nt = 2 is equivalent to
the true value of ABEP. Meanwhile, it is seen that the blind
RIS-SSK scheme under the perfect CSI achieves better ABEP
performance than that of imperfect CSI. To be specific, at an
SNR value of 30 dB, when compared with perfect CSI ABEP=
0.8 × 10−6 case (σ2

e = 0), the ABEP of the blind RIS-SSK
scheme is 0.1 × 10−5 and 0.5 × 10−5 under the σ2

e = 0.005
and σ2

e = 0.01, respectively.
In Fig. 15, we illustrate the impact of channel estimation

error on the ABEP performance of blind RIS-SSK scheme
with variable σ2

e , that is, the number of transmitted pilots is
N = 1, 3, and 10. It is evident that we validate the accuracy
of the PEP of the ML detector and the tightness of the ABEP
upper bound in Fig. 15. As expected, the ABEP performance
of the blind RIS-SSK scheme in the presence of imperfect
CSI improves as the number of transmit pilots increases. In
addition, we find an interesting phenomenon that the system
performance of imperfect CSI gradually converges to perfect
CSI as the SNR increases. This is because the variable σ2

e is
not only related to the number of leads but also to the SNR.
Accordingly, as the SNR is much larger than N , the effect of
N is almost negligible.

In Fig. 16, we consider a more practical operating mode of
the RIS-SSK scheme in the case of perfect CSI, i.e., RIS with
1, 2, and 3 bits discrete phase shifts, respectively. To clarify
the impact of discrete phase shifts on the system performance,
we also provide two reference schemes for RIS with intelligent
transmit phase shift and blind reflection phase shift, where the
variance of the estimation error adopts a fixed value σ2

e = 0.1.
Note that the parameters with respect to the Rician factor
and the number of reflecting elements are set as κ = 3
dB and L = 196, respectively. A substantial performance
improvement is obtained when 1-bit quantization is employed
compared to the blind scheme. Additionally, it is found that the
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ABEP performance curve associated with 3-bit quantization is
very close to the ABEP value with the continuous phase.

In Fig. 17, we investigate the performance of RIS at 1 bit,
2 bit, and 3 bit quantization phase shifts on the RIS-SSK
scheme at imperfect CSI, respectively. It is worth mentioning
that in the previous figure, we can observe that the error
curves achieved by 3 bit quantization and continuous phase
shifting are quite close to each other. Hence, we also adopt
the 1×107 channel generations to verify the analytical results
by Monte Carlo simulation. Besides, the number of pilots,
Rician factor, and the number of reflecting elements are set
as N = 30, κ = 3 dB, and L = 196, respectively. It can
be observed from Fig. 17 that the blind RIS-SSK scheme
has the worst performance. On the contrary, the intelligent
RIS-SSK scheme has the best performance. In addition, the
performance of the discrete phase improves as the number of
quantized bits increases. It is worth mentioning that the ABEP
values obtained by 3-bit quantization are remarkably close to
the ideal reflection phase shift of the RIS.

V. CONCLUSION

This paper presented the ABEP performance of RIS-SSK
with imperfect channel estimation. The channel between the
BS-RIS and RIS-UE is subject to Rayleigh fading, while
the channel between the RIS-UE is subject to Rician fad-
ing. Two schemes, namely the intelligent RIS-SSK scheme
and the blind RIS-SSK scheme, are considered with channel
estimation errors. We derive the PDF of the non-central chi-
square distribution with one degree of freedom and the exact
integral ABEP of the intelligent RIS-SSK scheme based on the
ML detector. Additionally, we derive the ABEP expression vi
the GCQ approach and obtain closed-form expressions relying
on Q-function approximating approach. Also, the asymptotic
ABEP expression is provided. For the blind RIS-SSK scheme,
we derive closed-form analytical ABEP expression and asymp-
totic ABEP expression under imperfect CSI. In particular, the
discrete phase is also investigated. Through simulations, it
demonstrates that the precision of the analytical derivation of
the ABEP expression and the accuracy of the average ABEP
in both schemes. It is shown that the intelligent and blind
RIS-SSK schemes represent the two limiting forms of the RIS



13

quantization scheme. It is worth mentioning that the composite
channel is unaffected by the Rician factor in the blind RIS-
SSK scheme. For future work, path loss can be considered,
so that the choice of location for RIS deployment becomes
an optimization problem. Further, RIS aided dual-polarized
shifting keying scheme is also an open and interesting research
problem.

APPENDIX A
PROOF OF LEMMA 1

Without loss of generality, we let z = η − η̂. Recalling Eq.
(23), it is known that z follows the true Gaussian distribution.
Thus, the PDF of z can be calculated as

fZ(z) =
1√
2πσ2

exp

(
− (z − µ)

2

2σ2

)
. (65)

Since the variable X satisfies X = Z2, the CDF of the
parameter X can be evaluated as

FX(x) = Pr(X ≤ x) = Pr(Z2 ≤ x) = Pr(−
√
x ≤ Z ≤

√
x)

=
1√
2πσ2

∫ √
x

−
√
x

exp

(
− (z − µ)2

2σ2

)
dz.

(66)
Based on Eq. (66), the PDF of X can be expressed as

fX(x) =
dFX(x)

dx
=

1

2
√
2xπσ2

×
[
exp

(
− (

√
x− µ)2

2σ2

)
+ exp

(
− (−

√
x− µ)2

2σ2

)]
.

(67)
After some manipulations, we have

fX(x) =
exp

(
−x+µ2

2σ2

)
2
√
x
√
2πσ2

[
exp

(√
xµ

σ2

)
+ exp

(
−
√
xµ

σ2

)]
.

(68)
Herein, the proof of Lemma 1 is completed.

APPENDIX B

For the Φ(x) denotes Gaussian error function, the mathe-
matical expression can be given by

Φ(x) =
2√
π

∫ x

0

exp(−v2)dv. (69)

Then, let us set Φ(−x) = 2√
π

∫ −x
0

exp(−v2)dv. Let us define
z = −v, we have

Φ(−x) = 2√
π

∫ −x

0

exp(−z2)dz. (70)

Combining Eqs. (69) and (70), we have Φ(−x) +
Φ(x) = 0. Replace the corresponding parameter√

µ2(1+ρ(1−ζ2)σ2
eL)σ

2 sin2 ø
2σ4(1+ρ(1−ζ2)σ2

eL) sin
2 ø+ρζ2σ6 with x, the proof of

Theorem 1 is completed.

APPENDIX C
PROOF OF LEMMA 2

By observing Eq. (38), we find that it consists of the sum of
two similar terms. For brevity, we set the coefficients before
the variable x to s. Thus, the MGF function of x can be
described as

MX(s) =

∫ ∞

0

exp(sx)f(x)dx. (71)

Substituting Eq. (67) into Eq. (71), MX(s) can be stated as

MX(s) =

∫ ∞

0

exp(sx) exp
(
−x+µ2

2σ2

)
2
√
2πσ2x

[
exp

(√
µ2x

σ4

)

+exp

(
−
√
µ2x

σ4

)]
dx.

(72)
After some substitution, Eq. (72) can be simplified to

MX(s) =
exp

(
− µ2

2σ2

)
√
2πσ2

∫ ∞

0

exp

(
−1− 2σ2s

2σ2
x2
)

×
[
exp

(µx
σ2

)
+ exp

(
−µx
σ2

)]
dx.

(73)

With some simple mathematical operations, MX(s) can be
evaluated as

MX(s) =

√
1

1− 2sσ2
exp

(
sµ2

1− 2sσ2

)
. (74)

Upon substituting (74) into (38), the proof of Lemma 2 is
completed.
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