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Abstract—In the next few years, Low Earth Orbit (LEO)
constellations will become key enablers for the deployment of
global Internet of Things (IoT) services. Due to their proximity
to Earth, LEO satellites can directly communicate with ground
nodes and, thus, serve as mobile gateways for IoT devices
deployed in remote areas lacking terrestrial infrastructure.
Within this Direct-to-Satellite IoT (DtS-IoT) context, LoRa (Long
Range) technology, capable of providing long range connectivity
to power-constrained devices, has received great attention. How-
ever, serious scalability issues have been observed in LoRa-based
DtS-IoT networks when a high number of LoRa devices perform
uplink transmissions driven by the straightforward Aloha proto-
col during the short visibility periods of the passing-by satellites.
In this paper, we evaluate some Aloha-based protocols suitable
for this kind of networks and present a new adaptive variant
that allows LoRa devices to dynamically adjust their uplink
transmission rates in order to make the network work near
its optimal operating point. Simulation results show that our
proposal is able to significantly improve the network throughput
in overloaded scenarios without the need for coordination among
LoRa devices, listening to the channel nor gateway support.

Index Terms—LEO, DtS-IoT, LoRa, LoRaWAN, MAC, Aloha

I. INTRODUCTION

INTERNET of Things (IoT) technologies have been gaining
increasing attention during the last years [1]. In this context,

one of the most ambitious technological challenges is the de-
ployment of global IoT-based services [2]. Certainly, many dif-
ferent applications, such as fleet management, transportation,
environment monitoring or emergency management, could
benefit from the operation of global IoT networks covering
remote areas that, either for technical or economic reasons,
lack terrestrial connectivity.

Satellite networks are a promising solution to provide global
IoT services in a flexible and affordable way [3], [4], [5].
The idea consists on connecting IoT devices placed in areas
without terrestrial infrastructure directly to a constellation of
satellites passing over them. In this Direct-to-Satellite IoT
(DtS-IoT) paradigm [6], [7], satellites act as gateways that
collect the messages from the IoT devices and store them
for a short period until they eventually forward the messages
downlink when passing over a gateway on the surface.

Low Earth Orbit (LEO) constellations are ideal candidates
for implementing DtS-IoT networks [8], [9], [10]. Thanks to
their low altitude orbits (160 to 1000 km), LEO constellations
can provide global coverage with lower deployment costs,
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link budgets and propagation delays than other constellations
at higher altitudes. However, due to their low altitude, LEO
satellites orbit at high speeds (about 8 km/s). This causes
some significant impairments on the satellite links related
to the Doppler effect and also reduces the visibility time
over a particular region to just a few minutes. In any case,
these issues have not prevented a number of companies,
such as Iridium [11], Globalstar [12], Astrocast [13] and
Lacuna Space [14], from successfully providing global DtS-
IoT connectivity using their own LEO constellations.

At the same time, recent studies have shown the enormous
potential of Low Power Wide Area Networks (LPWAN) tech-
nologies, such as NB-IoT [15], Sigfox [16] or LoRaWAN [17],
as low cost solutions for achieving DtS-IoT connectivity [4],
[9], [18]. Clearly, using current LPWAN standards in the earth-
to-satellite link favors seamless interoperability of LEO con-
stellations with existing ground IoT infrastructure. Moreover,
LPWAN technologies are able to provide long range con-
nectivity with low energy consumption, so, despite their low
transmission rates, they emerge as very attractive solutions for
DtS-IoT networks in which power-constrained IoT devices just
send some short messages occasionally.

LoRaWAN is an open protocol designed and maintained by
the LoRa Alliance that enables devices to communicate using
LoRa (Long Range) wireless technology [17]. Within main
LPWAN technologies, LoRaWAN is the one with the lowest
power requirements and costs [19], [20], so we focus in this
paper on LoRa-based DtS-IoT networks in which IoT devices
use LoRaWAN for communicating directly with LEO satel-
lites. The feasibility of LoRa-based DtS-IoT networks is well
established and some companies like Lacuna Space [14] and
Wyld [21] already enable direct connection of LoRa devices
with their own LEO constellations. However, a critical issue
related to their scalability has been identified [22], [23],
[24]. The coverage area of LEO satellites will potentially
include a high number of devices that will attempt an uplink
transmission during the limited visibility periods in which
the gateways installed on the satellites are available. Since
LoRa devices follow a simple Aloha-based protocol for ac-
cessing the channel, they will transmit their messages without
restraint, thus causing large amounts of collisions. LoRa-
based DtS-IoT networks require, therefore, more sophisticated
Medium Access Control (MAC) schemes to cope with these
dense scenarios and improve scalability [25], [26].

In this paper, we firstly evaluate some random access MAC
protocols that could be suitable for LoRa-based DtS-IoT net-
works. Due to the severely limited processing, communication
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and power capacities of commonly deployed LoRa devices, we
restrict the proposed schemes to variants of the straightforward
Aloha protocol. Our experiments confirm that, as expected, the
throughput that can be obtained with these simple MAC pro-
tocols is quite limited and, what is worse, rapidly degrades as
the traffic load increases.

To improve uplink scalability in overloaded scenarios, we
propose a novel Aloha variant that allows LoRa devices
to dynamically adjust their transmission rates so that the
network always works near its optimal operating conditions.
Performance results show that our transmission control mech-
anism is able to substantially increase the throughput obtained
in these DtS-IoT networks when the number of connected
devices is high. Moreover, the proposed scheme can be easily
implemented even in the most simple LoRa devices since each
node can autonomously adjust its sending rate without the need
for coordination among active nodes, listening to the channel
nor gateway support.

The rest of the paper is organized as follows. Related work
is reviewed in Sect. II. Sect. III describes in detail the DtS-IoT
network model assumed in the paper. In Sect. IV we present
different Aloha-based MAC strategies suitable for LoRa-based
DtS-IoT networks. Among them, we present a new adaptive
Aloha variant that allows LoRa devices to dynamically adjust
their transmission rates in order to make the network work
around its optimum operation point. Performance results are
shown in Sect. V. Finally, Sect. VI summarizes the main
conclusions of this work.

II. RELATED WORK

In this section, we briefly describe the main LoRa and
LoRaWAN features, and review the latest MAC schemes
proposed for LoRa-based DtS-IoT networks.

A. LoRa/LoRaWAN

LoRaWAN is an open communication protocol built upon
the proprietary LoRa transmission technology developed by
Semtech [17]. LoRa defines a physical layer based on a sub-
GHz spread spectrum modulation technique optimized for
long-range and low-power transmissions [27]. Several LoRa
radio parameters can be configured: the spreading factor
(SF), ranging from 7 to 12, to trade-off between the bit
rate, the coverage range and the energy consumption;1 the
channel bandwidth (BW), from 7.8 kHz to 500 kHz, to balance
between the reception sensitivity and the bit rate; and the
coding rate (CR), to specify the number of overhead symbols
added to protect the LoRa signal against interference.

Although LoRa technology was not expressly designed for
DtS-IoT networks, it can be successfully applied to them [28],
[29]. Recently, Semtech has proposed LR-FHSS (Long Range
Frequency Hopping Spread Spectrum), an extension of the
LoRa physical layer that is more suitable for these highly long-
range and large-scale communication scenarios [30]. However,

1The spreading factor (SF) controls how much a symbol is spread over
time. Thus, higher SFs allow covering wider areas at the cost of decreasing
the bit rate and drawing more energy.

LR-FHSS is still not very widespread, so we will assume in
this paper that IoT devices use the legacy LoRa physical layer.

In a LoRaWAN network, end devices (EDs) can only
communicate with a gateway (GW). The GW operates as
a relay, that is, it receives LoRa messages from EDs and
simply forwards them to the network server that manages
the LoRaWAN network. LoRaWAN specifies three modes of
operation for the EDs (classes A, B and C). Class A EDs use
a simple Aloha-based protocol to transmit to the GW, so they
just send their messages without using any control mechanism,
thus causing a large amount of collisions when the network
load is high. Each uplink transmission is then followed by
one or two short downlink receiving windows that allow the
GW to send acknowledgments or commands to the EDs. In
contrast, Class B EDs repeatedly open downlink receiving
windows according to a network-defined schedule. For this, the
GW periodically sends beacons to synchronize the EDs and
inform them of the next downlink slots. Finally, Class C EDs
continuously listen for downlink messages except when they
are transmitting. Note that Class B and Class C devices do
not need a previous uplink communication for receiving a
downlink message. In this work, we focus on Class A EDs
because they are the least energy demanding ones, and this is
the only mode common to all LoRa devices.

B. MAC Schemes for LoRa-based DtS-IoT Networks

There are plenty of works proposing enhanced MAC pro-
tocols to improve the scalability of terrestrial LoRaWAN net-
works [31], [32], [33]. Unfortunately, they cannot be directly
applied to DtS-IoT scenarios due to the specific features of the
satellite link (i.e, limited availability, long range, large delays
and strong fluctuations).

Most of the works evaluating LoRa-based DtS-IoT networks
assume that EDs transmit using either the standard Aloha-
based protocol [28], [34], [35], [36] or the slotted Aloha
variant that splits the channel into discrete timeslots and
forces EDs to init their transmissions at the beginning of a
timeslot [37].

In recent years, new MAC protocols have been specifically
proposed for LoRa-based DtS-IoT scenarios. For example,
[23] presents SALSA, a scheduling algorithm for uplink trans-
missions that minimizes the occurrence of collisions. However,
the deployment of scheduled time-slotted MAC mechanisms
in LoRaWAN networks is really complicated since these
schemes require an accurate synchronization mechanism [38]
and scheduling a variable number of ED transmissions with
limited downlink availability [32].

To control the number of contending devices, [24] proposes
that the GW at the satellite informs the EDs of the expected
number of them that want to transmit during the next frame.
Then, with this information, each ED will determine the
transmission probability in the current frame using a so-called
skip function. In a similar way, [39] proposes that the GW uses
an estimator of the number of competing nodes to compute
the probability of collision in a given frame. Then, the GW
broadcasts this probability to the EDs so that they decide
whether to transmit in the current frame. In RESS-IoT [40],
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the GW broadcasts a beacon frame to announce its presence
to the EDs. After receiving the beacon, each ED with pending
data to transmit attempts to reserve a timeslot sending a RTS
(Request To Send) frame to the GW. Then, the GW assigns
different timeslots to those EDs that succeeded in transmitting
their RTS frames and informs them sending a CTS (Clear To
Send) frame. However, note that all these approaches require
the transmission of periodic beacons in the downlink, so they
are suitable for Class B or Class C EDs, but not for the
Class A ones.

There also exist multiple schemes that combine packet
replication and interference cancellation techniques to improve
the throughput of satellite networks [41], [42], [22]. However,
these time diversity techniques not only increase complexity
and power consumption at the EDs, but also impose stringent
requirements in terms of memory and computational load to
the GW. This renders them inappropriate for LEO satellites
with limited computational resources.

Finally, carrier sensing protocols (CSMA and its variants)
are also unsuitable for DtS-IoT scenarios since, in these
networks, the probability of hidden nodes is too high and the
propagation delays are too large [25], [43].

In short, DtS-IoT networks for LoRaWAN Class A nodes
require energy efficient MAC protocols that can be deployed
on resource-constrained devices with limited processing and
communication capacities. In this paper, we will explore some
random access MAC protocols that could be adopted for these
scenarios.

III. DTS-IOT NETWORK MODEL

We consider a LoRa-based DtS-IoT network in which a
number of EDs located on the ground try to directly send
their messages through LoRa links to a GW located on a
LEO satellite. The satellite passes from time to time over a
circular region in which the EDs are uniformly distributed, so
each ED will perceive a slightly different and dynamic uplink
channel. To avoid wasting energy in useless transmissions,
we assume that the EDs are configured with some kind of
information about the satellite trajectory (during the activation
phase, for example) and that, therefore, they are aware of the
visibility periods of the satellite (i.e., the availability times of
the GW).

We only consider uplink traffic from the EDs to the GW.
Also, we assume that only one uplink transmission is allowed
per ED within a single visibility period. This is the most likely
scenario due to the short visibility periods of LEO satellites
and LoRa duty cycle restrictions.

A. Propagation Channel

Our scenario fulfills line-of-sight conditions since the direct
signals from the EDs will be received at the satellite with much
more power than their possible multipath echoes. We assume
however that the link is affected by multipath given the non
directive characteristics of the LoRa antennas. Therefore, we
can model the uplink channel with a Rice distribution [44] and

the power of the signal received at the satellite (in dBm) can
be computed as

Prx = Ptx +Gtx +Grx + Lfs + Lrice − Lsys, (1)

where Ptx is the ED transmission power (in dBm), Gtx and
Grx are, respectively, the transmitter and the receiver antenna
gains when compared to an isotropic antenna with unit gain
(in dBi), Lfs is the propagation path loss in free space (in dB),
Lrice is the Rician fading (in dB) and Lsys are miscellaneous
system losses due to, for example, polarization mismatches or
atmospheric events (in dB).

Using the Friis formula, the propagation path loss is given
by

Lfs = 20 log10

(
λ

4πd

)
, (2)

where λ is the carrier wavelength and d is the distance between
the ED and the satellite (both in meters). Note that this term
has to be summed to the transmitted power since d≫ λ (far
field condition) and, therefore, it is already negative.

Finally, the Rician fading can be computed as

Lrice = 20 log10

(√
(1 + s1σ)2 + (s2σ)2

)
, (3)

where s1 and s2 are two normalized Gaussian random samples,
and σ = 1/

√
2·10k/10. Here, k is the ratio between the power

of the direct signal and the power of the multipath component
(in dB). Finally, if the satellite elevation angle α is known (in
degrees), [45] shows that it is possible to estimate the k factor
using the following empirically derived expression:

k = 2.731− 0.1074α+ 0.002774α2. (4)

B. Capture Effect

Considering that LoRa spreading factors (SFs) are quasi-
orthogonal [46] and multiple orthogonal transmission channels
are provided for each BW, it can be assumed that a collision
will only take place when two or more EDs send their
messages on the same SF and channel at the same time. To
guarantee that all uplink transmissions reach the GW with
sufficient power, we consider that all the EDs transmit to the
satellite using spreading factor 12 (SF12), the most robust
one, although at the cost of higher consumptions and longer
transmission times. Therefore, overlapping ED transmissions
on the same uplink channel will cause the collision of the
corresponding LoRa signals.

Nonetheless, thanks to the capture effect observed on LoRa
signals [47], the receiver at the satellite could successfully
demodulate the strongest signal out of those that have collided
provided that its signal-to-interference ratio (SIR) is higher
than a given threshold γ, that is, if

SIR =
P j
rx∑n

i=1,i̸=j P
i
rx

≥ γ, (5)

where P i
rx, i = 1, . . . , n, is the power of each of the

n interfering signals and P j
rx is the power of the strongest

signal among the n interfering ones.
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IV. MAC SCHEMES

Class A EDs currently use a straightforward Aloha-based
protocol: they just send a frame when they have some data to
send. However, as previously explained, we will assume that
EDs know the future visibility periods of the satellites so that
they can save energy by simply postponing their transmissions
(temporarily storing their data) until a satellite is in sight again.
For this scenario, we propose different variants of the Aloha
protocol that cope with the demands of Class A EDs in terms
of energy efficiency and complexity. Note that all of them
could benefit from the capture effect of LoRa signals just
additionally applying interference cancellation at the receiver.

A. Classical Aloha Schemes

Certainly, Class A EDs could apply typical Aloha and
slotted Aloha MAC protocols, but only during the periods in
which they have a satellite in sight.

1) Aloha: Unfortunately, using Aloha directly in this sce-
nario would cause a large number of collisions. Note that, with
this scheme, all EDs with pending data to send will initiate
their transmissions as soon as their respective visibility periods
begin and, therefore, the transmissions of those EDs in close
proximity to each other would collide permanently.

2) Slotted Aloha (S-Aloha): In this scheme, the uplink
channel is divided into discrete timeslots of equal length so
that EDs are forced to start their transmissions at the beginning
of a timeslot. Even though slotted schemes are known to
reduce the number of collisions, there will still be many
collisions in this scenario since all EDs would schedule their
transmissions at the first timeslot in the next visibility period.
In addition, slotted schemes require a synchronization mech-
anism to define the timeslots. Although the synchronization
details are beyond the scope of our paper, there exist several
lightweight synchronization mechanisms that could be used in
this scenario [48], [49], [38].

B. Random Aloha Schemes

To reduce collisions at the beginning of visibility periods,
we propose to randomize the times when EDs start their
transmissions.

1) Random Aloha (R-Aloha): With this scheme, if an ED
has some data pending to send, it will randomly choose the
starting time of the consequent transmission within the next
visibility period.

2) Random Slotted Aloha (RS-Aloha): Similarly, with RS-
Aloha, each ED will randomly select a timeslot in the next
visibility period and then start transmitting the frame at the
beginning of the selected timeslot.

C. Adaptive Random Aloha Schemes

It is widely known that, for any multiple access channel,
the network throughput increases with the offered load until
it reaches a certain value. From that point on, increasing
the offered load just worsens the system performance since
the amount of collisions rises dramatically and, therefore, the

Σ Controller Transmitter

Medium
G∗ ptx[i]

G[i]

Estimator
psuccess[i]

−
Ĝ[i]

Fig. 1. Block diagram of the proposed closed-loop load controller. The actual
load offered to the system can be regulated by adjusting the transmission
probability of each active ED. This probability is updated each visibility period
so that the system load tends to the optimal value. Each ED can autonomously
estimate the offered load from the transmission success probability it observes.

throughput decreases. In this section, we propose a novel adap-
tive mechanism so that the EDs can adjust their transmission
rates and keep the network close to its optimal operation point
in a dynamic and autonomous manner.

1) Adaptive Random Aloha (AR-Aloha): Let G be the
normalized offered load, that is, the average number of EDs
attempting a transmission per frame transmission time, and
S be the normalized throughput, that is, the average number
of successful transmissions per frame transmission time. It is
well known that, if the number of EDs attempting to transmit
follows a Poisson distribution and all frames require the same
transmission time, the normalized throughput for an Aloha
system can be calculated as S = Ge−2G. This expression is
also asymptotically true with a large number of dissimilar EDs,
each one having an arbitrary distribution of frame interarrival
times, as in our scenario [50]. At the same time, if psuccess is
the probability of success for the transmission of a frame, it
also holds that S = psuccessG. So, equating both expressions
and solving for G, we get that the EDs can easily estimate the
normalized offered load as

Ĝ = − log (p̂success)

2
, (6)

if they are able to obtain an estimation p̂success of the proba-
bility of transmission success.

Another well-known result for Aloha systems is that the
normalized throughput is maximum when G∗ = 0.5. Thus,
to maximize the amount of successful transmissions, the
load offered to the network should be maintained around
this optimum G∗ value. For this, we propose that each ED
autonomously decides whether to transmit in the visibility
period i on the basis of a given transmission probability ptx[i]
tuned in accordance with the current system load. For instance,
if the offered load estimated at the visibility period i, Ĝ[i],
is greater than G∗, it can be considered that the system is
overloaded and, therefore, the network load should be reduced
by decreasing ptx[i]. Conversely, if Ĝ[i] < G∗, the offered load
is low enough and ptx[i] can be increased.

We propose to update the transmission probability every
visibility period using a conventional closed-loop controller
with error signal G∗− Ĝ[i] as shown in Fig. 1. The controller
operations are described in detail in Algorithm 1. The pro-
portionality constant is set to κ/Ĝ[i] to obtain a good trade-
off between ptx stability and an agile response to varying

This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2023.3333934

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



5

Algorithm 1 Tuning algorithm of ptx executed at each ED
every visibility period i.
Require: Estimation of the probability of success of a frame

transmission (p̂success[i]). Initially, ptx[0]← 1.
if slotted then

/* Adaptive Random Slotted Aloha (ARS-Aloha) */
Ĝ[i] = − log(p̂success[i])
G∗ = 1

else
/* Adaptive Random Aloha (AR-Aloha) */
Ĝ[i] = − log(p̂success[i])/2
G∗ = 0.5

end if
ptx[i]← ptx[i− 1] +

κ

Ĝ[i]

(
G∗ − Ĝ[i]

)
if ptx[i] > 1 then

ptx[i]← 1
else if ptx[i] < pmin then

ptx[i]← pmin

end if

traffic conditions. Also note that, to avoid the starvation of
the EDs, we do not allow ptx to take a value lower than pmin.
The stability of this dynamic algorithm is evaluated in the
Appendix.

2) Adaptive Random Slotted Aloha (ARS-Aloha): Evi-
dently, the proposed algorithm can also be applied to slotted
Aloha systems but, in these scenarios, the normalized through-
put must be computed as S = Ge−G. So, equating this to
psuccessG and solving for G, we now get that the EDs should
estimate the offered load as

Ĝ = − log (p̂success) . (7)

On the other hand, the maximum throughput in slotted systems
is obtained when G∗ = 1. Algorithm 1 shows the tuning
procedure of ptx for both slotted and unslotted variants.

3) Estimation of Transmission Success Probability: As just
explained, in order to estimate the offered load at any given
time, each ED must obtain an accurate estimation of the
probability of success of a frame transmission by its own.
Note that all EDs will obtain a sample psuccess[i] of this
probability each time they send a frame: psuccess[i] = 1 if
the frame is successfully transmitted in the visibility period i,
psuccess[i] = 0 otherwise. We propose that each ED then
estimates the success probability as an exponentially weighted
moving average (EWMA) of the obtained samples:

p̂success[i+1] = βpsuccess[i]+(1−β)p̂success[i], 0 < β < 1, (8)

to assign more weight to newer samples and, thus, react
quicker to load changes. And in the case that an ED does
not eventually send a frame in the visibility period i, its
estimation of the success probability will remain unchanged:
p̂success[i+ 1] = p̂success[i]. This EWMA estimator will eventu-
ally converge to the actual average value as long as the number
of active EDs (regardless of whether they eventually transmit
or not according to their transmission probability) remains
stable.

Fig. 2. Simulated scenario. EDs are uniformly distributed in a circular area
with a radius of 100 km, so they perceive slightly different uplink channels.
The satellite footprint is shown as a grey circle.

TABLE I
LORA CONFIGURATION PARAMETERS

Parameter Value

SF 12
BW 125 kHz
CR 4/5

Frequency 868MHz
Symbol duration 32.77ms
Preamble length 8 symbols
Payload length 20 bytes

Time on air 1.319 s
Data rate 0.293 kb/s

V. EXPERIMENTAL RESULTS

To compare the performance of the considered MAC proto-
cols, we have conducted several simulation experiments using
a LEO constellation simulator module [51] we developed for
the ndnSIM network simulator [52]. In particular, we have
simulated a DtS-IoT scenario with a single LEO satellite
configured with an orbit at an altitude of 500 km and an
inclination angle of 60◦. As shown in Fig. 2, the EDs are
uniformly distributed at random locations in a circular region
of 100 km radius around a given central point over which
the satellite passes from time to time. Consequently, the
EDs observe slightly different not totally overlapped visibility
periods. We assume that the uplink is operative when the
elevation angle is higher than 25◦. We have simulated multiple
visibility periods of significant duration. In particular, the
duration of the visibility periods in the simulated scenarios
varies from 201 to 230 s (with average ≈ 216 s).

We have configured LoRa parameters with the default values
for the EU868 band, as shown in Table I. We assumed that all
LoRa frames carry the same payload (20 bytes), thus requiring
each one a transmission time (time on air) of 1.319 s with
SF12 [53]. Therefore, the average number of EDs that could
successfully transmit a frame per visibility period is upper
bounded to ⌊216/1.319⌋ = 163.

Table II shows the values assigned to the main power
parameters. Note that we assumed the maximum allowed
transmission power for the EDs (14 dBm), 0 dBi gain antennas
at 868MHz on the EDs, a 12 dBi gain antenna on the satellite,
and system losses of 3.3 dB due to polarization mismatches
and atmospheric issues as suggested in [29]. We have checked
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TABLE II
POWER PARAMETERS

Parameter Value

Ptx 14 dBm
Gtx 0 dBi
Grx 12 dBi
Lsys 3.3 dB
γ 1 dB

that, with this power configuration, almost all uplink transmis-
sions are received at the satellite with a power higher than the
reception sensitivity threshold for SF12 (−137 dBm). Finally,
when interference cancellation is applied at the receiver, we
set the capture effect threshold γ to 1 dB, as in [54], [55].

Regarding the slotted schemes, we set the timeslot duration
to 1.451 s, that is, the frame transmission time plus a 10%
guard time to deal with slight de-synchronizations. Finally,
for the adaptive schemes, the smoothing factor β, the closed-
loop proportionality constant κ and the minimum transmission
probability pmin are set to 1/8, 1/4 and 1/8, respectively. With
these values of pmin and κ, the system stability conditions
derived in the Appendix are met for all the simulated scenarios.

A. Throughput

We firstly examined the available throughput varying the
number of active EDs on the uplink channel from 2 to 512
(i.e., varying the normalized offered load from 0.012 to 3.13).
Figure 3 shows the throughput obtained with the different
MAC schemes measured as the average number of EDs
that are able to successfully transmit a frame per visibility
period. The maximum throughput achievable with an ideal
MAC scheme is also shown with a black line as a reference.

Certainly, the throughput obtained with all the Aloha-based
schemes is modest: on average, the slotted (unslotted) variants
can achieve a maximum of just 58 (32) successful transmis-
sions per visibility period. And, as expected, the throughput
obtained with the classical variants is very poor since they
cause a large number of collisions at the beginning of the vis-
ibility periods.2 Also note that, for the randomized variants, the
throughput decreases as the offered load exceeds the optimum
value (i.e., a normalized load of 0.5 for the unslotted schemes
and 1 for the slotted ones). However, with our adaptive
transmission control, the throughput at the highest loads can
be maintained at the maximum value, without compromising
network performance at low and moderate loads. As expected,
the EDs are able to dynamically adjust their transmission
rates so that the effective offered load tends to the optimum
value. It is worth noting that, although our model implicitly
assumes that the EDs observe completely overlapped visibility
periods, it is also valid when the EDs observed only partially
overlapped visibility periods of similar duration, as is the case
in the simulated scenarios.

2This is the expected performance in single satellite scenarios with very
sparse visibility periods. As the number of satellites in the LEO constellation
increases, the visibility periods will become more frequent and the throughput
obtained with the classical variants will approach that of the randomized ones.

Figure 4 shows how the transmission probability (the
average value of ptx for all active EDs) evolves in both
unslotted and slotted scenarios. It can be seen how the EDs
opportunely respond to traffic overload by reducing their
transmission probabilities proportionally to the actual excess
load. In addition, as predicted by the stability analysis, the
transmission probability converges after a moderate number
of visibility periods in all the simulated scenarios.3 For this,
both pmin and κ parameters have been configured with values
that satisfy their respective stability conditions derived in
the Appendix: pmin = 1/8 < p∗tx < 0.19 (the lowest p∗tx
value obtained with 512 EDs in the unslotted scenario) and
0 < κ = 1/4 < 2G∗/G < 0.32 (the lowest threshold obtained
when G∗ = 0.5 and G = 3.13). Finally, note that, if the
number of active EDs (i.e., the offered load) is low enough,
the EDs always keep their transmission probabilities very close
to 1 and, therefore, it is unnecessary to show the results for
these scenarios in the graphs.

Figure 3b depicts the throughput obtained when interference
cancellation is applied at the GW. The results are analogous
to those obtained without interference cancellation although,
in these scenarios, the average number of successful transmis-
sions per visibility period is higher (at most 97 and 50 for
the slotted and the unslotted schemes, respectively). Note that
our adaptive techniques still work well even with interference
cancellation and keep the throughput at its maximum value at
the highest loads.

B. Frame Loss Ratio

The frame loss ratio (FLR) is another metric commonly
used to evaluate the performance of MAC mechanisms. FLR
is defined as the ratio of failing transmissions (i.e., FLR=
1−psuccess). Figure 5 shows the FLR obtained with the different
schemes in the previous scenarios. It can be seen that the FLR
increases quickly with the number of active EDs although, as
expected, lower FLRs are measured when using the slotted
schemes. Additionally, note that the adaptive variants can
partially mitigate the FLR increment at the highest loads
since they significantly reduce the effective load offered to
the network.

Alternately, MAC performance can be evaluated by estimat-
ing the offered load that can be supported while keeping the
FLR around a target value. Thus, we show in Fig. 6 the number
of active EDs supported with each scheme when considering
target FLRs of just 0.05 and 0.1. Certainly, to maintain the
FLR at such low values, the number of active EDs must be
necessarily small, specially without interference cancellation.
Note that the values obtained with the adaptive schemes are not
depicted in this graph since they are identical to those obtained
with their corresponding unresponsive schemes (as expected,

3The actual convergence time depends on the frequency of the visibility
periods. In this scenario with a single LEO satellite at an altitude of 500 km,
EDs just enjoy a visibility period approximately every 90 minutes, so the
proposed algorithm would take about 60 hours to converge. However, LEO
constellations actually consist of multiple satellites distributed among a set of
different orbital planes, so the times between successive visibility periods are
significantly shorter and, therefore, our algorithm will take much less time to
converge.
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Fig. 3. Throughput results. (a) Without interference cancellation. (b) With interference cancellation.
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Fig. 4. Evolution of the average transmission probability at the EDs. Each line is labeled with the corresponding number of active EDs. (a) Unslotted scenarios.
(b) Slotted scenarios.
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Fig. 5. FLR results. (a) Without interference cancellation. (b) With interference cancellation.

both adaptive and non-adaptive schemes provide equal FLRs
at low loads).

C. Energy Efficiency

We have also evaluated the efficiency of the MAC schemes
at the EDs from an energy point of view. The energy efficiency
can be defined as the average number of bits that EDs can

successfully transmit through the uplink channel per joule:

Energy efficiency = (1− FLR)
N

PtxT + Esync
, (9)

where N is the average number of bits in the payload of
the successfully transmitted frames, T is the average frame
transmission time and Esync is the energy consumed by the
synchronization mechanism necessary in the slotted schemes.
In our experiments, recall that we set Ptx = 14 dBm =
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25.12mW and, since we assumed that all LoRa frames carry
20 bytes in their payload, we get that N = 160 bits and
T = 1.319 s. Certainly, slotted schemes require consuming
some additional energy Esync to maintain EDs synchronized.
Fortunately, lightweight synchronization mechanisms just re-
quire the occasional reception of beacon frames from the GW
at long intervals. Thus, if we assume that at most one beacon
frame must be received every two visibility periods, we get that
Esync = PsyncTbeacon/2, where Psync is the power consumed
by an ED while sensing the downlink channel and Tbeacon is
the transmission time of the beacon frames.

Figure 7 shows the energy efficiency obtained for the MAC
schemes assuming that Psync = Ptx/2 = 12.56mW and
that the beacons have the same length that the data frames
(Tbeacon = T = 1.319 s). Clearly, energy efficiency decreases
as the offered load increases since, as shown in (9), it is
inversely proportional to the FLR. Also note that, at low
loads, the unslotted schemes are more efficient than the slotted
ones since the marginally lower FLRs obtained with the
slotted schemes do not compensate for the energy consumed
by the synchronization mechanism. However, in overloaded
scenarios, the situation is just reversed and the slotted schemes
become more efficient. Another important result is that the
adaptive schemes significantly improve energy efficiency at
the highest loads since they greatly reduce the amount of
failing transmissions. Finally, note that MAC schemes with
interference cancellation are, of course, slightly more efficient:
the application of interference cancellation techniques reduces
the FLR at the cost of increasing the energy consumption at
the GW, but it has no power effect on the EDs at all.

VI. CONCLUSIONS

This paper addresses the scalability issues raised on DtS-IoT
networks in which LoRa devices use LoRaWAN technology
for communicating directly with LEO satellites. It is expected
that coverage areas of LEO satellites will include a high num-
ber of devices attempting an uplink transmission during the
short visibility periods of the passing-by gateways. Therefore,
the conventional Aloha protocol used by LoRa devices may
be unsuitable for these scenarios.

In this paper, we have evaluated some different Aloha-
based MAC schemes that can cope with the stringent demands
of resource-constrained LoRa devices in terms of energy

efficiency and complexity. Simulation results show that the
throughput obtained with all the evaluated schemes is mod-
est and that, therefore, the number of active EDs in these
networks should be limited in some way. Additionally, we
have presented a novel technique that allows LoRa devices
to dynamically adapt their sending rates so that the network
always works near its optimal operating conditions. As a
result, our adaptive Aloha variants, unlike common Aloha-
based schemes, are able to obtain a throughput near the
maximum achievable even in overloaded scenarios. Moreover,
the proposed technique can be easily implemented in any kind
of LoRa device, since each node can autonomously adjust its
sending rate without the need for coordination among active
nodes, listening to the channel nor gateway support.
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APPENDIX
STABILITY ANALYSIS

The adaptive ptx tuning algorithm presented in Algorithm 1
can be modeled as the following dynamical system:

ptx[i] = min

{
max

{
ptx[i− 1] +

κ

Ĝ[i]

(
G∗ − Ĝ[i]

)
, pmin

}
, 1

}
(10)

in the discrete index i = 1, 2, . . . , where Ĝ[i] = ptx[i − 1]G
captures the impact of the transmission probability on the
effective offered load. Since Ĝ(·) is a continuous, increasing
and differentiable function of ptx with bounded derivative,
this system clearly reaches the equilibrium point p∗tx when
Ĝ(p∗tx) = p∗tx G = G∗. Then, assuming pmin ≤ p∗tx ≤ 1 since,
otherwise, the target load G∗ cannot be achievable, (10) can
be written as

ptx[i] = ptx[i− 1] + κ

(
G∗

ptx[i− 1]G
− 1

)
. (11)

It is straightforward to prove via linearization that this
system is stable if the derivative of (11) at the equilibrium
point has an absolute value strictly less than one, that is,∣∣∣∣1− κ

G∗

Gp∗2tx

∣∣∣∣ < 1. (12)

Therefore, the stability condition is met if 0 < κ < 2Gp∗2tx /G
∗.

Finally, substituting p∗tx = G∗/G in this expression, we get that
0 < κ < 2G∗/G to guarantee system stability. Clearly, both
G∗ and G are bounded and positive, so there always exists
a sufficiently small κ that holds with the required stability
condition.
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