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Abstract—In this paper, we focus on buffer-aided wireless
powered Internet of Things (IoTs) comprising of one wireless
access point (AP) and multiple devices, where the AP provides
energy to all devices via downlink radio frequency (RF) energy
beams. All devices utilize the harvested energy to transmit their
data to the AP in a time-division multiple access (TDMA) manner.
Every device is assumed to be provisioned with energy storage
and data buffer to store the collected energy from the AP and
its data, respectively. The problem of minimizing the long-term
average age of information (Aol) of the system is formulated
in this paper. By solving the problem under the Lyapunov
optimization framework, the Aol-aware adaptive transmission
scheme is obtained, in which downlink RF energy beamforming,
downlink energy transfer and uplink access, as well as transmit
power and transmission rate by every device, will be jointly
adjusted in order to minimize average weightede Aol according
to the underlying channel state information (CSI), the buffer state
information (BSI), the energy-consumption status information
(ESI) of all terminals, as well as the Aol status information
(ASID). Our analysis unveils that, the status update rate at devices
has a significant impact on the achievable Aol performance, and
the minimum average weighted Aol can only be realized at a
reasonable status update rate, which is neither too high nor
too low. Moreover, flexible Aol-aware scheme can be realized
by adjusting either the Aol priority level or the Aol weighting
coefficient.

Index Terms—Aol-Aware Mechanism; Wireless Powered In-
ternet of Things; Random Status Update.
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ORE and more Internet of Things (IoT) devices are

widely deployed to enable smart transportation, home,
and medical applications [1]- [3]. The ultra-reliable low la-
tency communications (URLLC) in 5G networks serve as
an enabler for meeting the emerging latency-sensitive service
requirements. However, it should be noted that traditional
communication delay metrics, such as network delay and its
jitter, can not characterize and capture the data freshness
requirements of the increasing IoT applications. In recent
years, the concept of age of information (Aol) has received
a lot of attention to measure the freshness of the received
data from the receiver perspective [4], [S5]. Aol captures the
elapsed time between the present time and the generation
time of the latest data packet at source, which allows us to
effectively measure the information timeliness of the received
data packets at the destination [6]- [9].

A. Related Works

Ever since its inception in the literature, the concept of Aol
has been widely used to assess delay-sensitive communica-
tion services [10]- [25]. The minimum realized Aol problem
for single-link state monitoring system and multi-link state
monitoring system were studied in [13]- [16] for the given
Bernoulli data generation model (i.e., packets are generated
within each time slot independently with probability ). The
long-term average weighted Aol performance of a system with
one single base station serving multiple users with different
service flows under given arrival constraints were studied
in [17]- [19], in which three queuing rules of first-come,
first-served (FCES), last-come, first-served (LCFS), and no-
queue were considered, and it was shown that the optimal
stationary randomized policy and the max-weight policy were
recommended to enhance the achievable Aol performance.
In addition, it was unveiled that, by performing Lyapunov
optimization [47], the maximum-weight policy was capable
of approaching the system long-term average weighted Aol
lower bound.

The Aol-aware scheduling problem in an uplink multiple
access loT system was studied in [20], and two multiple
access scheduling algorithms of cyclic scheduling detection
(CSD) and fictitious polynomial mapping (FPM) were pro-
posed to guarantee the maximum Aol threshold requirements
by all users for small-scale network and large-scale network,
respectively. An age-independent stationary randomized policy
(AI-SRP) for the unlink data updates in a TDMA based
multiple access network was studied in [21] to minimize the



long-term weighted average Aol. The information freshness of
single-server multi-source queueing models under the FCFS
serving policy was studied in [22]. The exact average Aol
for the case with exponentially distributed service time (i.e., a
multi-source M /M /1 queueing model) was derived to obtain
approximate average Aol for multi-source M/G/1 queueing
model with general service time distribution. An Aol-aware
transmission scheme was studied in [23] to reduce Aol in
NOMA-based downlink systems. An age-optimal heteroge-
neous traffic scheduling scheme was considered in [24] to
improve the information freshness of status update traffic while
satisfying timely throughput constraints. In [25], the resource
allocation problem in an energy harvesting wireless sensor
networks (EH-WSNs) using TDMA and frequency-division
multiple access (FDMA) was studied to minimize the average
Aol, and it was shown that the choice of two multiple access
techniques depends on many factors such as the available
energy, the number of users, the packet size, and the type of
packet sampling (parallel sampling or distributed sampling).
Although there have been a plethora of research efforts devoted
to different scenarios where Aol is minimized, most of the ex-
isting studies assume users with either throughput performance
requirements or Aol performance requirements. In practical
IoT applications, such as real-time vehicle travel path detection
and remote surgery, the system design is expected to reduce
Aol as much as possible when meeting certain throughput
requirements. This is in fact the first motivation of our work
in this paper.

Wireless energy transfer (WET) technology provides a
promising energy supply alternative to overcome the energy
sustainability issue in the IoT design. In recent years, wire-
less powered communication networks (WPCN) had received
much attention due to its flexibility of using WET and wire-
less information transmission (WIT) [26]- [32], [37]- [40].
Although RF-based WET techniques can transmit energy from
a few meters to several kilometers, the RF signal decays
sharply with the increase of transmission distance, which gives
rise to lower energy transmission efficiency [30]. Wireless
energy beamforming (BF) can be utilized to compensate
this drawback by concentrating the RF signal in a specific
direction. In [31], the optimal energy beamforming design
was proposed to maximize the energy transmission efficiency
in a MIMO system. A MISO WPCN was studied in [32] to
devise downlink RF-base WET beams such that multiple nodes
can use the collected energy to transmit their data in TDMA
systems, then the time slot allocation and energy beamforming
design were jointly optimized to maximize the overall system
throughput performance.

Large of existing research has demonstrated the great
potential of introducing data buffer-aided or energy stor-
age into wireless communication system to improve system
transmission throughput performance or reduce transmission
power overhead [33]- [40]. Data buffer-aided scheme was
introduced in [33]- [36] to improves transmission throughput
performance of wireless relay networks. It was shown in [37]-
[40] that, the use of energy storage in WPCN can efficiently
utilize channel state information (CSI) to enhance transmission
throughput. When a common power station (PS) is deployed

to provide energy supply to multiple terminals through RF-
based energy harvesting techniques such that these terminals
can independently transmit their data to the corresponding
receivers, it was shown in [38] that, if a certain transmission
delay can be tolerated, multiple energy-constrained wireless
powered terminals can be effectively supported with less
power consumption at the desired data rate. An online buffer-
energy-aware adaptive transmission scheme was proposed for
wireless powered buffer aided relay communication in [39] to
adjust the transmission according to the dynamic CSI, the data
buffer state information (BSI), and the energy state information
(ESI) for the sake of maximizing the achievable throughput. In
[40], the access point (AP) of a wireless network was utilized
to provide energy supply via WET to multiple terminals in
the downlink, and all terminals then use the harvested energy
to transmit their data to the AP in a TDMA manner. A
buffer-aided adaptive transmission scheme was proposed to
maximize the long-term weighted sum-rate through energy BF
design, power allocations, rate control, time allocations, and
transmission mode selection subject to average transmit power,
peak transmit power, data loss ratio requirements, limited data
buffer size as well as energy storage constraint. In addition,
the weighted max-min scheduling scheme was proposed to
guarantee the fair access requirement by multiple terminals.
The works in [39] and [40] disclosed the compromise
and inherent tradeoff relationship between the realized system
average transmission rate and the incurred time delay. A
large number of existing studies have confirmed the great
potential of introducing buffer-aided mechanisms in wireless
energy harvesting communication systems to improve the
system performance. However, there is a paucity of research
efforts reported in the literature to explore the realized Aol
performance in buffer-aided wireless powered IoT network,
which is the second motivation of our work in this paper.
Recently, real-time monitoring system was studied in [41]
and [42], in which multiple source nodes are supposed to send
update packets to a common destination node in order to main-
tain the freshness of information at the destination in terms of
the average weighted Aol, and all source nodes are powered
through wireless energy transfer (WET) by the destination.
The long-term average weighted sum of Aol minimization
problem was formulated as a Markov decision process (MDP)
with finite state and action spaces. Due to the extreme curse
of dimensionality in the state space of the formulated MDP,
deep reinforcement learning (DRL) algorithm and Deep Q
Network (DQN) algorithm were proposed in [41] and [42]
to learn the age-optimal policy in a computationally-efficient
manner. However, only the generate-at-will data generation
model was considered, which can not completely characterize
the effect of the stochastic arrival of data by source nodes on
the achieved average weighted Aol performance. In addition,
due to the complexity, deep learning approach was employed
in [41] and [42] to obtain the age-optimal policy, which is
not so obvious to highlight the critical factors that dominate
the realized average weighted Aol performance. And this is
precisely our third motivation to consider more general task-
related status update rates and to derive Aol-aware status
update by using a Lyapunov optimization framework in buffer-



aided wireless powered IoT network.

B. The Primary Work and Contributions of This Paper

This paper focuses on an Aol-aware buffer-aided wireless
powered IoT network, in which one AP provides energy to
multiple devices via downlink RF energy beamforming, and
multiple devices utilize the harvested energy to transmit their
task-related status update data to AP in a TDMA manner.
Every device is assumed to be provisioned with energy storage
and data buffer to store the collected energy from the AP and
its own task-related status update data, respectively. In order
to gain insights into the achievable Aol region and the primary
factors that dominate the achievable Aol performance, the
problem of minimizing the long-term average weighted Aol of
the system is formulated and studied. By solving the problem
under the Lyapunov optimization framework, we derive the
Aol-aware adaptive transmission scheme to effectively reduce
the long-term average weighted Aol of the system, in which
the downlink RF energy beamforming, the downlink energy
transfer and uplink multiple devices data transmission, as well
as the transmit power and transmission rate by every terminal,
will be jointly adjusted according to the underlying CSI, the
BSI and the ESI, as well as the ASI of different devices on
the AP side. The primary work and main contributions of the
paper can be summarized as follows:

o Firstly, considering the device task-related randomly gen-
erated status update data, we propose an adaptive Aol-
aware status update scheme for buffer-aided wireless
powered IoT network to reveal the achievable average
Aol performance. Our analysis in this paper unveils the
fact that, status update rate has a direct impact on the
achievable average Aol performance. It is disclosed that
there exists an optimal status update rate in terms of the
minimum realized long-term average Aol.

e Secondly, our analysis unveils that, given the status
update rate, the Aol priority level and the Aol weighting
coefficient can be set to adjust the realized average Aol of
specific device and the average weighted Aol of system,
respectively. Hence, the Aol priority level and the Aol
weighting coefficient provide us two methods to flexibly
fulfill the status update requirements by specific device
and the whole system.

Our analysis in the paper sheds light on how to design
an Aol-aware adaptive buffer-aided wireless powered IoT
network. The remainder of this paper is organized as follows:
in Section II, we present the model of buffer-aided wireless
powered IoT network and the average weighted Aol min-
imization problem formulation. The Lyapunov optimization
framework is utilized in Section IIl to solve the average
weighted Aol minimization problem to derive the Aol-aware
adaptive status update scheme. The numerical analysis results
are presented in Section IV to validate our analysis. Finally,
we conclude our work in Section V.

Throughout the paper, bold letters will be used to denote
vectors (lowercase) or matrices (uppercase). (-)7 and (-)7
stands for transpose and conjugate transpose, respectively. ||
denotes absolute value and ||- || denotes Euclidean norm. ¢r(-)

denotes the trace of a matrix, and - >~ implies that the matrix
is semi-definite. diag(-) stands for the diagonalization matrix
of a vector.

II. SYSTEM MODEL AND PROBLEM FORMULATION
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Fig. 1. Buffer-aided Wireless Powered IoT Network.

As shown in Fig. 1, the wireless powered IoT network
under study consists of an access point (AP) and K devices,
where the AP is assumed to be equipped with /N antennas and
each device is equipped with a single antenna. All devices
are assumed to be energy-constrained nodes that can only
harvest energy from the AP through wireless energy harvesting
techniques, i.e., the AP transmits energy beams to all devices
in the downlink transmission phase, and all devices use the
collected energy to transmit their task-related status update
data to the AP in the uplink phase. Moreover, all devices are
assumed to transmit their independent status update packet
to the AP in a TDMA manner. In order to fully explore the
potential of data buffer and energy storage to improve the
status update performance, we assume that each device has a
data buffer and an energy storage to store status update packets
(either upper layer task specified status update or sensing
data) and the collected energy via wireless energy harvesting,
respectively. We consider a time-slot based communication
system with T slots, and let T' = {0,1,--- ,7 — 1} denote
the set of time slots. Let Ey(t) and Qy(t) represent the
energy storage state and data buffer state of device k within
time slot t € T, respectively. In each time slot, we assume
that the generation of a fresh packet for each device obeys
the Bernoulli process with parameter A(t). Let ax(t) denote
the number of fresh packets generated by device k, thus
Elar(t)] = A (packets/slot). We use Ly to represent the
size of each packet generated by device k (unit: bits). When a
fresh packet associated with device k is generated, it will be
first buffered in the corresponding data buffer!, then waits to
be scheduled for transmission under the FCFS queuing policy.

Let hy(t) € CNV*! denote channel coefficients of the link

from device k£ to AP. We assume that all involved wireless
channels are block fading, i.e., the channel coefficient is a

I'Since data buffer is assumed, we do not assume packet loss, which might
be important in some IoT applications, wherein not only the data freshness,
but also the in-order and complete packet delivery are needed.



constant within each time slot, but can vary independently
from one slot to the next. We use K + 1 binary variables
di(t) € {0,1} to indicate whether the downlink energy
transfer or uplink data transmission by a specific device k
is selected for transmission status update to the AP. More
specifically, do(t) = 1 indicates that the downlink energy
transfer mode is selected, otherwise do(t) = 0. dp(t) = 1
(k € {1,2,--- , K}) represents that device k is scheduled to
transmit its status update to the AP, otherwise dj,(¢) = 0. Since
we assume that the whole system operates in the half-duplex
mode, i.e., the energy transfer and data transmission cannot
be performed simultaneously, thus the TDM uplink constraint
can be given by:

K

> di(t) =1, Vt. 1)

k=1
In this work, we perform centralized scheduling and assume
that the AP can obtain perfect channel state information (CSI)
by inserting appropriate channel estimation pilots when de-
vices upload their data. In addition, we assume that all devices
can feed back their energy storage states and data buffer
states (backlogs) to the AP via a dedicated signaling channel.
Once the AP obtains the Aol status information (ASI), energy
storage state information (ESI), data buffer state information
(BSI), and CSIs of all devices, it can adaptively make a
transmission control decision accordingly, and informs all
devices how to adapt their transmissions. In realistic scenarios,
the AP cannot obtain perfect CSlIs, and the impact of imperfect
CSIs on the Aol-aware buffer-aided wireless powered IoT
network will be left for our future work. The symbol notation
used in this paper can be summarized in Table 1.

A. Downlink RF Energy Transfer Mode

In time slot ¢, if do(t) = 1, the system will operate in the
downlink RF energy transmission mode. The AP will transmit
energy beams to all devices, such that every device can harvest
energy from the received RF signal. The energy transmission
beamforming vector of the AP in time slot ¢ is given by:

w(t) = (wi(t), wa(t), ..., wn ()" e CV*? 2)

The transmit power of the AP is given by Pap = ||w(t)||? =

tr(w(t)w(t)™). The energy beam signal received by device
k can be expressed as:

yr(t) = i (1) w(t)sp (1) + 21 (8), 3)

where s,(t) stands for the signal intended for WET, and
lsp()I> = 1. z(t) ~ CN(0,0%) is the additive white
Gaussian noise at device k, respectively. Then the harvested
energy by device k is given by
Hi(t) = do(t)n|hi (t)wi(t)]?

= do(t)ntr(he (Db (Hwr (Wi (1)),
where n € (0,1) is the energy conversion efficiency. For
simplicity, here we assume unit duration of each time slot.

“

B. Uplink Data Transmission Mode

In the ¢-th time slot, if dj(¢) = 1, the system operates in the
uplink data transmission mode, and device k will transmit its
buffered data packets to the AP by using the harvested energy.
The received signal at AP is given by

yark(t) =/ Pe(t)hil ()zk(t) + zapk(t), (5)

TABLE I

SYMBOL NOTATION TABLE
Symbol | Definition
K Total number of devices
N The number of antennas used for RF energy transfer
[ Aol demand priority for device k
ag(t) The number of packets arriving at device k£ from upper

layer applications at time slot ¢
d (t) Transmission selection metric at time slot ¢
Ak Data packet arrival rate for device k
Ly Packet size of device k
hy(t) The channel coefficient between device k and AP
at time slot ¢

wi(t) Energy beamforming vector at slot ¢
Hi(t) Energy harvested from AP by device k at time slot ¢
n energy conversion efficiency
ng(t) Number of packets transmitted by device k at time slot ¢
Ry (¢) The link capacity between device k and the AP at time slot ¢
Ei(t) Energy queue state of device k at time slot ¢
Qx(t) Data queue state of device k at time slot ¢
W(¢) Virtual power queue state of the AP at time slot ¢
Ak (t) Aol of device k at time slot ¢
ug(t) Timestamp of the latest packet of device k
Pup Average transmit power of AP
Pg® Peak transmit power of AP
ppraw Peak transmit power of device k&
Ey, Energy storage size of device k

where Py (t) and zj(t) are the transmit power and transmit

signal, respectively. It is assumed that E[|xj(#)]?] = 1.
zapi(t) € CV*! denotes the additive white Gaussian noise
at AP and zapy(t) ~ CN(0,Iy0?) , where Iy is the
identity matrix of N x N. Let ny(t) represent the number of
packets successfully transmitted from device k to AP, while the
indicator function of I (t) € {0, 1} is used to indicate whether
the AP can successfully receive ny(t) packets when device k
is scheduled for transmissions, thus Ij(t) can be given by

Ik(t) _ { 1, if dk(t)Rk(t) > nk(t)Lk’ ©

0, otherwise.

Let Ry (t) represent the link capacity (bits/slot) (the maximal
amount of data (unit: bits) that can be reliably transmitted from
device k to AP) at time slot ¢, and

H (1\[12
PO OIF -
where B represents the channel bandwidth allocated to every
device, we assume unity time slot duration. It should be
stressed that, multi-packet transmission is considered in this
paper, namely, the scheduled device can transmit as many
packets to the AP as possible within the uplink capacity
limit, namely, n(t) = | Ri(t)/Lx |, where || stands for the
rounding down operation.

Ri(t) = Blog, (1 +

C. Energy Storage and Data Buffer Update

Each device can store the collected energy in its energy
storage in the downlink RF energy transfer mode. When device
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Fig. 2. Aol evolution example with fixed single packet transmission and adaptive multiple packet transmission in the buffer-aided wireless powered IoT

network.

k is scheduled for the uplink transmission, it will first extract
packets from its data buffer and then transmit the fresh packets
to the AP by using the harvested energy. The energy storage
and data buffer updates can be characterized as below

Ei(t+1)=min [(Ek () +Hr(t)—dr(t) Pu(t)) !, Ek] ) ®)
Qu(t+1)= (Qu(t)+ar(t) Lr() —d () (D Ri (1) *, ()

where Ej, represents the maximal energy storage size of
device k and (-)" = max{-,0}.

D. Age of Information

Age of Information (Aol) refers to the time elapsed since
the most recent data message was received by the destination,
which can be used to measure the freshness of information
from the perspective of the receiver. When the FCFS queuing
rule is applied, the Aol evolution example for the k-th device
is depicted in Fig. 2, where the fixed single packet trans-
mission and adaptive multi-packet transmission are included
for illustration. The associated data buffer backlog of device
k by the end of each time slot with adaptive multi-packet
transmission are presented as well. One may readily observe
from Fig. 2 that, data packets at device k£ are generated in
the 1st, the 5-th and the 7-th time slots, which are delivered
to the AP in the 4-th, the 9-th and the 11-th time slots,
respectively. In addition, the difference in Aol performance
between adaptive multi-packet transmission strategy and fixed
single packet transmission strategy can be shown in time slots
16, 24, and T. Let ug(¢) denote the generation time of the
latest data packet received by AP from device k in time slot
t, the Aol measure Ay (t) of device k can thus be given by

if dk(t) = l,Ik(t) =1
otherwise.

t— uk(t),

ao={' (10)

Like [43] and [44],the average Aol metric is used in this paper
to characterize the achievable Aol performance of a specific
device k, which can be denote by:

T—1
_ . 1
Ay, :T@;ﬁZAk(t). n

t=0

Like [24], [45], and [46], we use the following average
weighted Aol metric to evaluate the overall achievable Aol
performance of the system:

(12)

5
!
8
~
=

where 6, stands for the Aol priority level of device k, 0 €
[0,1] and S5, 0 = 1.

E. Problem Formulation

In this paper, our objective is to minimize the average
weighted Aol of wireless powered IoT network subject to
data buffer and energy storage causal constraints, transmission
mode selection constraint, peak and average transmit power



constraints of the AP, which can be summarized as follows:

1 T-1 K
P1: i lim 01 Ak (t
w(t),P(rg}H(t),d(t) To00 TK Z Z k()

Cl :Ej(t+1)=min [(Ek(t)+’Hk(t)—dk(t)Pk(t))+, Ek],vm,
C2:d ( ) € {0,1}, Vk, t

cs:de ) =1,vt
if d( t) > t) Lk,
C4 :Iy { § OO 2 O Vk,t,ni(t) € NT,
otherwme
t— if di(t)=1,I(t)=1
C5:A "’“ if de(t)=1,1c(=1, ),
+1 otherwise,

C6:0 < dk(t)Pk ) < mln[Ek( ), Pénax],Vk,t,
C7 :Qk(t—‘rl) (Qk( )—I—ak( ) k( )—dk(t)]k(t)Rk(t))th,t,

.1

C8: lim ; di () Ik (t) Ri (t) > A\g L, Vk, t,
1 T—1 B

C9 Thj;%o T (t)Hw(t)||2 < PAP7Vt7

C10: do(t )HW( )H2 < Pap", Vi,

where P/"* is the peak transmit power of device k, Pap

and P8 are the maximal average transmit power and peak
transmit power of the AP, respectively. C1 represents the
energy queue causal constraint. C2 and C3 stand for the
transmission mode selection constraints. C4 is the device
transmission rate constraint. C5 is the Aol evolution con-
straint. C6 is the device peak transmit power constraint. C7
is the data queue evolution constraint. C8 specifies that the
average departure rate of every device is no less than its
generation rate to retain the stability of the data buffer. C9
and C10 are the average transmit power constraint and the
peak transmit power constraints of the AP in the downlink
RF energy transfer mode, respectively. In P1, energy beams
w(t), power allocation P(t) = (Py(t), Pa(t), ..., Pk (t)) at all
K devices, the number of transmitted status update packets
n(t) = (n1(t),n2(t),...,nk(t)), and transmission mode se-
lection d(t) = (do(t),d1(t),...,dk(t)) are jointly optimized
to minimize the long-term average weighted Aol.

III. ADAPTIVE AOI-AWARE TRANSMISSION DESIGN

Obviously, P1 is a non-convex mixed-integer optimization
problem, which is difficult to be solved directly. In this sub-
section, we will utilize the Lyapunov optimization framework
to transform the time-averaging constraint into a queueing
stability requirement. On this basis, we can derive the adaptive
Aol-aware wireless transmission scheme. Let us define a
virtual energy consumption queue ¥(¢) of the AP in C9, and
its status update can be given as follows

U(t+1) =

PAP)+,Vt.

(W(t) + do(t)lw(t)]|* — (13)

As for data queue Q) (t) and virtual energy consumption queue
U(t), we have the following theorem.

Theorem I: If data queue Q(¢) and virtual energy con-

sumption queue W(t) are rate stable, i.e., limp_, Q’“T(T) =

limp o % = 0, we have the following relationship:

Jim Z di ()T () Ric(t) > ALy (14)
.1 2 _ 5
Tll_I)'I;o T ; do(®)|w(@®)|I” < Pap (15)
Proof. Please see Appendix A. O

According to Theorem 1, one can readily find out that,
if the virtual energy consumption queue is rate stable, the
time-averaged power consumption constraint of the AP can be
satisfied. This implies that, the time-averaged power consump-
tion constraint can be equivalently transformed to a stability
problem of the virtual energy consumption queue. Hence, the
original time-averaged optimization problem P1 is equivalent
to minimizing the average weighted Aol problem under the
constraint of the virtual energy consumption queue stability,
which can be solved by using the Lyapunov optimization

framework.
Let O(t) = [Qk(t), Ex(t), ¥(t)] denote the state vector of

all involved queues in time slot t. According to the status of
data buffer, energy storage, and virtual energy consumption
queue in time slot ¢, we can construct the following quadratic
Lyapunov function:

LO) =3 3 {uasQ(t) + men(Brx — Be(t))*}

+ S no¥() (16)

where 1k, E K, to are the weighting coefficients utilized
to make the magnitudes of all queue states comparable. In
order to guarantee the stability of all queues, we introduce
the following Lyapunov shift to represent the variation of
Lyapunov function between two consecutive time slots:

A(O(1) =E[L(©(+1)) - L(©

)] (17)

where E[-] specifies the statistical expectation of the ran-
domness of CSI and the dynamic choices of transmission
modes given O (t). Since our goal is to minimize the average
weighted Aol, we can construct the following Lyapunov drift-
plus-penalty:

A(O(t) + VE | Y 0k Ax(t+1) | O(t) (18)

k=1

where V' is a non-negative weighting coefficient that is
employed to adjust the tradeoff between the average weighted
Aol of the system and the queueing size, which we will refer
it to as Aol weighting coefficient as well. By minimizing the
above Lyapunov drift-plus-penalty function, the minimization
of average weighted Aol and the stability of all queues can
be achieved simultaneously.



Theorem 2: The upper bound of the Lyapunov drift-plus-
penalty function is given by:

AO(L) + VE

> OkAk(t+1) | @(t)]

k=1

<Co+ Y E{pqrQu(t) (ar(t)Lr — di(t)Ix(t) Ri(t))

k=1

e (B = Be(®)) (@(OPL(0) = Ha(0) | ©()}
+ 0B [¥(1) (do() [w(t) [* = Par) | ()]

Z&kAk(t + 1) ‘ @(t)

k=1

+VE (19)

where () is a constant that is independent of all queues and
V, and

1 K 1 K
_ 2 2 172 max2
5; (Lk-i-Rk)-i-i;,uE,k (Hk-i—Pk )

+ 2o (e + PR, (20)

where Ry and Hjy denote the maximum transmission rate

from device k£ to AP and the maximum energy harvested by
device k in each time slot, respectively.

Proof. Please see Appendix B. [

Adaptive Aol-aware transmission can be summarized in the
following Algorithm 1 table:

Based on Theorem 2, instead of minimizing the Lyapunov
drift-plus-penalty function, we can minimize its upper bound.
In each time slot ¢, according to current queue state O(t)
and CSI, the upper bound can be minimized by optimizing
energy beamforming vector w(t), data transmission power
Py(t), transmitted packets number n(t), and transmission
modes d(t). Therefore, the optimization problem P1 can be
transformed into the following one:

w(t) P m(b).d()

z{ 11 £ Qi ()i (1)1 (8) Ri (1)
s (B = Be(®)) (@O Pe(t) = Hu(0) }

K

WO+ VY 0k Ax(t +1)
k=1

s.t. C2, C3, C4, C6, and C10.

+poW(t)do(t

P2 is a mixed integer programming problem due to the
transmission mode di(¢) (k = 0,1,2,..., K), which can be
solved by enumerating K +1 cases. Specifically, we can derive
the optimal energy beamforming vector by setting do(t) = 1.
In the same way, we can obtain the optimal transmit power
and the number of transmitted packets for device k by setting
di(t) = 1 (k # 0). Namely, we can further decompose P2
into K + 1 different subproblems to separately derive the
optimal energy beamforming, the optimal data transmission
power allocation, the number of transmitted packets, as well
as the optimal transmission mode selection.

Algorithm 1: Adaptive Aol-aware transmission
I: Set {t —0[te{0,...,T—1} } Input
V, Pap, {Ak,ak ke {l,.. K} } and Initialize
{Qk(o) =0,E:(0)=0,9(0)=0| ke {l,. K}, te
{0,..,T — 1}};

2: for each time slot ¢, Set {dk(t) =0]ke{0, ...,K}}

do
3:  solve the optimization problem

> AnarQr(t) (a

k=1

iz (B = Be(®)) (@) Pe(t) = (1)}

k(t) Lk — di () I (t) Ri (1))

+ 10 (8) (do(®) WO — Par) + V'3 05 At +1)

k=1
subject to C2,C3,C4,C6 and C10

with variables w(t), < Py (t), ng(t) | k €
{1,... K} } {dk(t) ke {0,...,1(}}

s W)U ()2 -
St n (Bi = Bu(t)) mia(t) +

VS O (Ak(®) + 1) < i (Bl = Br(®)) Pat) -

/j,Q,ka(t)Ik(t)Rk +V Zklr(zl HkAk(t + ].) then
5: do(t) = 1, system work on downlink RF energy
transfer mode;
6: else
7: di(t) =1,k # 0, system work on uplink data
transmission mode;
8:  end if

Update Queue Status
{Qk(t F1), Ep(t+1),0(t+1) | ke{l,. K}, te
{0,..,T - 1}} and {q/(t+ 1| te{0,...T -1} }
set t =t+ 1 and return to step 2 until t =7 — 1

10: end for

A. Optimal Energy Beamforming Design

When the system performs downlink energy harvesting, i.e.,
do(t) = 1, the optimization problem P2 can be rewritten as:

P2.1 :m(ig: oW (£)[lw(t)|*

=Y e (B = BL(®)) nlbf (w(H),

s.t. lw(®)|]® < PS.

P2.1 is a nonconvex problem, but we can solve it by
converting it into a convex problem through the semi-positive
definite relaxation (SDR) method. Let S(t) = w(t)w(t)” and
B(t) = hi(t)hi ()", we have |hjf (t)w(t)|* = tr(B(t)S(t)). Let
M(t) = po ()1 Zk L BE, k(Er — Ex(t))nB(t), where I is the



identity matrix, P2.1 can be equivalently transformed into:
P21.1: rsn<11)1 tr(M(t)S(t))
t

st. 0<tr(S(t)) < Py~
S(t) = 0,
rank(S(t)) = 1.

Since P2.1.1 is convex, we can easily derive its optimal
solution in Theorem 3.
Theorem 3: The optimal energy beamforming design is
given by

if M(t) = 0,

otherwise,

0,
wi(t) = { PR (1), (21)

where u;(t) is the eigenvector with respect to the smallest
eigenvalue of M(t).

Proof. Please see Appendix C. O
It should be noted that, the optimal energy beamforming

design in (18) can guarantee U(t) satisfies Theorem I, i.e.,
U(t) has the following upper bound:

S (Ek — Ex (t)) nhi!

W(t) < (22)
Ho
Proof. Please see Appendix D. O
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Fig. 3. [Illustration of energy beamforming radiation with uniform array
antenna, N = 4.

In Fig. 3, we present the radiation diagram of a uniform
linear array antenna with N = 4 antenna to illustrate the
relationship between the energy storage and the harvested
energy. We take the energy beamforming design of two devices
as an example, in which device 1 and device 2 are placed at
0° and 45°, respectively. As shown in Fig. 3, one can observe
that: if Ey(t) = FEs(t), both devices can receive almost the
same energy beam; when F; < Ej, the main energy beam
will be directed to device 1 such that it can harvest more
energy.

B. Optimal Transmission Power and Rate Allocation

When the system selects the uplink data transmission mode,
K devices will first extract fresh packets stored in their
data buffer, and then send them to the AP in a TDMA
manner. Without loss of generality, we assume that device k
is scheduled in time slot ¢, i.e., dx(t) = 1. In addition, in
order to avoid wasting time resource, we expect that device k
can successfully transmit ny(¢) packets to the AP when it is
scheduled, i.e., I;;(t) = 1. Therefore, by substituting them into
P2, the optimization problem can be transformed as follows:

K

el - ()L
P(Ig,lr?(z) kz::l{ 1@k Qr )1k (t) Lk

P2.2

+ pEk (Ek — Ek(t)) Pk(t)} + VO (t +1-— uk(t))
+V D O (A (1) +1)

k' #£k
H 2
st.  Blog, (1 + w) > ng(t) L,
g
0 < Py(t) < min [Ex(t), PP™].

Given the number of transmitted packets ny(t), the optimal
transmit power is exactly equal to the power required to
transmit 14 (t) packets, which is given by

o2 <27"’“3L"' - 1)

I @)]*

P(t) = (23)

Obviously, the maximum number of packets that can be sent
to AP is dependent on the allowable peak transmit power, the
energy storage state, and the data queue state. Therefore, the
maximum possible transmitted packets by device £ in time
slot ¢ is given by

o

Ly,

min max H 2
LBlogQ(l—i— [Ek<t>,Pk2 1|[p )| )J}

(24)

where | -] is the rounding down operation. By substituting (23)
and (24) into P2.2, we formulate the optimization problem as

follows:
o? (2 nk(;)Lk —1)
P2.2.1: min : KE K (Ek*Ek(t))ﬁ
[hy @l

n(t)
— 1Qk Qi () (8) L +V 0y (t+1—uk(?))
+V D O (A () +1)

K %k
st. 0< nk(t) < ﬁk(t)

One can easily find out that, P2.2.1 is a single-variable op-
timization problem of ny (), which is an integer variable with
upper bound 7 (t). In addition, it is worth noting that wy ()
is a function of ny(¢), which is equal to the generation time
of the latest packet among ny(t) packets. Therefore, we can
obtain the optimal solution nj(¢) to P2.2.1 by exhaustively
enumerating all possible numbers of packets sent by device k.
Upon obtaining the optimal energy beamforming, the optimal
transmit power, and the optimal number of transmitted packets,
the optimal mode can be determined by substituting them into

P2, ie.,
1, lf k‘ = arg min
di(t) = k=0,12,...,K

0, otherwise,

Lk(2),
(25)



where L (t) is the transmission mode selection metric given
by

Lo(t) =V ) Ok (Ak(t) + 1) + po ¥ (1) [[w* (1)]*
=S pea (B - B@) 0l Ow )|, o
k=1

Li(t) =pes (Be = Bu(®)) PE(t) = 1 eQx (i (t) L

FVO, (t+1—ur(t)+V > O (Aw (t)+1), k #0.
K/ #k

27
As we can see from mode selection metrics, when the system
starts to operate, it first enters the downlink energy harvesting
mode, where Ej(t) gradually increases, so does Lg(t). On
the other hand, the backlog Q(¢) gradually increases due to
data arrival, thus reducing Ly (¢). When the system enters the
uplink data transmission mode, Q(t) and Ej(t) will decrease
due to the energy consumption for data transmissions, so that
Lo(t) decreases and L (t) increases. Therefore, as time goes
by, the system will constantly switch between the downlink
energy transmission mode and the uplink data transmission
mode, making all queues enter stable states. In addition, we
can note that, if a device has a larger backlog of the data queue
and energy queue, which might lead to a smaller weighted sum
Aol for the next slot when it is scheduled, the system tends
to allocate transmission time slot to that device.

C. Queue Stability Analysis

In this section, we present an analysis of the stability
of all queues. Since we consider the data generation mode
with stochastic arrival and the FCFS queuing strategy without
packet loss, the stability of the data queue Q(t) can only
be guaranteed for a specific range of status update rates .
Therefore, it is necessary to ensure that the average output of
Q(t) are greater than the average input, i.e. Inequality (14)

holds strictly.

Theorem 4: When (14) holds, there exists ¢ > 0 such
that ALy + ¢ < E{dp(t)Ix(¢)Ri(t) | O(t)} as well as
E {di(t)Pi(t) — Hi(t) | O(t)} < —e strictly holds, then the
data queue of the proposed adaptive Aol-aware transmission
scheme is satisfied:

T-1 K
o1 .
i 253 sfuoutien (5 50) )
K
< CO_'—V—M (28)
€
Proof. Please see Appendix E. O

According to Theorems 4 and (22), We can easily observe
that the proposed Aol-aware transmission scheme is able to
guarantee that all participating queues are strongly stable. This
means that all data queues Qi (¢) and energy queues Fy(t) as
well as virtual queue ¥(T') are rate stable [47]. Combined
with Theorem 1, we know that as long as the status update
rates A\, of devices are controlled within the range where the
data queue Qj(t) are stable, all packets arriving at Q(t) can
be successfully transmitted to AP.

IV. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed
Aol-aware adaptive transmission scheduling scheme. The
maximum energy storage size and the energy conversion
efficiency are set to be Er =117 and n = 0.25, respectively.
The transmission bandwidth allocated to each device and
the noise variance at AP are assumed to be B = 1000HZ
and 02 = —60dBm, respectively. Identical packet size of
L, = 1500bits, Vk is assumed for all devices. In addition, the
channel coefficient from device £ to AP is modeled as hy(¢) =

W [al,k(t), a2’k(t)ej”k7 . ,OéNyk(t)ej(N_l)vk

where D" denotes the distance from device k& to AP, m
is the path loss factor, o y(t) represents the short-term
channel fading from device k£ to the i-th antenna of the
AP, which is assumed to follow Rayleigh distribution with
unit fading power gain. Unless otherwise stated, we assume
Dy = 5m and m = 2 in all numerical analysis. The phase
difference between two successive antenna elements of device
k is modeled as vy, = ,M, where ¢ is the signal
wavelength, d;s is the distance between two successive
antenna elements, and @y is the direction from device k to
AP. We assume that AP is equipped with four antennas (i.e.,
N = 4), and set d;; = &/2. The relationship between the
average transmit power and the peak transmit power of the
AP is set to be P78* = 5P4p. Unless otherwise stated,
we assume Pap = 30dBm. The weighting coefficients of
energy queue, data queue and virtual power consumption
queue are set to be upr = 10°, pgr = 1, and po = 10,
respectively. Unless otherwise stated, we assume the Aol
weighting coefficient V' = 10. All simulation results are
obtained for 10° time slots.
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Fig. 4. Average achievable Aol regions for different status update rates,
K=2.

In Fig. 4, we illustrate the achievable average Aol region
of two devices with different arrival rates. One can readily
observe that, the Aol priority level 6 has a significant impact
on the realized average Aol performance. As expected, the
device with a larger Aol priority level can realize a smaller
Aol. This verifies the effectiveness of the Aol-aware design,



which enables the system to flexibly meet the Aol require-
ments of different devices by adjusting 0. In addition, one
may also notice the impact of the status update rate on the
achievable Aol region. It is shown that, when status update
rate A\ increases from 0.5 to 0.8, the achievable Aol region
can be improved accordingly. With the further increase from
0.8 to 0.9, the achievable Aol region tends to degrade.

Average Aol of devices (time slot)

2 I I I I I I I I I
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Fig. 5. The relationship between the average Aol and status update rate for
devices with different Aol priority levels, K = 4.

In order to further show the status update rate and its
influence on the realized average Aol performance, the average
Aol performance of four devices is illustrated in Fig. 5. One
can observe the influence of both status update rate and the
Aol priority levels on the realized average Aol performance.
Given A € [0.1,0.6], with the increase of status update rate,
average Aol will first decrease until reaching its minimum
value, and then gradually increases. Basically, there are three
factors that affect the average Aol performance, namely,
status update interval, queuing delay, and transmission latency.
Because time division multiple access (TDMA) scheme is
assumed, transmission delay will be one time slot for every
device when scheduled for transmissions. Hence, status update
interval and queuing delay will be two primary factors that
affect the realized average Aol performance. This explicates
the reason why the average Aol performance varies with
the change in status update rate. As illustrated in Fig. 6,
when status update rates of all devices are low (for instance,
A = 0.1), status update interval becomes the dominant factor,
while queuing delays of all devices are small. As a result,
all devices can achieve almost the same average Aol, even
their Aol priority levels are different. As status update rate
increases (for instance, A\ = 0.25), status update interval
decreases sharply, while queuing delay increases gradually,
which explicates the improved average Aol performance by
all devices. The minimal average Aol can be obtained at the
crossing point when status update interval equals to queuing
delay, as shown in Fig. 6. In fact, one may notice that, when
status update rate is larger than the optimal status update
rate point, queuing delay dominates the achieved average Aol
performance. With the further increase in status update rate,

high status update rate incurs significant increase in queuing
delay (for instance, A = 0.6), which deteriorates the realized
average Aol performance, as illustrated in Fig. 6. The above
analysis shows us that, the task-related status update rate
plays an important role in average Aol performance. There
exists an optimal status update rate in terms of the realized
minimum average Aol performance. The devices with a higher
Aol priority level will have a larger optimal status update
rate, this is because Aol-aware design tends to allocate more
transmission opportunities to them such that their queuing
delays increase more slowly.
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Queuing delay for #,=0.2
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Fig. 6. Average packet queuing delay for devices with different Aol priority
level 0, and average status update rates, K = 4.
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Fig. 7. Evolution of data buffer backlogs with different status update rates,
K =4

In order to better illustrate the variation of queuing delay
at devices, the data buffer backlog evolutions are illustrated
in Fig. 7. One can readily find out that, within low status
update rate region of A = 0.1, the average backlogs of all
devices are almost the same, which are less than one packet
per time slot. In this case, status update interval dominates the
average Aol performance, which concurs with our analysis



in Fig. 6. While within high status update rate region of
A = 0.6, one may notice obvious queue backlog at all devices.
In fact, with the increase of status update rates, even the
Aol-aware scheme manages to coordinate the transmission,
the average data buffer backlog gradually tends to increase as
well. Meanwhile, the devices with higher Aol priority levels
will have smaller average buffer backlog, which indicates that
the Aol-aware design is able to better meet the average Aol
requirements. In this region, the queuing delay dominates the
average Aol performance, therefore the devices with higher
Aol priority level will have better average Aol performance,
just as evidenced in Fig. 6. Interestingly, we can notice that the
average buffer backlogs of four devices at their optimal status
update rates (namely, \; = 0.34, Ao = 0.40, A3 = 0.45, \y =
0.47) are very close to each other, namely about 1.3 packet
per time slot.

In order to further show the dynamic evolution characteris-
tics of data buffer backlog Qx(t), the related energy storage
Ey(t), and energy consumption queue W (t), we demonstrate
their dynamic evolutions in Fig. 8 for three status update rates
of A = 0.2 (the first one million time slots), A = 0.4 (the
second one million time slots), and A = 0.6 (the last one
million time slots), respectively. One can readily observe that,
given the status update rate, the Aol-aware system can always
reach some dynamic stability status in terms of data buffer
backlog Qy(t), energy storage Ej(t) and energy consumption
queue ¥y (t). On the one hand, when status update rate is low
(A = 0.2), there will be small backlog size and small energy
consumption, since there is few status data generated and less
energy is needed for transmission, which leads to a high energy
storage level. On the other hand, when status update rate is
high (A = 0.6), there will be large data backlog size and high
energy consumption for more status update transmission to AP,
which gives rise to a low energy storage level. For moderate
status update rate (A = 0.4), most time slots will be allocated
for data transmissions (as will be illustrated in Fig. 9), since
the increase of status update rate will lead to some increase
in buffer backlog. However, the virtual energy consumption
queue U(t) is lower than that with low status update rate of
A = 0.2. This can be explained by the fact that data buffer has
considerable backlog and devices have enough energy in their
energy storages (i.e., —ug xQr(t)n;(t)Li has more weight
than pg k (Ek - Ek(t)) Pi(t) in Equ.(27)) when A = 0.4.
Systems tend to spend more time slots to transmit data to
AP. In all cases, we notice the virtual energy consumption
queue ¥(¢) will reach a dynamic stability status, which verifies
Theorem 1. Moreover, we can clearly notice the influence
of Aol-aware design. The devices with a higher Aol priority
level will have priority in data transmissions for the sake of
minimizing the average Aol performance.

In order to clearly explicate the influence of Aol-aware
design, we illustrate the percentages of energy harvesting and
data transmissions for devices with a different Aol priority
level 0 in Fig. 9 for three status update rates of A = 0.2,
A = 0.4 and A = 0.6. One may note that, in all cases,
the devices with higher Aol priority levels will always be
allocated with more time slots in data transmissions. One
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Fig. 8. The dynamic evolution of data buffer backlog, energy storage and
virtual energy consumption queue, K = 4.

may observe that, for small status update rate of A = 0.2,
about 72% percentages of time slots will be allocated for
data transmissions. Since the transmission load is low, there
are enough time slots for both energy harvesting and data
transmissions. In this case, 12% percentages of time slots are
enough for energy harvesting. The rest 16% percentages of
time slots will be wasted (neither for energy harvesting nor for
data transmissions). For high status update rate of A\ = 0.6,
about 80% percentages of time slots are allocated for data
transmissions, and the rest 20% percentages of time slots are



for energy harvesting. At this time, in order to alleviate the data
buffer backlog, all devices will try to seize the communication
opportunities to realize almost the same percentages of data
transmissions for devices with a different Aol priority level
0. One can notice that, when status update rate (load) of
the system is high, in addition to the time slots for energy
harvesting, almost all the rest time slots will be used for data
transmissions in order to reduce the average Aol, therefore, the
energy storage is low, while both the buffer backlog size and
the energy consumption are high, as illustrated in 8. Among
three status update rates, the highest 89% percentage of time
slots are allocated for data transmissions when A = 0.4, while
about 10.5% percentage of time slots are allocated for energy
harvesting, the rest 0.5% percentages of time slots are wasted.
Because now the load is larger than that with low load of
A = 0.2, there is small but noticeable buffer backlog size
Qr(t) and smaller energy storage Ej(t). However, since most
time slots are allocated for data transmissions, the collected
energy is still sufficient to support devices to transmit data with
less energy consumption, as illustrated in 8. In addition, since
the volume of data transmissions is larger at A = 0.6 than at
A =0.2 and A = 0.4, its percentages of energy harvesting is
also larger than at A = 0.2 and A = 0.4, as illustrated in Fig.
9.
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Fig. 9. The average mode selection percentages of energy harvesting and
data transmission for devices with different Aol priority level 0y, K = 4.

Because we consider the transmission subject to the channel
capacity constraint C4 in optimization problem P1, multiple-
packet transmission is allowed. The data transmission statistics
of different devices are depicted in Fig. 10. One can readily
observe that, the single packet transmission accounts for the
majority in the low status update rate (light system load)
region of A = 0.2, while the multiple packet transmission
will be the majority in the high status update rate (heavy
system load) region of A\ = 0.6. For the moderate status
update rate of A = 0.4, the single packet transmission will
be the majority only for devices with a higher Aol priority
level, while the multiple packet transmission becomes the
majority for devices with a lower Aol preference. In fact,
for those devices with a higher Aol preference, the Aol-
aware system tries to schedule them to upload their data
to the AP with priority. When the system load is low, the
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Fig. 10. The data transmission statistics of all devices with different Aol
priority level 6y, K = 4.

single packet transmission would suffice, which explicates
the majority of the single packet transmission in the low
status update rate region. On the other hand, when the system
load becomes heavy, the multiple packet transmission will be
more suitable, which explicates the majority within the high
status update rate region. When the system load is neither
small nor large, the devices with higher Aol preferences will
have priority to upload their data to AP, resulting in more
single packet transmissions. Of course, if all devices have Aol
delivery requirements, the multiple packet transmissions are
always needed, especially for those devices with lower Aol
preferences. Those devices with a lower Aol priority will be
scheduled in transmission with less priority, resulting in some
increase of buffer backlog. Obviously, the multiple packet
transmission is more effective in terms of quickly eliminating
buffer backlog when the underlying channel quality allows.
All the above analysis results indicate that, the Aol-aware
system can serve devices with different average Aol require-
ments by setting an appropriate Aol priority level 0y, k €
[1, K]. In addition to the Aol priority level, weighting co-
efficient V' is employed in (18) to adjust the tradeoff between
the average weighted Aol and the incurred queueing size. In
order to highlight the influence of V' on the realized average
weighted Aol performance, let us focus on the realized average
weighted Aol performance with homogeneous Aol require-
ments (i.e., 0, = %). In Fig. 11 we illustrate the realized
average weighted Aol performance with different V' for a high
status update rate region of A = 0.6. One may readily observe
from Fig. 11 that, there exists a reasonable choice of V in
terms of the achievable average weighted Aol performance.
In fact, when V is very small (for instance, V = 0), the
Aol-aware system will not put emphasis on average weighted
Aol, insteand, the average data buffer, energy storage, and
virtual energy consumption will be addressed, which makes
the system activate the downlink RF energy transfer mode



instead of the uplink data transmission mode. As illustrated
in Fig. 12 and Fig. 13, a small V' will lead to large energy
storage F;; and large data buffer backlog size. Consequently,
the resultant average weighted Aol performance is not ideal.
On the other hand, when V' is large (for instance, V = 16),
the Aol-aware system will put more emphasis on the average
weighted Aol performance, which makes the system select
the uplink data transmission mode instead of the downlink RF
energy transfer mode. Consequently, the resultant harvested
energy is low, which will affect the uplink data transmission.
As illustrated in Fig. 13, if V' > 16, the realized average
weighted Aol performance will degrade sharply. We may
conclude from Fig. 11- Fig. 13 that, the Aol-aware design
should consider an appropriate setting of V.
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Fig. 11. The influence of weighting coefficient V' on the realized average
weighted Aol performance, K = 4.
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Fig. 12. Average energy storage evolution with different weighting coefficient
V,X=0.6.

Finally, in order to demonstrate the performance gain
achieved by the proposed Aol-aware design, we show the
realized average weighted Aol performance in Fig. 14, in
which several benchmark schemes are included for compar-
isons. More specifically, the following schemes are utilized as
the benchmarks: the first one is the adaptive scheme with a
fixed number of transmission packet, which can be derived
by solving problem P2 with a fixed number of transmitted
packets ng(t), (we consider three cases of ng(t) = 1,
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Fig. 13. Data buffer backlog evolution with different weighting coefficient
V,X=0.6.
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Fig. 14. The realized average weighted Aol performance with different status
update rates.

ng(t) = 2, and ni(t) = 3); the second one is the backlog-
aware transmission scheme, which can be derived by solving
problem P2 but considering only data buffer backlog (i.e.,
—1Q kQr(t)nf(t) L in (27)). One can see that the pro-
posed Aol-aware adaptive transmission scheme outperforms
two benchmark schemes in terms of the realized average
weighted Aol performance. In fact, with the increase in status
update rate A, the proposed Aol-aware transmission scheme
can support higher status update rates with a reasonable
average weighted Aol performance. As illustrated in Fig. 10,
the proposed Aol-aware transmission scheme can adaptively
adjust the number of packets transmitted in each time slot
according to current BSI, ESI, CSI and ASI, which enables
it to fully utilize the underlying communication resources to
achieve the best average weighted Aol for the given status
update rates. In addition, backlog-aware transmission scheme
only considers the BSI, so as to ensure the fairness among
different devices, but it neglects the potential average weighted
Aol performance gains owing to the rational scheduling on the
basis of the underlying CSI, ESI and ASIL.



V. CONCLUSION REMARKS

In this paper, we considered an Aol-aware status update in
a buffer-aided wireless powered IoT network, where an AP
provides energy to all IoT devices through downlink energy
transfer, and all devices transmit their traffic-related status
update data to the AP in a TDMA manner by utilizing the
harvested energy. Firstly, the energy beamforming vectors,
the power allocation, the number of transmitted packets,
and the device scheduling scheme were jointly considered
in the proposed adaptive Aol-aware transmission scheme to
minimize the average weighted Aol. Secondly, in order to
handle the proposed time-averaged optimization problem, we
transformed the time-averaged optimization problem into a
real-time one under the Lyapunov optimization framework,
which can be further decomposed into several subproblems to
derive the adaptive Aol-aware transmission scheme. Numerical
results have been presented to unveil that status update rates
of devices can directly affect the realized average Aol perfor-
mance. In addition, our analysis disclosed that the priority
level and Aol metric related weighting coefficient should
be carefully selected to better meet the Aol requirements.
Finally, how to fulfill the timely status update requirements in
heterogenous channel conditions, how to serve heterogenous
traffic requirements (guaranteeing the timely status update
traffic while accommodating those latency insensitive traffic),
how to further improve the Aol performance by considering
NOMA techniques, will be left for our future work.

APPENDIX A
Based on (9) and (13), we have
Qr(t+1) > Qr(t) + ar(t) L (t) —di(t) I (t) Re (1), (29)
W(t+1) > U(t) + do(t)||w(t)[|* — Par, (30)

By summing (29) and (30) from ¢t = 0to¢t = T — 1 and
dividing by 7', and taking the limit on both side, we have

T—1
Jim M > MLy~ Jim - Z do(#) T () Re (£),
(31)
T—1
lim. w > T“lréo% ;(do(tmw(t)ﬂz — Pap), (32)

Without loss of generality, we assume that data queues and
the virtual power consumption queue initial state are set to be
zero. Thus, if data queues and the virtual power consumption
queue are rate stable, i.e., limr_ oo 2T = limy_, 0o L&) =0,
by substituting it into (31) and (32), we obtain Theorem 1.

APPENDIX B
Based on (8), (9), and (13), we have

(B — Bx(t +1))* = (B — Ex(1))”

<2(Erx—Ei(t)) (di(t) Pe(t) = Hi () +Hi+ PP, (33)
Qr(t+1)" — Qx(t)?

<2Qu(t) (ar(t) Li — di(t)Ix(t)Ri(t)) + Li + Ry, (34)
U(t+1)° — 0(t)?

<2W(t) (do(t)||w(t)||* — Pap) + Pip + PEE*>. (35)

Since the arrival process of each packet is assumed to follow
the Bernoulli process, at most one packet arrives per slot. Thus,
we have (ay(t)Li)? < L3. By substituting above inequalities
into (18), we obtain Theorem 2.

APPENDIX C

Since matrix S(¢) is semi-positive definite and rank(S(t)) =

1. Therefore, the eigenvalue decomposition of matrices S(t)
and M(t) yields

S(t) = V()Es()V(H)",

M(t) = U()Zu()U®)",

(36)
(37

where Xs(t) = diag(s1(¢),0,...,0) and si(t) > 0 . Xpn(t) =
diag(m1(t), ma(t),...,mn(t)) are diagonal matrices, and V()
and U(t) are unitary matrices. Therefore, we have

tr(M(8)S(t)) =

)
=tr(V()"U(t ) (38)

Let matrix T(t) = U@®)TV(t) , then tr(M(t)S(t)) =
tr(TO"Su(OTOEs(t) = s1(t) /L, ma(®)[ta|* ,where
(t11(t), t21(t), ...,tn1(t))T is the column vector of the first
column of matrix T(¢). Since T(¢) is a unitary matrix, we
have Zf.v: L |ti1]> = 1. The following can be sub-divided into
two cases:

If 0o < mi(t) < mo(t) < --- < mn(t), we have
tr(M(t)S(t)) > 0, the objective function ¢r(M(t)S(t)) has a
minimum value of 0, when w(t) = 0.

If ml(t) S mz(t) S . S mN(t)
rMEOSE) = s1(0) XN, mi(t)]tal

m1(t) P15, when U(t) = V(t) and s:(t) = P45”, the equality
holds, then S(t) = U@#)Zs(t)UR)H = Z}é‘zul(t)u?(t),
where u,(t) is the eigenvector corresponding to the smallest
eigenvalue in the matrix M(t), then w(t) = /Py ua(t).
Proof of Theorem 3 is completed.

< 0, we have,
> mi(t)si(t) >

APPENDIX D
Let

K
2 = uo¥Ollw®I” = > pe (Be = Eu(t)) nibi (w(®).

k=1

When ||w(t)||> = 0, then . = 0. We have Znin < £ = 0.
Based on the Cauchy-Schwarz inequality, we have:

K
3

poW(t) = 3 e (Ek—Eku))nEé’%w(t)H?
k=1

oW (t)

& (B = B(o)) nlin (t)ﬂ Iw(t)|* >

(39)

If poW(t) > zf e (Ek - Ek(t)> nht, we have w(t) = 0
and Zin = 0.

If pol(t) < K pupk (Ek—Ek(t)> nhil we
have w(t) = Pigfui(t) and Zniw < 0 and
T(t) < zf:l“E’k(iszk(t))nh"H. Thus ¥(¢) has an upper
bound.




APPENDIX E

For the optimization problem P1, if (14),E {dj(¢)Px(t)} <
E{#;(t)} and (15) are constant hold, then there exists a
random stochastic strategy such that the following inequality

holds:
E{ax(t)Lr — di(t) I (t)Ri(t) | O()} < —¢ (40)
E {dk(t)Pe(t) — He(t) | O@F)} < —e (41)
E{do(t)[w(t)|* = Par | ©(t)} < —0 42)
Turn (10) into the following expression:
Ap(t+1) :(1 - dk(t)lk(t)) (Ae(®) + 1)
+ di (£) I (t) (t +1— (t)) 43)

Take (40), (41), (42) and (43) into (18), we can get:

A(B(t))+ VE

k=1

> OkAk(t+1) | (—)(t)}

K

<Co—e) [MQ,ka(t) +HEk (E’“ - E’“(t))}

k=1

[9]

[10]

(1]

[12]

[13]

[14]

[15]

[16]

+ vZek{(t — up(t) — Ax(t) )IE [de(D)1(t) | ©(1)] + Ar(t) + 1}17]

k=1
<0

(44)

By taking the expectation of (44) and summing from ¢t = 0
to t =T — 1 and dividing by 7', we have

L(©(T)) — L(©(0)) ~, Au(T) = Ax(0)
T + szdﬁkiT

< Co+ VZQk — % 9 Z [MQ,ka(t) + LEK (Ek — Ek(t)) ]
k=1 t=0 k=1

(45)

Without loss of generality, we assume that the initial state of
all queues is 0, i.e. L(®(0)) = 0, and the Aol of the initial
time slot of all devices is 1, that is, Ax(0) = 1. At the same
time, since L(@®(7")) > 0 and Ax(T + 1) > 0, (28) can be
obtained for 7' — oo in (45). Thus the joint queue state is
stable within the allowable range of Ag.
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