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Abstract— Dramatic rises in the power consumption and inte-
gration density of contemporary systems-on-chip (SoCs) have led
to the need for careful attention to chip-level thermal integrity.
High temperatures or uneven temperature distributions may
result not only in reliability issues, but also timing failures, due
to the temperature-dependent nature of chip time-to-failure and
delay, respectively. To resolve these issues, high quality, accurate
thermal modeling and analysis, and thermally-oriented place-
ment optimizations, are essential prior to tapeout. This paper
first presents an overview of thermal modeling and simulation
methods such as finite-difference time domain, finite element,
model reduction, random walk, and Green-function based algo-
rithms, that are appropriate for use in placement algorithms.
Next, 2D and 3D thermal-aware placement algorithms such as
matrix-synthesis, simulated annealing, partition-driven, and force
directed are presented. Finally, future trends and challenges are
described.

I. INTRODUCTION AND PRELIMINARIES

Technology scaling has brought about the ability to operate
circuits with millions of transistors at gigahertz frequencies.
A side-effect of this is the large amount of power that is
dissipated on-chip, which manifests itself physically as heat,
leading to elevated temperatures. These thermal effects can
have unfortunate results on the operation of the chip, and
can result in both catastrophic and parametric failures. Large
temperature gradients can reduce the lifetime of a chip, and
in extreme cases, can cause material stresses and crack the
chip. In addition, nonuniform temperatures can induce timing
variations, since both transistor performance and metal con-
ductivity are temperature-dependent, which may result in logic
errors [1].

An example temperature profile for an industrial chip is
shown in Fig. 1: an examination of the thermal contours shows
that the temperature at the hot spots can exceed 100◦C. With
the growing realization of the impact of thermal effects on
circuit performance and reliability, thermal issues have started
to affect on chip architectures, and methods for alleviating
thermal effects have become extremely important. For ex-
ample, mobile devices now typically have multiple power
modes to improve their energy efficiency without sacrificing
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Fig. 1. The temperature profile of an industrial chip.

Fig. 2. Heat dissipation paths of a chip in a system.

performance [2]. On-chip power mode controllers can also
force a chip to enter low power mode if on-chip temperature
sensors detect an excessively high temperature. While these are
important strategies for thermal mitigation, more effort must
be invested at the design stage to alleviate thermal problems.

An essential prerequisite to addressing thermal issues is
the ability to model heat transfer paths of a chip with its
surrounding environment, and to analyze the thermal sys-
tem. Fig. 2 shows a chip in a CBGA packaging and its
surrounding environment, including the heat sink and the
underlying printed circuit board. A simplified thermal model
of the packaging and surrounding environment is also shown
in the figure. The heat generated on chip can be dissipated
through the packaging to the heat sink, and then to the ambient.
A small portion of the heat can also be dissipated through the
packaging to the printed circuit board.

Transistor performance and metal conductivity are both tem-
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Fig. 3. Temperature profiles with (left) random placement and (right) thermal
placement.

perature dependent. Therefore, on-chip thermal modeling must
achieve micrometer resolution. For on-chip thermal modeling,
several approaches can be used to model the heat transfer in
the substrate. Finite-difference time domain [3], finite element
[4], model reduction [5], random walk [6], [7], and Green-
function [8] based algorithms are appropriate for on-chip
thermal modeling and analysis.

An excellent way to address temperature issues during
design is to ensure that circuit blocks are placed in such a way
that they even out the thermal profile: in other words, using
temperature-aware placement [4], [9]–[11]. Simplistically, if
we spread high-power cells across the chip “evenly,” the
temperature profile will be flat and we can avoid hot-spot
related thermal issues. In reality, thermal placement is more
complex, and a uniform distribution of power sources does not
lead to a uniform temperature; it is also essential to consider
heat sink characteristics and edge effects. Fig. 3 shows the
temperature profiles of a test circuit using random placement
and thermally-driven placement, and illustrates graphically that
hot spots can be significantly reduced by thermal placement.

The remainder of this paper is organized as follows. In
Section II, we briefly review thermal modeling techniques
and methods for calculating steady state temperature profile
for placement. In Section III, we review three major 2D and
3D thermal placement algorithms. Finally, we point out future
research directions in Section IV and conclude the paper.

II. OVERVIEW OF THERMAL MODELING FOR PLACEMENT

A. Fundamentals of Heat Transfer and Thermal Modeling

Before discussing thermal placement techniques, it is im-
portant to understand the mechanisms of heat transfer. There
are three means for heat transfer: conduction, convection
and radiation. Conduction is heat transfer through molecular
interactions within a material without any movement of the
material. The rate of conduction heat transfer through a barrier
is as follows.

Q

t
=

κA(Thot − Tcold)

d
. (1)

Here, Q is the heat transferred in time t, κ is the thermal
conductivity of the barrier, A is the area, T is the temperature
and d is the thickness of the barrier. The mechanism for
convection is heat transfer by mass motion of a fluid or a gas.
The volume of a fluid or a gas usually expands or contracts
with a change on the temperature, thereby causing convection

currents and speeding up the heat transfer. Convection can
also be generated intentionally. For example, microprocessors
usually need cooling fans to generate air flow through the
heat sinks to speedup heat dissipation. The phenomenon of
radiation corresponds to heat transfer by electromagnetic wave
emission which carries energy away from the emitting object.

Conduction is the major heat transfer mechanism within
VLSI chips. As dielectric materials are poor heat conductors,
conduction largely occurs within the substrate. The heat con-
duction in the chip substrate is governed by the following
partial differential equation of heat conduction from the law
of energy conservation [12]

ρcp
∂T (~r, t)

∂t
= ∇ · [κ(~r, t)∇T (~r, t)] + g(~r, t) (2)

subject to the following thermal boundary condition

κ(~r, T )
∂T (~r, t)

∂ni
+ hiT (~r, t) = fi( ~rsi

, t) (3)

where T is the time-dependent temperature at any ~r, ρ is
the density of the material, cp is the specific heat, κ is the
thermal conductivity, g is the heat energy generation rate,
ni is the heat-transfer coefficient on the boundary surface of
the chip, fi( ~rsi

, t) is an arbitrary function on the boundary
surface si, and ∂/∂ni is the differentiation along the outward
direction normal to the boundary surface si. Fig. 4 illustrates
conservation of energy and the heat conduction equation.

In general, thermal conductivity κ(~r, T ) is position- and
temperature-dependent. However, thermal conductivity varia-
tions are usually not significant, and for practical purposes,
the substrate can be treated as a homogeneous material with a
constant κ. The heat-generation rate g(~r, t) arises from the
power consumption in cells and interconnects. The power
consumption of cells is caused by dynamic, short-circuit and
leakage currents, and the power consumption of intercon-
nects is generated by charging and discharging interconnect
capacitances. Since the charging and discharging currents of
an interconnect need to go through its driving cell, whose
driving resistance is usually much larger than the interconnect
resistance, the power consumption tend to concentrate on the
cell. Therefore, cells are treated as the only heat sources in
a chip. Although a small portion of the interconnect power
consumption does dissipate on the metal wire and increase its
temperature, this self-heating effect is usually more related to
the electromigration and lifetime of the wire than the temper-
ature profile of a chip. Since electromigration is dependent on
both current density and temperature, electromigration analysis
must be performed after placement, and this topic is therefore
beyond the scope of this paper.

The time constant of on-chip heat conduction is much larger
than the clock periods used in current technologies. This
means that transient currents with short time constants do
not have significant effects on the temperature profile once
it reaches a steady state, and average power consumption
can be used to obtain the steady state temperature profile.
In effect, the thermal network acts as a low pass filter that
filtes out the effect of fast transients. However, significant
changes, such as changes in the power mode of a processor
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Fig. 4. Conservation of energy and the heat conduction equation.

(note that the frequency of occurrence of these is larger than
the time constant of the thermal network), require a transient
analysis, or as an approximation, steady state analysis in
multiple power modes. In the following subsections, we review
various methods for temperature profile analysis.

B. Finite Difference Time Domain Approach

The two-dimensional heat conduction equation can be
rewritten as

∂T (x, y, t)

∂t
=

κ

ρcp

∂2T (x, y, t)

∂x2
+

κ

ρcp

∂2T (x, y, t)

∂y2

+
1

ρcp
g(x, y, t). (4)

This is a second order parabolic partial differential equation
and can be rewritten as a difference equation by space and time
discretization. After discretization, the temperature T (x, y, t)
at each discrete point is replace by T (i∆x, j∆y, n∆t). The
first-order partial derivative of T with respect to x can be
approximated by the forward-difference approximation

∂T

∂x

∣

∣

∣

∣

n

i,j

=
Tn

i+1,j − Tn
i,j

∆x
+ O(∆x) ≈

Tn
i+1,j − Tn

i,j

∆x
(5)

where the truncation error is O(∆x). Similarly, the second-
order partial derivative of T with respect to x can be approx-
imated by the central-difference approximation

∂2T

∂x2

∣

∣

∣

∣

n

i,j

=
Tn

i+1,j − 2Tn
i,j + Tn

i−1,j

(∆x)2
+ O((∆x)2)

≈
Tn

i+1,j − 2Tn
i,j + Tn

i−1,j

(∆x)2
=

δ2
xTn

(∆x)2
(6)

where δ2
xTn = Tn

i+1,j −2Tn
i,j +Tn

i−1,j and the truncation error
is O((∆x)2). By applying the explicit update on the right hand
side of (4), we have

Tn+1 − Tn

∆t
=

κ

ρcp

[

δ2
xTn

(∆x)2
+

δ2
yTn

(∆y)2

]

+
g

ρcp
. (7)

Note that in (7), T n+1 only depends on T n and can be solved
directly without matrix inversion. This explicit method has
second-order accuracy in space and first-order accuracy in
time. Alternatively, implicit method, Crank-Nicholson method
and alternating direction implicit (ADI) method can be used
[3].
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Fig. 5. The substrate, cells and boundary conditions and their equivalent
models.

C. RC Equivalent Network Approach

At steady state, (2) can be simplified as

κ∇2T + g(~r) = 0 (8)

which is in the same form as the Poisson equation describing
the relation between charge density and electrical potential:

ε0εs∇
2V + ρ(~r) = 0. (9)

Therefore, the substrate can be modeled as an RC equivalent
circuit, a heat source can be modeled as a current source,
boundary condition with constant temperature can be modeled
as a voltage source, and nodal temperature can be modeled as
the nodal voltage in the RC equivalent circuit. Fig. 5 shows the
substrate, cells and boundary conditions and their equivalent
models. The advantage of using RC equivalent models is that
well-developed circuit analysis techniques are readily available
for thermal analysis. However, if we discretize the substrate
uniformly, we need to use a fine grid to ensure enough
resolution on any part of the chip. This can result in a large
equivalent circuit and long simulation time.

D. Model Order Reduction Approach

Wang et al. [5] use an adaptive approach to keep the prob-
lem size small. The basic idea is to use a coarse grid to form an
RC equivalent circuit and find the rough temperature profile.
The regions with high temperature gradients are discretized
further and the system is simulated again. After modeling the
substrate and interconnects, the equivalent thermal circuit can
be expressed by the time-domain Modified Nodal Analysis
(MNA) equation

Gx + Cẋ = Bu, (10)

where G and C represent the conductance and capacitance
matrices, x is the vector of node voltages, u is the vector of
independent current sources, B is the input adjacency matrix
mapping the sources to the internal states.

To further speedup the simulation, a model order reduction
technique is used to further reduce the model size. Model
order reduction generates an analytic model that is a compact
representation of original circuits by matching their moments
or poles. These methods typically operate in the frequency
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domain, and to outline the procedure, we begin with the
Laplace transformation of (10):

GX + sCX = BU. (11)

Applying the Taylor series expansion at zero frequency on
both sides of (11), we have

(G + sC)(m0 + m1s + m2s
2 + . . .)

= B(u0 + u1s + u2s
2 + . . .) (12)

where mi and ui, the coefficients of the ith term in the
Taylor series, are known as the ith moment of x and u,
respectively. Moment matching is a method that represents
the finite unknown moments of the left hand side of (12)
in terms of the known moments of the right hand side. In
the basic moment-matching method based on AWE [13], as
well as in improved methods like PRIMA [14], the sources
are set to impulses in order to compute the transfer function.
The impulse sources are constant in the frequency domain
and contribute only to the initial vector.Equation (12) can be
rewritten as

(G + sC)(m0 + m1s + m2s
2 + . . .) = Bu0. (13)

This results in an iterative relationship between the moments:

Gm0 = Bu0 (14)
Gmi + Cmi−1 = 0 (15)

However, there are numerical stability problems in this basic-
moment matching method, especially for higher order moment
computations. To avoid the numerical errors, an orthogonal
basis V is determined. This is constructed from the Krylov
subspace, Kr(A,R, q) = colsp(R,AR,A2R, . . . , Aq−1R)
(where A = −G−1C and R = G−1B), over the subspace
spanned by finite moments of x(s). The order-reduced model
can be obtained by projecting the original system onto the
Krylov subspace using a congruent transform, which results
in the system of equations

G̃x̃ + sC̃x̃ = B̃u (16)

where G̃ = V T GV , C̃ = V T CV , and B̃ = V T B. However,
the bottleneck in this method is the number of sources in the
input vector u, since the large size of B results in a high
dimension Krylov subspace. This problem is especially acute
while solving the equivalent thermal circuit, which has a large
number of independent current sources.

Wang et al. use the Improved Extended Krylov Subspace
(IEKS) method [15], inspired by the EKS method [16], to re-
solve the issue caused by large number of independent current
sources. Unlike PRIMA, whose runtime depends strongly on
the number of ports, the runtime of EKS is independent of
this parameter. EKS models the piece-wise-linear (PWL) in-
dependent sources as a sum of delayed ramps in the frequency
domain

u(s) =
1

s2

N
∑

i=1

riexp(−βis). (17)

This expression contains 1
s and 1

s2 terms. While traditional
Krylov subspace methods typically begin moment matching

from the 0th moment, EKS extends the Krylov subspace by
shifting the moments in the frequency spectrum. However,
moment shifting in EKS is tedious and error-prone, and an
improved moment calculation method, IEKS, which ensures
the −1st and −2nd order moments are zero for arbitrary finite
time PWL waveforms, without moment shifting, is adopted
for thermal analysis.

For a given finite-time PWL source, the moment representa-
tion of IEKS with the −1st and −2nd order moments are zero.
Let the given finite-time PWL source u(t) be represented as

u(t) =

N
∑

i=0

{[ai + γi(t − ti)]E(t−ti)

−[ai+1 + γi(t − ti+1)]Et−ti+1
}, (18)

where γi = (ai+1 − ai)/(ti+1 − ti) and Et−ti
is the unit-step

function with a delay of ti. By taking the Laplace transform
and Taylor expansion of (18), we have

u(s) =
1

s2

N
∑

i=0

[

ais

∞
∑

l=0

(−1)l t
l
i

l!
sl + γi

∞
∑

l=0

(−1)l t
l
i

l!
sl

−ai+1s
∞
∑

l=0

(−1)l t
l
i+1

l!
sl − γi

∞
∑

l=0

(−1)l t
l
i+1

l!
sl

]

. (19)

If ũi denotes the coefficient of the si term, then (19) can be
simplified as

L(u(t)) = {ũ−2s
−2 + ũ−1s

−1 + ũ0 + ũ1s

+ũ2s
2 + . . . + ũmsm + . . .}. (20)

After the detailed calculation, the first two coefficients, ũ−2

and ũ−1 are zero. The process of generating an orthogonal
basis V for the corresponding moments is similar to [16].

E. Finite Element Analysis

In finite element analysis (FEA), the design space is first
discretized or meshed into elements. Different element shapes
can be used such as tetrahedra and hexahedra. A four-node
tetrahedral element is the simplest possible three dimensional
element, but it does not simulate heat conduction in rectangular
structures well. An rectangular prism can simulate heat con-
duction in lateral directions without aberrations in the prime
directions.
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Fig. 6. An eight-node rectangular prism element for FEA.

In FEA, the temperatures are calculated at discrete points,
the nodes of the elements, and the temperatures elsewhere
within the elements are interpolated using a weighted average
of the temperatures at the nodes. In deriving the finite element
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equations, the differential equation describing heat conduction
is approximated within the elements using this interpolation.
For an 8-node hexahedral element shown in Fig. 6, a trilinear
interpolation function is used to describe the temperature
within each element based on the nodal temperatures:

T (x, y, z) = NT T (21)

where N = [N1N2 · · ·N8]
T and T = [T1T2 · · ·T8]

T , where
Ti is the temperature at the ith of eight vertices of the
rectangular prism, and Ni is the shape function for the ith

vertex. The shape functions are determined by the coordinates
of element’s center, (xc, yc, zc), the coordinates at the nodes,
(xi, yi, zi), the width, w, height, h, and depth, d, of the
element.

As in circuit simulation using the modified nodal formula-
tion (MNA) method [17], stamps are created for each element
and are added to the global system of equations. In FEA, these
stamps are called element stiffness matrices, k, and can be
derived as follows using the variational method for an arbitrary
element type [18]. The heat conduction stamp for the eight-
vertex rectangular prism is derived as an 8×8 matrix, and the
global stiffness matrix, K, is derived using these as stamps,
obtaining a set of equations

KT = P (22)

where T is the vector of nodal temperatures and P the vector of
node powers. Similarly, stamps for convective boundary condi-
tions can be derived. Conductive boundary conditions simply
correspond to fixed temperatures; since these parameters are
no longer variables, they can be eliminated and moved to the
right hand side.

F. Random Walk Methods

Random walk methods have been used very successfully
for the analysis of large RC networks, in the context of power
grids [6], [7]. Such methods can easily be applied to the large
resistive networks that appear in steady-state thermal analysis,
and the RC networks in transient thermal analysis. Since they
perform very well when one node, or a small number of nodes,
must be solved for, a major benefit of these methods is their
ability to perform incremental analysis rapidly and efficiently.
Therefore, they are excellent candidates for use in incremental
placement, capturing the effects of a small change that requires
temperature changes in only a small region of the chip. To
outline the method, we will consider the solution of a resistive
network for the voltages; the thermal analog, of course, is that
the voltages in the resistive network are the temperatures, and
the current sources are the power values.

For the DC analysis of a resistive network with constant
current and voltage sources, let us look at a single node x in the
circuit, as illustrated in Fig. 7. The application of Kirchoff’s
Current Law, Kirchoff’s Voltage Law and the device equations
for the conductances, yields the following equation:

degree(x)
∑

i=1

gi(Vi − Vx) = Ix (23)
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Fig. 7. A representative node in the resistive network.

where the nodes adjacent to x are labeled 1, 2, · · · , degree(x),
Vx is the voltage at node x, Vi is the voltage at node i, gi is the
conductance between node i and node x, and Ix is the current
load connected to node x. Equation (23) can be reformulated
as follows:

Vx =

degree(x)
∑

i=1

gi
∑degree(x)

j=1 gj

Vi −
Ix

∑degree(x)
j=1 gj

. (24)

This implies that the voltage at any node is a linear function
of the voltages at its neighbors. We also observe that the sum
of the linear coefficients associated with the Vi’s is 1. For a
resistive network with N nodes at non-fixed voltage values
we have N linear equations similar to the one above, one
for each node. Solving this set of equations, along with the
condition that the voltage at a fixed node h is the constant
value Vh, provides the exact solution. In thermal analysis, the
fixed node could correspond to the ambient, which is at a fixed
temperature.

Fig. 8. An instance of a random walk “game.”

Now let us look at a random walk “game,” given a finite
undirected connected graph (for example, Fig. 8) representing
a street map. A walker starts from one of the nodes, and
goes to an adjacent node i every day with probability px,i

for i = 1, 2, · · · ,degree(x), where x is the current node, and
degree(x) is the number of edges connected to node x. These
probabilities satisfy the following relationship:

degree(x)
∑

i=1

px,i = 1 (25)

The walker pays an amount mx to a motel for lodging
everyday, until he/she reaches one of the homes, which are a
subset of the nodes. If the walker reaches the home h, he/she
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will stay there and be awarded a certain amount of money,
m0h; note that this value can be different at different homes.
We will consider the problem of calculating the expected
amount of money that the walker has accumulated at the end
of the walk, as a function of the starting node, assuming he/she
starts with nothing. The gain function for the walk is therefore
defined as

f(x) = E[total money earned |walk starts at node x] (26)

It is obvious that

f(one of the homes) = m0h (27)

For a non-home node x, assuming that the nodes adjacent to
x are labeled 1, 2, · · · ,degree(x), the f variables satisfy

f(x) =

degree(x)
∑

i=1

px,if(i) − mx (28)

For a random-walk problem with N non-home nodes, there are
N linear equations similar to the one above, and the solution
to this set of equations will give the exact values of f at all
nodes.

It is easy to draw a parallel between this problem and that
of resistive network analysis. Equation (28) becomes identical
to (24), and equation (27) reduces to the condition of constant
voltage sources.

px,i =
gi

∑degree(x)
j=1 gj

i = 1, 2, · · · ,degree(x)

mx =
Ix

∑degree(x)
j=1 gj

m0h = Vh, f(x) = Vx (29)

In other words, for any resistive network problem, we
can construct a random walk problem that is mathematically
equivalent, i.e., characterized by the same set of equations. It
can be proven that such an equation set has and only has one
unique solution [19]. Therefore, if we find an approximated
solution for the random walk, it is also an approximated
solution for the resistive network.

A natural way to approach the random walk problem is to
perform a certain number of experiments and use the average
money left in those experiments as the approximated solution.
If this amount is averaged over a sufficiently large number of
walks by playing the “game” a sufficiently large number of
times, then by the law of large numbers, an acceptably accurate
solution can be obtained, and the error can be estimated using
the Central Limit Theorem [20].

A desirable feature of the proposed algorithm is that it
localizes the computation, i.e., it can calculate a single node
voltage without having to solve the whole circuit. As compared
to a conventional approach that must solve the full set of
matrix equations to find the voltage at any one node, the
computational advantage of this method could be tremendous.
Numerous efficiency enhancing techniques are available for
this approach, and are described in further detail in [6], [7].

G. Green Function Based Methods

An alternative to the FEM and FDM methods, which
mesh up the entire substrate, is a boundary element method
using Green functions. This method is particularly appropriate
for coarse level modeling where the total number of heat
sources is small, for example, at floorplanning level. The
partial differential equation to be solved for thermal analysis
is linear when the material properties are region-wise uniform,
and therefore, conceptually, the problem can be solved by
superposition, considering one source at a time. A Green
function enables such a computation: it is the response in
a field region to a power source in a source region; in the
presence of multiple power sources, superposition can be used
to sum up the responses at a field point due to each of the
sources.

Fig. 9. Schematic of a VLSI chip with packaging.

Fig. 9 shows a schematic of a VLSI chip with the associated
packaging. The shaded areas on the top surface of the chip
represent the functional blocks. Let G(r, r′), with r = (x, y, z)
and r′ = (x′, y′, z′), be the distribution of temperature above
Ta in the multilayered chip structure when a unit point power
source of 1W is placed at position r′. Then G(r, r′) satisfies
the equation

∇2G(r, r′) = −
δ(r − r′)

kl(r)
(30)

and the boundary conditions

∂G(r, r′)

∂x

∣

∣

∣

∣

x=0,a

=
∂G(r, r′)

∂y

∣

∣

∣

∣

y=0,b

= 0 (31)

∂G(r, r′)

∂z

∣

∣

∣

∣

z=0

= 0 (32)

kN
∂G(r, r′)

∂z

∣

∣

∣

∣

z=−dN

= hG(r, r′)|z=−dN
(33)

G(r, r′)|z=−di+ε = G(r, r′)|z=−di−ε (34)

ki
∂G(r, r′)

∂z

∣

∣

∣

∣

z=−di+ε

= ki+1
∂G(r, r′)

∂z

∣

∣

∣

∣

z=−di−ε

(35)

where δ(r, r′) = δ(x − x′)δ(y − y′)δ(z − z′) is the three-
dimensional Dirac delta function, and G(r, r′) is the Green
function. The temperature field under an arbitrary power
density distribution can be obtained easily as

T (r) = Ta +

∫ a

0

dx′

∫ b

0

dy′

∫ 0

−dN

dz′G(r, r′)g(r′) (36)

For thermal problems encountered in chip design, both the
source regions, where powers are generated, and the field
regions, whose temperatures are to be computed, are located
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on discrete planes. Thus, in the following analysis, we will
focus on a single source plane and a single field plane, i.e., a
particular z and z′. For these planes, it can be shown [8] that
the Green function is given by

G
′
(x, y, x

′
, y

′
) , G(r, r

′
)
∣

∣

z,z′ =

∞
∑

m=0

∞
∑

n=0

Cmncos

(

mπx

a

)

cos

(

nπy

b

)

cos

(

mπx′

a

)

cos

(

nπy′

b

)

(37)

where the coefficient Cmn only depends on z and z′.
The above expression is complicated, both visually and

computationally, and it involves a double summation to infin-
ity. Fortunately, several methods are available for managing the
computation. The work in [8], based on the substrate analysis
methods in [21], uses the discrete cosine transform (DCT) and
table lookups to accelerate the Green function based thermal
analysis; for the analysis of a single layer, the computational
complexity is O(N2

g ), where Ng is the number of regions.
An improved method in [22] reduces the complexity from
quadratic to O(NglogNg). The essential idea is to recognize
that the bottleneck corresponds to a convolution operation, and
this can be performed efficiently in the frequency domain: the
primary cost here is in the transform from the space domain
to the frequency domain.

H. Summary

Each thermal modeling method has its specific advantages.
Generally speaking, the FDTD method is ideal for time
domain dynamic simulation and is capable of capture time-
of-flight effect, and model order reduction works well for
simulation over long time periods for a stiff system, since the
cost of each time step is greatly reduced. The random walk
method can handle both transient and steady-state analysis,
but its optimal runtime tradeoffs may be achieved with some
accuracy limitations, so that it is ideal for coarse analysis or
for incremental analysis.

Both finite difference and finite element methods discretize
the space and can easily account for nonuniformities in thermal
conductivities. As compared to finite differences, the finite
element method can effectively reduce the number of elements
for the same accuracy. In contrast, the basic Green function
method attempts to find a closed form solution and is restricted
to much simpler assumptions on the uniformities of the
thermal conductivities throughout the space, though a small
number of discrete discontinuities are easy to handle within
its framework. Generally speaking, this method is preferred in
cases where an approximate solution is adequate (for example,
in coarse placement, or in floorplanning), while the other two
methods work well when greater accuracy is desired.

III. OVERVIEW OF THERMAL PLACEMENT ALGORITHMS

At the placement stage, as far as the thermal constraints
are concerned, the general goals are to achieve globally
uniform thermal distributions. One problem formulation is to
minimize the maximal on-chip temperature gradient and obtain
an even temperature distribution, but different methods may
use different specific objectives that are correlated with this

goal. The degree of freedom that is available this purpose
during placement is the control over the 2-dimension linear
ordering of the heat sources, namely, the standard cells. In
order to minimize the maximal on-chip temperature gradient,
the following problem may be formulated:

Find a permutation π of Pi : {1, . . . , n} →
{1, . . . , n} such that max(|Ti − Ti,neighbor|) is
minimum.

At the placement stage, steady-state based analyses can be
used to determine the locations of cells within the layout, by
solving a set of equations of the type
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i.e., GT = P

where G is the thermal conductance matrix, T is the vector of
temperatures, and P is the vector of power dissipations. For
the finite difference method, G refers to the matrix associated
with the thermal conductances, while for the finite element
method, this corresponds to the stiffness matrix. The value of
each Pi is not constant, but may change depending on which
cell is located in a particular grid of the layout. Additionally,
the power consumption of a cell varies with the interconnect
capacitance that it drives, i.e., the length of the nets that it
drives. During placement, these values are liable to change.
The total power is actually dissipated by both the switching
transistor and the interconnecting wires. Except for long global
wires, the driver resistance is typically much larger than the
metal resistance, and therefore most of the power is dissipated
in the cells, and it is reasonable to ignore the part consumed by
the metal wires. Even though self-heating of wires plays a very
important role in the electromigration lifetime of the metal
wires [23], during the placement stage, it may be ignored. It
is potentially possible to take this into account during a later
stage of placement using the congestion information.

In addition to thermal considerations, other critical objec-
tives in placement are the conventional goals of minimizing
the total wire length and meeting the timing constraints.
Traditional non-thermal placement methods that consider these
criteria can be divided into several classes:

• Randomized methods: Simulated annealing [24] is the
most well-known example of this class of methods. Even
through it is true that this method can reach arbitrary close
to the global minimum if the cooling schedule is slow
enough, it may require long run times for large circuits.

• Analytical approaches: This class includes methods
such as force-driven placement and quadratic program-
ming [25]–[28]. This method is used in many commercial
placement tools. Combined with an iterative linear solver,
this approach is fast and generates good results [29].

• Partition-based methods: The Kernighan-Lin method
and its Fiduccia-Mattheyses implementation are well
known min-cut methods that are utilized in partition-
driven placement. Traditionally, partition methods are
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Fig. 10. Illustration of power consumption distribution and hot spot.

known to have a few problems: for example, that the wire-
length is optimized indirectly through the optimization
of the min-cut, and that the locally greedy approach may
sometimes lose the global view. However, recent progress
in multilevel hyper-graph partition and partition-based
placement has produced very impressive results [30]–
[33].

A. Matrix Synthesis

In [9], the thermal placement problem is modeled as a
matrix synthesis problem. This approach assumes a specific
thermal conductivity matrix and the temperature at a cer-
tain point on chip is determined by power dissipations of
neighboring nodes within a certain distance. The example in
Figure 10 shows a portion of a chip, and two examples of
the distribution of the power dissipation in the subregions of
the chip. Assuming thatthe maximum temperature of a node
is determined by the total power consumption within a 2 × 2
region, the darkened numbers in the figure show the 2 × 2
region that corresponds to the hot spot in each case. The
placement problem here corresponds to arranging the blocks
to minimize that the maximum total power within any 2 × 2
window.

Generalizing this to a t× t window, the thermal placement
problem is simplified to the following matrix synthesis prob-
lem (MSP):

Given integers t,m, n and a list of mn nonnega-
tive real numbers, x0, x1, · · · , xmn−1, synthesize
an m × n matrix M out of x0, . . . , xmn−1 such
that the sum of the power numbers in any t × t
sub-matrix is minimized.

Chu et al. [9] show that MSP is equivalent to the 3-
PARTITION problem which is NP-complete. A simple ap-
proximation algorithm for MSP works as follows. Assuming
power numbers x0, . . . , xmn−1 are sorted in descending order,
a matrix is synthesized by filling in power numbers in order.
As shown in Fig. 11, the cells with largest power numbers
x0, . . . , x8 are spread across the chip evenly, thereby avoiding
these cells from clustering together and creating hot spots. It
is shown that if x8 = αx0, then the sum of any 2 × 2 sub-
matrix in Fig. 11 is within max(1.5, 2−α) times the optimal
solution. The approximation ratio is valid for different values
of m, n and t. Although the worst-case approximation ratio
of this algorithm is 2, the approximation ratio is usually close
to 1 in practice.

When the above algorithm is used with a large t, the final
placement does not have much guarantee on the approximation
factor for t′ < t. A recursive approximation algorithm provides
a solution to this problem.

x0 x17 x1 x16 x2 x15

x26 x35 x25 x34 x24 x33

x3 x14 x4 x13 x5 x12

x23 x32 x22 x31 x21 x30

x6 x11 x7 x10 x8 x9

x20 x29 x19 x28 x18 x27

Fig. 11. An approximation algorithm for MSP.
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Fig. 12. Illustration of the recursive approximation algorithm. (a) The labels
for the first level of recursion. (b) The labels for the second level recursion.

ALGORITHM A3
1. Divide the input numbers into 4 groups G0, G1, G2

and G3 and label the matrix by L0, L1, L2 and L3

with t = 2.
2. Recursively place the numbers in G0 into the sub-

matrix formed by entries marked with L0 until the
size of each group is n2

t2 . In that case, we do
the placement arbitrarily instead of doing it recur-
sively.

3. Apply the same procedure to G1, G2 and G3.

The illustration of the recursive approximation algorithm is
shown in Fig. 12.

B. Simulated Annealing

In [10], a compact substrate thermal model was developed,
and two algorithms for standard cell and macro cell style
design were presented. For standard cell style designs, the
targeted power distribution is first computed from the desired
temperature profile and this is then used to impose constraints
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during placement. For macro cell style designs, special consid-
eration is added to avoid hot spots created by thermal coupling
between nearby hot macro cells.

By the superposition principle, the boundary conditions and
thermal distribution constraints can be converted into power
distribution constraints. The temperature profile Ttotal consists
the following components:

Ttotal =
∑

Tmovable cells +
∑

Tfixed cells + Tambient

=
∑

Tmovable cells + TBC (39)

TBC can be obtained by an analysis with power consumptions
from fixed cells and boundary conditions, and

∑

Tmovable cells = RP

where R is the thermal resistance matrix and P is the
vector of power dissipations of movable cells. Let the optimal
temperature profile be a constant temperature Ts across chip,
thermal and power constraints can be combined as:

[

Rm×m −1m×1

11×m 0

]

×

[

Pm×1

Ts

]

=

[

−TBC

Ptotal

]

(40)

where Ptotal is the total power consumption of movable cells.
Given a total power budget, the power distribution constraints
(power budget at each node) and the optimal temperature Ts

can be obtained by solving (40).
With the power distribution constraints, a simulated anneal-

ing based thermal placement tool for standard cell designs
is developed in [10]. During the annealing process, power
distribution constraints are treated as hard constraints, i.e.,
the moves that violate nodal power constraints are rejected.
Although this slows down the annealing process and increase
the runtime, experimental results show that the runtime is only
1.5× than without power distribution constraints. Moreover,
the slower annealing process also increases the solution quality
(total wirelength) in many tested circuits.

For macro cells, the power dissipation remains relatively
constant regardless of the placement. Therefore, it is not easy
to achieve a flatter temperature profile by simply moving
cells around, and the thermal coupling between cells must be
captured to avoid hot spots. Recalculating temperature profile
for every move and analyzing hot spots caused by thermal
coupling can cause lengthy simulation. The approach in [10]
incrementally updates the temperature profile as follows. As-
suming cell a is moved from grid point i to point j. The
change of the power dissipation vector can be written as

P′ = [0, . . . , 0,−Pa, 0, . . . , 0, Pa, 0, . . . , 0]
T

. (41)

The change of the temperature is thus T′ = R×P′. The new
temperature profile can then be obtained by adding T′ to the
original temperature profile. A thermal penalty is added to the
objective function to discourage moves that generate uneven
temperature profiles. A possible thermal penalty function is

Penalty = αm

[

m
∑

i=1

max((Ti − Ts)
3
, 0) + β(Tmax − Ts)

3

]

(42)

C. Partitioning-based Placement

Partitioning-based approaches to placement are based on
the idea of recursively dividing the layout into regions and
assigning cells to each region. The key issue in partitioning-
based placement, tackled in [11], is to simplify the thermal
model at each level of partitioning to acheve the goal of
placing the cells so that T is evenly distributed across the chip.
Equation (38) cannot be directly used, since at each partition
level, the only location information that is available is identity
of the partitioning blocks that the cell belongs to. Assuming
that all the cells belonging to a block are located at its center,
the corresponding analysis will correspond to an incorrect
thermal analysis of the partition. For example, it is easy to
see that this will result in an exaggerated thermal gradient
within the partition, since the temperature at the center of the
partition will be much higher than that at its periphery.

For simplicity, consider the thermal model for a top-down
bipartitioning process; this process can be easily extended to
a top-down k-way partitioning process. At any one particular
partition stage, a single block is being partitioned into two
sub-blocks so that the cuts between the boundary of sub-
blocks are minimized. For now, the actual temperature profile
in the sub-blocks is not of direct concern, since cells inside
the blocks will be further partitioned later, and this can be
considered at that time. However, it is important to minimize
the temperature discrepancy between the blocks. If some high-
power cells are accumulated into one of the blocks, then at a
later stage it will not be possible to move these cells out of
the block, due to the divide-and-conquer nature of top-down
partitioning. It is reasonable to assume that the temperature
inside each of the sub-blocks are uniform, since if such an
objective were to be enforced at every step of the partitioning,
then a uniform temperature distribution would indeed result.
Under this assumption, a simplified thermal model is obtained,
and assumptions about the precise cell locations inside the sub-
block need not be made.

The problem can also be viewed from the point of view of
multigrid methods [34]. It has been known that the Poisson
equation that describes the thermal behavior can be solved
effectively using multigrid methods. The spatial variation of
temperature can be thought of as having “high frequency”
and “low frequency” components. A very uniform temper-
ature distribution over space can be thought of as having
predominantly “low frequency” components and very small
“high frequency” components, and a very widely varying
distribution can be considered to show the opposite property.
The multigrid method solves (8) on an n × n grid by using
the following ideas: it builds a series of gradually refined
meshes: m1 × m1,m2 × m2, ...,mk × mk, where mk = n,
and each mesh is a coarsened mesh for all the meshes after it.
It then solves for the lower “frequency” terms of the spatial
distribution of T on the coarse meshes and interpolates the
result onto the refined meshes. This method is based on the
observation that lower frequency components of T can be
effectively solved on a coarse mesh.

If the partition lines are limited to the thermal meshes during
the top-down hierarchical partitioning, the partition process
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can be thought of as a series of operations on a set of gradually
refined meshes. At any particular level, we are only concerned
about the spatial distribution of the temperature in a specific
“frequency range,” and as the mesh is refined further during
the top-down partitioning method, higher frequency terms,
corresponding to local variations, are incorporated.

In the first step in top down partitioning, the chip is
partitioned into two blocks, the left block and the right block.
For simplicity, assume that number of thermal cells in each
region is the same, although this assumption can easily be
discarded. The thermal cells i = 1 .. m/2 will be said to be
in the left block and cells i = m/2+1 .. m in the right block.
Now assume, as stated above, that the block on the left has
an even temperature of Tl and the temperature of the block to
the right is Tr. Equation (38) can now be simplified to:
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(43)

This reasoning can be extended to a general case where
the chip is partitioned into k regions, each with possibly a
different number of cells. Each region i,(i = 1, · · · , k) has
the same temperature T

′

i and contains a thermal cell set Si:
s1

i , s
2
i , · · · , sni

i , ni is the number of thermal cells in the region,
and Si, (i = 1..k) is a k-way partition of the index set
{1, 2, · · · ,m}. Equation (38) can then be simplified into the
following form:
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where G
′

ij =
∑

i′∈Si

∑

j′
∈Sj

Gi′ j′ and P
′

i =
∑

i′∈Si
Pi′ . It

is easy to show that if G is positive definite, then so is G
′

.
The approach in [11] uses a top-down two-way partitioner

based on the Fiduccia-Mattheyses algorithm [35], but can be
extended naturally to incorporate a state-of-the-art multi-level
partitioner. To reduce the computational cost for incremental
temperature updates, the notion of an “effective thermal influ-
ence region” of a block is introduced. For a unit heat source
on a block, this corresponds to the area outside of which the
temperature induced by the unit heat source is less than a
certain percentage of the maximum temperature induced by
the unit heat source: this can be easily computed once the
thermal resistance matrix is known.

The parameter δTS is used to guide the algorithm:

δTS = max (|Ti − Ti,neighbours|) , i ∈ S, (45)

where Ti,neighbours are the temperature for cells adjacent to
cell i and S is a set of blocks.

The process starts with the computation of the conductivity
matrix. The top-down bipartitioning starts from the top level
block and partition the every block into two blocks. This is
done recursively until the number of standard cells contained
in each block is less than a certain threshold. At each level,
the following steps are performed:

1) The simplified thermal conductivity matrix G
′

is created,
as shown in equation (44). G

′

is then inverted to obtain
the thermal resistance matrix R

′

, since this is required
for the incremental update that is to be performed later.
Here in the worst case, an m × m matrix is inverted,
where m is the number of mesh nodes on the wafer
surface.

2) Using the thermal influence region concept introduced
above, R

′

is converted to a sparse matrix R
′

sp as follows:
each element R

′

ij is compared against the diagonal
element R

′

ii. If R
′

ij/R
′

ii < ε, where ε is a small number,
R

′

ij is set to 0. This reduces the computational expense
of evaluating moves, with a small loss in accuracy that
can be bounded.

At first, multiple solutions are generated randomly while
partitioning a block. For each solution, δTS is computed,
where S is a set of blocks that are adjacent to the blocks being
partitioned. If the maximum and minimum values are δTmax

and δTmin, the thermal budget for this partition is set to be
(1− α)δTmax + αδTmin, where 0 ≤ α ≤ 1. The choice of α
is a tradeoff between partition quality and thermal constraints.
The solution with the lowest δT is chosen as the initial solution
for partitioning.

When the partitioner decides to move a cell, the thermal
constraint will be one of the constraints that will decide
whether the move is legal or not. This constraint determines
whether move should be accepted or not using the following
steps:

1) Compute the delta power vector.

∆P = [0, · · · , 0, δP1, 0, · · · , 0, δP2, 0, · · · , 0, δPl, 0, · · · , 0]

where l is the number of blocks whose power dissipa-
tion is affected. This set of blocks includes not only the
blocks that the cell is moving from and moving to, but
also blocks that contain cells that drive the input of the
cell to be moved, since the wire load for these cells will
also change.

2) Compute the delta temperature vector ∆T = R
′

sp∆P
and correspondingly update δTS using Equation (45).
Since this involves a sparse matrix-vector multiplication,
the computation cost is practically constant.

3) If the δTS is within the current budget, the move is
accepted. Otherwise, it is rejected.

D. Force-directed Placement

In force-directed methods, an analogy to Hooke’s law is
used by representing nets as springs and finding the place-
ment corresponding to the system’s minimum energy state.
Attractive forces are created between interconnected cells
and are made proportional to the separation distance and
interconnectivity. Other design criteria such as cell overlap,
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timing, and congestion are used to derived the repulsive
forces. After repulsive forces are added, the system is solved
for the minimum energy state, i.e., the equilibrium location.
Ideally, this minimizes the wire lengths while at the same time
satisfying the other design criteria.

The work in [4] presents a force-directed approach to
thermal placement. The application domain is in the design
of 3D integrated circuits, where chips have multiple levels
of active devices. Therefore, placement must be carried out
in not just the xy-plane, but the entire xyz-space in three
dimensions. In current technologies, in the z dimension, the
number of layers is restricted to a small number. The work in
[4] uses a force-directed framework with FEA-based thermal
analysis, using repulsive forces to avoid hot spots. The thermal
forces are calculated using the temperature gradient, which
itself can be related to the stiffness matrix and its derivative.
The temperature gradient determines both the direction and
relative magnitude of the thermal forces, thereby moving cells
away from areas with high temperature.

Fundamentally, force-directed methodologies involve min-
imizing an objective function corresponding to a summation
of cost components from each net. For 3D layouts, this takes
the form

cij

[

(xi − xj)
2 + (yi − yj)

2 + (zi − zj)
2
]

(46)

where cij is the weight of the connection between the two
nodes. If the cij coefficients are combined into a global C
matrix, an objective function can be written for the entire
system:

1

2
xT Cx +

1

2
yT Cy +

1

2
zT Cz (47)

where x, y, and z are the x, y, and z coordinates of all cells and
points of interest. This objective function can be minimized
by solving the following three systems of equations:

Cx = fx, Cy = fy, Cz = fz (48)

In the absence of external repulsive forces, the total force
vectors, fx, fy , and fz , would be zero. The net stiffness matrix,
C, describes the entire net connectivity. Fixed coordinate
values, created by physical constraints, can be used to reduce
and solve the system of equations, much like the conductive
boundary conditions in FEA.

Generally, an iterative force-directed approach follows the
following steps in the main loop. Initially, forces are updated
based on the previous placement. Using these new forces,
the cell positions are then calculated. These two steps of
calculating forces and finding cell positions are repeated until
the exit criteria are satisfied.

A sample 3D thermal placement for a four-layer process,
generated using this approach, is shown in Fig. 13. The heat
sink is placed at the bottom of the 3D chip, and the red
regions are hotter than the blue regions. It is clear that the
coolest cells are those in the bottom layer, next to the heat
sink, and the temperature increases as we move to higher
layers. The thermal placement method consciously mitigates
the temperature by making the upper layers sparser, in terms
of the percentage of area populated by the cells, than the lower
layers. Thermal vias are often added to achieve even thermal

Fig. 13. A 3D thermal placement for a four-layer process using iterative
force-directed approach.

Fig. 14. Maximum temperature distribution along vertical distance from the
substrate to the top metal layer [37].

distribution [36], and their effects must be properly modeled
for accurate thermal analysis, including resistive effects that
locally generate heat.

IV. FUTURE THERMAL PROBLEMS AND PHYSICAL
DESIGN SOLUTIONS

A. Interconnect Thermal Distribution

With technology scaling and the corresponding increase in
the number of metal layers, interconnect power dissipation
is likely to contribute a significant portion of total chip
power consumption, and the contribution of self-heating of
interconnect to the total heat generated can become significant.
As shown in Fig. 14, self-heating can result in elevated
temperature in high metal layers, which are far away from
heat sinks in flip-chip designs. Although we can also model

Fig. 15. Interconnect lumped model.
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interconnects as lumped circuit elements, as shown in Fig. 15,
explicitly modeling every interconnect is not practical. Further
research is needed to efficiently and accurately analyze the
impact of thermal issues due to interconnects.

A second aspect of interconnect is that it has a much larger
heat conduction coefficients than the interlayer dielectric, or
the insulator in silicon on insulator (SOI) devices: these effects
become worse with the use of low-k dielectrics. To counter
this, interlayer thermal vias may be inserted to act as heat
pipes in the chip: if the temperature difference between both
ends of an interconnect is sufficiently large, these serve to
redistribute heat through the volume of the chip. Although
early work has been carried out on thermal via insertion, it
remains an interesting research problem.

B. Floorplanning

Thermal planning may be carried out throughout the physi-
cal design process. Prior to placement, this may commence at
the floorplanning stage, early in the design cycle. The tradeoff
here is that there is a greater deal of flexibility in mitigating
thermal problems, but also a larger amount of uncertainty with
regard to the precise thermal profile, as the design is still far
from complete. These floorplanning approaches may need to
consider both static and dynamic thermal issues.

C. Effects of Temperature on Performance and Reliability

The temperature profile can change when the workload
of a chip changes. Since the performance of each transis-
tor is sensitive to the operating temperature, a change in
the temperature profile can cause path delay variations, and
possibly timing violations, both on signal paths and clock
paths. On-chip clock tuning is a possible solution to avoid
temperature related timing violations: by controlling the clock
arrival times of the flip-flops on temperature sensitive paths
through programmable delay elements, the chip can be made
to function correctly at a wide range of temperatures, without
sacrificing performance. On signal paths, thermal effects must
be taken into account during timing analysis and optimization.
Finally, thermally-driven aging effects such as negative bias
temperature instability (NBTI) must also be incorporated as a
first-level design consideration.

D. Packaging

Several new packaging techniques have been proposed to
alleviate the interconnect delay dominance problem in deep
submicron technologies. 3D multichip modules, wafer bond-
ing, and 3D IC (in both silicon and packaging) are three
examples of such solutions. Both passive and active solutions
may be used: passive solutions include the employment of
thermal vias within the package for heat conduction, while
active cooling may employ advanced cooling and packaging
techniques, for example, for spot cooling. Active cooling
techniques, for the most part, are not economically viable
today, but this may change as technology progresses. Novel
research techniques are necessary to incorporate these effects
for chip-package thermal codesign.

E. Three-dimensional Circuits

Three dimensional (3D) circuit technologies offer an in-
triguing possibility for the future, and several practical 3D
strategies have been developed both in industry [38] and in
academia [39]. By vertically stacking layers of active devices,
3D technologies succeed in significantly reducing the lengths
of on-chip wires, and hence the delays. However, this also
results in packing a larger number of devices, or heat sources,
per unit volume, resulting in aggravated thermal problems.
Challenges in 3D design include placement, floorplanning
and thermal via insertion and several techniques have been
proposed to solve this issue [4], [36].
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