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Abstract—Graph neural networks (GNNs) have emerged as a
series of competent graph learning methods for diverse real-world
scenarios, ranging from daily applications like recommendation
systems and question answering to cutting-edge technologies
such as drug discovery in life sciences and n-body simulation
in astrophysics. However, task performance is not the only re-
quirement for GNNs. Performance-oriented GNNs have exhibited
potential adverse effects like vulnerability to adversarial attacks,
unexplainable discrimination against disadvantaged groups, or
excessive resource consumption in edge computing environments.
To avoid these unintentional harms, it is necessary to build
competent GNNs characterised by trustworthiness. To this end,
we propose a comprehensive roadmap to build trustworthy GNNs
from the view of the various computing technologies involved.
In this survey, we introduce basic concepts and comprehen-
sively summarise existing efforts for trustworthy GNNs from
six aspects, including robustness, explainability, privacy, fairness,
accountability, and environmental well-being. Additionally, we
highlight the intricate cross-aspect relations between the above
six aspects of trustworthy GNNs. Finally, we present a thorough
overview of trending directions for facilitating the research and
industrialisation of trustworthy GNNs.

Index Terms—Graph neural networks, trustworthy machine
learning, robustness, explainability, privacy, fairness, accountabil-
ity, environmental well-being.

I. INTRODUCTION

RAPHS are a ubiquitous data structure used to represent

data from a broad spectrum of real-world applications.
They have demonstrated a remarkable capacity to represent
both objects and the diverse interactions between them. For
example, a single graph depicting friendship between users
on Facebook can have 2.9 billion nodes and more than 490
billion edges [1]. Recently, graph neural networks (GNNs) [2],
[3] have emerged as a series of powerful machine learning
methods for exploring graph data, and have made impressive
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advancements in areas ranging from daily applications to tech-
nological frontiers. In consumer applications, GNNs enrich
personalised search and recommendations for customers on
e-commerce (e.g., Alibaba [4]) and social media (e.g., Pinter-
est [5]) platforms by considering user-user/item interactions.
In the advanced sciences, researchers use graphs to represent
complex systems (e.g., physics simulations [6]), and employ
GNNs to explore the objective laws that govern celestial
motion [7]. GNNs are also conducive to improving well-
being in our society, with applications ranging from fake news
detection [8] to discovering drugs that treat COVID-19 [9].

Many architectures and methods have been proposed to
improve the performance of GNNs from different perspectives
[16], [17], including enhancing their expressive power [18],
overcoming over-smoothing issues [19], increasing architec-
ture depths [20], and utilising self-supervised signals [21], to
name only a few. In critical and sensitive domains, however,
competent performance (i.e., high accuracy) is not the only
objective. For example, in the context of GNN-based anomaly
detection systems, it is crucial for such systems to be robust
against adversarial attacks [22]; in GNN-based credit scoring
systems, it can be unethical and raise societal concerns if
such systems decline a loan application based on potential
biases defined by attributes such as gender, race, and age
[23]; in GNN-based drug discovery systems, it is desirable
for the process of identifying screened drug candidates to be
explainable and comprehensible by humans [24]. Driven by
these diverse requirements, people increasingly expect GNNs
to be reliable, responsible, ethical, and socially beneficial
enough to be trusted. In this survey, we aim to provide a
timely survey to summarise these efforts from the perspective
of “trustworthy GNNs”.

A. Trustworthiness

The core of a trustworthy system lies in its trustworthiness.
As defined in the Oxford Dictionary, “trustworthy” describes
an object or a person “that you can rely on to be good, honest,
sincere, etc.” [25]. Synonyms of trustworthy include trustable,
reliable, dependable, faithful, honourable, creditworthy, re-
sponsible, etc. The trustworthiness of a system essentially
builds on the “trust” that makes the system “worthy” of being
relied on. There are a number of fields in which “trust” is
defined and studied, including philosophy, psychology, sociol-
ogy, economics, technology, and organisational management
[12], [10], [13]. It is widely recognised that trust relates to
people’s perceived ability to rely on others (e.g., persons or
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systems); trust, in fact, can be considered the foundation of
social order [26].

Trust can also be defined as “the relationship between a
trustor and a trustee: the trustor trusts the trustee” [12]. In
the context of trustworthy GNNs, we define the trustee as the
GNN models or systems and the trustor as the model owners,
users, regulators, or even our society as a whole. A GNN
model (system) is trustworthy if it is developed with the key
aspects of trustworthiness in mind, as we will discuss later.

B. From Trustworthy Al to Trustworthy GNNs

In recent years, a global consensus has developed as to the
importance of building trustworthy AI. Continuing efforts have
been made to promote the development of ethical, beneficial,
responsible, and trustworthy AI [10]. These efforts are pre-
sented from views ranging from guidelines and mechanisms
to technology (as shown in Table I). In Table I, we present
the views and contents of existing efforts related to trustworthy
AlL

The research focusing on guidelines proposes a set of
principles and requirements for building responsible Al [14],
[15]. For example, the safety and controllability principle [14]
indicates that “the transparency, interpretability, reliability, and
controllability of AI systems should be improved continu-
ously to make the systems more traceable, trustworthy, and
easier to audit and monitor”. From the view of developing
mechanisms, Brundage et al. [13] made recommendations for
supporting verifiable claims. For example, no formal process
or incentive exists for individuals who are not affiliated with a
particular Al developer to report safety- and bias-related issues
in Al systems; therefore it is relatively rare for Al systems
to be broadly scrutinised on these issues. To this end, the
authors recommended an institutional mechanism in which
developers of trustworthy AI systems should pilot bias and
safety bounties. From the technology perspective, a few studies
have summarised advancements in trustworthiness derived

from principles outlined by existing guidelines [10], [11].
For example, the privacy of trustworthy Al can be enhanced
by confidential computing [27], federated learning [28], and
differential privacy technologies [29], [10].

Although the existing literature explores the space of trust-
worthy Al from different views (i.e., “Technology”, “Mech-
anism”, “Guideline” in Table I), several key aspects from
the technology view receive the most recognition, namely,
robustness, explainability, privacy, fairness, accountability, and
well-being. As a vital instantiation of trustworthy Al in the
context of GNNs, we transfer these trustworthiness aspects
from general AI to GNN systems,' and present an open
framework (as shown in Fig. 1) on trustworthy GNNs. In
practice, the characteristics of graph data differentiate the
research with a specific focus on trustworthy GNNs from that
exploring trustworthy Al In Section I-C, we will introduce
these core aspects in the context of GNNs, and present metrics
and research differences related to each of them.

In this survey, we define trustworthy GNNs as competent
GNN's that incorporate core aspects of trustworthiness, includ-
ing robustness, explainability, privacy, fairness, account-
ability, well-being, and other trust-oriented characteristics
in the context of GNNs. We believe that incorporating these
aspects when designing GNNs will significantly improve their
trustworthiness and promote their industrialisation and broad
applications.

C. Aspects of Trustworthy GNNs.

From the view of deep learning, GNNs provide a gener-
alised way to explore graph data. Unlike common image data,
graph data is derived from non-Euclidean space [53] and has
certain unique characteristics (e.g., discreteness, irregularity,
non-I1ID nodes), that distinguish trustworthiness practices in

IThe term “general AI” in this survey refers to artificial intelligence
methods for exploring Euclidean space data [53] (e.g., images).
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Fig. 1. The Open Framework of Trustworthy GNNs and Overview of Methodology Categorisation. Trustworthy GNNs are competent GNNs that incorporate
aspects of trustworthiness, including robustness, explainability, privacy, fairness, accountability, well-being, and other trust-oriented aspects in the context of
GNNs. For each aspect of trustworthy GNNs, we comprehensively summarise typical methods and provide methodology categorisation, as will be shown in

the following sections.

GNNs from those in general Al. To better illustrate our
trustworthy GNN framework, we here briefly explain each
core aspect of trustworthiness, describe the metrics used for
evaluation, and pinpoint the differences between research into
trustworthy GNNs and general trustworthy Al (also sum-
marised in Table II).

Robustness. Robustness refers to the ability of GNNs to
remain stable under perturbations, especially those that are
created by attackers. For example, a credit rating GNN in a
financial system [54] should remain secure despite a perturbed

transaction graph in which attackers attempt to forge connec-
tions between users with high credit scores.

Metrics. Generally, the robustness of GNNs can be measured
with reference to the model accuracy [55], attack success rate
of certain attack algorithms [30], mis-classification rate [56],
structural similarity score [57], and attack budget [58].
Research Differences. Since graph structure is highly dis-
crete, the notion of perturbations on graph samples (e.g.,
adding/deleting edges) is fundamentally different from those
on ordinary samples in Euclidean space (e.g., images) [46].



TABLE I

TYPICAL METRICS FOR ASPECTS IN TRUSTWORTHY GNNS AND TYPICAL RESEARCH DIFFERENCES BETWEEN TRUSTWORTHY GNNS AND Al
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Differences
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* ASR indicates the attack success rate of adversarial/privacy attacks on robustness/privacy. IID stands for independent and identically distributed.
* Note that the comparison between (classical) AI and GNNs here focusses on identifying common and typical research differences when building

trustworthy systems, although these differences may be limited in some cases (e.g., Al fairness methods that do not require IID assumptions [52]).

Explainability.” Similar to general deep learning models, most
GNNGs are regarded as black-box models due to the absence of
explainability. Explainability enables the predictions of GNNs
to be traceable, which in turn enables humans to understand
the behaviours of GNNs and discover knowledge. For in-
stance, GNN explanations (e.g., subgraphs) can reveal which
components in molecule graphs support the final biochemical
functionality predictions of GNNs [59].

Metrics. Explanation accuracy [31], explanation faithfulness
[32], explanation stability [60] and explanation sparsity [61]
are commonly used metrics for evaluating GNN explana-
tions. In specific applications, some metrics based on domain
knowledge (e.g., correlated separability [62] in computational
pathology) are also used to measure explanations.

Research Differences. Unlike explanations for general Al
(e.g., saliency maps [41], sub-images [40]), GNN explanations
(e.g., nodes, edges, subgraphs) [31] inherit the irregularity
and discreteness of graph data, which go beyond the data
characteristics in general Al (e.g., regularity of image data).
Thus, the generation of GNN explanations requires specially
designed methods [31].

Privacy. Privacy indicates how private data within GNNs can
be protected to prevent it from being leaked. Specifically,
the privacy of graph data and model parameters, which are
regarded as confidential information belonging to their owners,
should be guaranteed, and any exposure to unauthorised parties
should be prevented [63], [47].

Metrics. Generally, a private GNN requires that no leakage of
private data (e.g., nodes, edges, the graphs themselves, GNN
model parameters, and hyper-parameters for GNN training)
occurs in its systems [64]. Privacy can also be measured based
on the ability of GNNs to defend against privacy attacks and
reduce their attack success rates [65].

Research Differences. Graph data, as an important component
of GNNs, imposes additional privacy requirements. In addition
to protecting the sensitive information of the entities (i.e.,

2We will expand on the difference between interpretability and explainabil-
ity in Section IV-A.

nodes), the relationships between them (i.e., edges) also need
to be protected [66].

Fairness. Discrepancies in predictions made with regard to
marginalised groups (e.g., female or minorities) indicate that
the behaviour of some GNNs is unfair. Recent studies have
shown that GNNs can discriminate against samples based on
protected and sensitive attributes like gender and nationality
(e.g., discrimination in credit risk prediction [67]). Fairness
requires GNNs to accommodate differences between people
and provide the same quality of service to users from diverse
backgrounds.

Metrics. Currently, group fairness (e.g., demographic parity
[68] which requires no dependence of predictions on member-
ship in a sensitive group), individual fairness (e.g., similarity-
based fairness [35] which expects similar individual are treat
similarly), and counterfactual fairness [67], [69] are commonly
used metrics for evaluating the fairness of GNNs.

Research Differences. Unlike the data distribution in general
Al fairness, the existence of edges between nodes breaks
the assumption that samples are independent and identically
distributed. This implies that specific fairness definitions (e.g.,
involving a similarity function defined on edges) are nec-
essary when studying fairness in GNNs for node-focused
computational tasks (see Section II); examples include node
classification [35] and link prediction [34].

Accountability. Accountability is another aspect of trustwor-
thy GNNs that considers the ability to determine whether
a system is performing in accordance with procedural and
substantive standards [70]. Accountable GNNs contain a set of
specific assessments and metrics to justify and identify the re-
sponsibilities associated with individual roles or development
steps in GNNGs.

Metrics. The accountability of GNNs can be measured by
whether a standard evaluation process exists [36] and how
comprehensive the specifications are established for each step
or role of the GNN life cycle [44]. For instance, a more
comprehensive accountable GNN system would be assessed
through its detailed development life cycles as distinct stages



(e.g., accounting for the software development life cycle
(SDLC) including planning, analysis, design, implementation,
testing/integration, and maintenance) [44], [71].

Research Differences. Due to the unique characteristics of
graph data, the evaluation standards for GNNs differ from
those of other deep learning methods. For example, graph
datasets with different graph-based metrics (e.g., node degrees)
are used to assess how GNN architectures perform differently
on various datasets [36]. Therefore, researchers need to design
new procedures and techniques specifically for building an
accountable GNN.

Environmental Well-being. Well-being evaluates if GNNs
are aligned to people’s expectations regarding social good.’
There is currently an urgent need to deploy GNNs on edge
devices for real-time inference systems with limited processing
power and memory resources (e.g., point cloud segmentation
in autonomous vehicles [75]). As a representative sub-aspect
of well-being, environmental well-being focuses on measuring
the efficiency of GNNs.

Metrics. Generally, resource/efficiency-related metrics such as
inference time [37], memory footprint [76], or nodes-per-joule
[38] are employed to evaluate efforts on environmental well-
being of GNNGs.

Research Differences. The efficiency bottlenecks of general Al
are caused by the scale [10] and energy-intensive architecture
[45] of models. Due to the powerful presentation capacity and
characteristics of graphs, the graph scale and data irregularity
are the primary sources of the efficiency bottleneck in GNNS,
whose operations rely on input graph structures [73].

Others. While we focus primarily on the above six aspects,
which represent the mainstream studies, our proposed trust-
worthy GNN framework is an open framework that can readily
incorporate other trust-oriented characteristics derived from
principles outlined in trustworthiness guidelines [14], [15].
For example, trustworthy systems should be able to obtain
knowledge from limited training data and achieve convincing
competence (i.e., high accuracy) on unseen data [11]. This
requires GNNs to make compelling predictions on unseen real-
world data, especially from domains or distributions that are
distant from the training data [11], [77] [78], [79], [80]. For
these trust-oriented characteristics, definition-related metrics
are employed to evaluate the extent to which GNNs conform to
them. For example, one study on extrapolation [81] evaluates
GNNs by calculating their prediction accuracy on test data,
which lies outside the distribution of training data.

Note that trustworthy GNN systems are also necessarily
secure GNN systems. In computer systems, security refers
to achieving confidentiality, integrity, and availability [82]. In
the context of trustworthy GNNSs, security is covered under the
aspects of robustness, privacy and accountability (for example,
defending against adversarial and privacy attacks, enabling

3Well-being is a generalised term, which encompasses both environmental
well-being and various other forms of well-being (ranging from generating
long-term value for shareholders to ending poverty [12]). In contrast to other
forms of well-being, environmental well-being has mainly been explored from
the technology perspective. Thus, in this survey, discussions of well-being will
focus on introducing existing advancements in environmental well-being.

accountability and verifiability in GNN systems, etc.).

D. Related Surveys

Related surveys include reviews on GNNs and trustworthy
Al, along with reviews on a single or multiple aspects of
trustworthy GNNs (as shown in Table III). Compared with
those surveys, our survey elaborates on existing advancements
in the above six aspects of trustworthy GNNs and explores the
complex relations between them.

Surveys on GNNs mostly focus on performance-oriented
methods [2], [3], [72]. Wu et al. [2] review several different
GNN architectures, including recurrent graph neural networks,
convolutional graph neural networks, graph autoencoders, and
spatial-temporal graph neural networks. Ruiz ef al. [3] review
GNNs from the perspectives of graph perceptrons, multiple-
layer networks, and multiple-feature networks. Zhang et al.
[72] categorise deep learning methods on graphs into graph re-
current neural networks, graph convolutional networks, graph
autoencoders, graph reinforcement learning, and graph adver-
sarial methods by distinguishing the basic assumptions/aims
that underpin these methods.

Surveys on trustworthy Al review research into general
Al systems [10]. Due to the unique characteristics of graph
data and GNNs (e.g., the interdependence between nodes,
intertwined computation between dense and sparse operations
during GNN inferences [73] ), these surveys do not appear
to be able to thoroughly guide building trustworthy GNN
systems. For example, since graph structure is highly discrete,
the notion of perturbations on graph samples is intrinsically
different from that of perturbations on ordinary samples in
Euclidean space [46].

Surveys on a single aspect/multiple aspects of trustworthy
GNNs have also emerged recently [30], [31], [73]. Jin ef al.
[30] review existing adversarial attack methods and corre-
sponding defence strategies for GNNs. Yuan et al. [31] provide
an overview of post-hoc explainers for GNNs by discussing the
methodologies employed. Abadal et al. [73] summarise current
software frameworks and hardware accelerators for GNNs.
Note that these authors do not comprehensively consider how
to build trustworthy GNNs. Some of them focus on subtopics
of a particular aspect of trustworthy GNNs. For example, the
survey [31] of explanation methods for GNNs mainly reviews
post-hoc explainers.

Concurrent to our survey, Dai et al. [74] present an insight-
ful review on trustworthy GNNs from four aspects, namely
privacy, robustness, fairness, and explainability. Our survey
differs from this work in three key ways. 1) Consolidated
and fine-grained taxonomy. For each trustworthiness aspect,
we provide a specific definition of the aspect, metrics for
evaluation, and a fine-grained taxonomy. For example, de-
fence methods for robustness are categorised into pre-training,
during training, and post-training methods. Our comparison
and discussion of defence methods enable practitioners to
build robust GNNs according to their demands during different
phases. 2) Cross-aspect relations. Our survey pinpoints the
complex relations between aspects of trustworthy GNNs. In
particular, our survey provides insights on a) how the methods



TABLE III
COMPREHENSIVE COMPARISON BETWEEN OUR SURVEY AND REPRESENTATIVE SURVEYS
Scope Perspective
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Zhang et al. [72] o (@) (@] (@) (@) (@) (@) (@) (@) (@)
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“In this table, O indicates “Not Covered”, © indicates “Partially Covered”, @ indicates “Fully Covered”.

from one aspect of trustworthiness are adapted to address
objectives in other aspects, and b) why advancing one aspect
of trustworthy GNNs can promote or inhibit other aspects.
These relations are vital to a comprehensive understanding
and construction of trustworthiness. 3) Open framework. Our
survey provides an open framework (see Fig. 1) that includes
six key aspects that have attracted increasing research attention
in the field. This framework is extensible and thus capable of
incorporating any aspect of trustworthiness that is yet to be
considered but may be necessary for the future.

Table III presents a comparison between our survey and
representative surveys on GNNs, trustworthy Al, and studies
on one or multiple aspects of trustworthy GNNs. Taking a
different approach from the above surveys, our survey thor-
oughly reviews current trust-oriented methods for constructing
trustworthy GNN systems. We aim to provide a methodical
roadmap for both researchers and industry practitioners work-
ing in the GNN community.

E. Contributions and Organisation

The contributions of our survey can be summarised as
follows:

e Open Framework for Trustworthy GNNs. We propose
an open framework containing trust-oriented characteristics
for use in accurately characterising trustworthy GNNs. To
illustrate the core aspects of this framework, we present
their evaluation metrics along with the differences between
research into trustworthy GNNs and that focusing on gen-
eral Al

« Comprehensive Methodology Categorisation. For each
aspect of trustworthy GNNs, we comprehensively sum-
marise the basic concepts and typical methods, and discuss
future research directions.

o Insights for Cross-aspect Relations. We elaborate on
the complex relations between the aspects in our open
framework in terms of methodologies and achievements,
which are vital to consider if fully trustworthy GNNs are
to be achieved.

e Outlook on Trending Directions. By considering trust-
worthy GNNs as a whole and summarising the common

limitations of current advancements, we point out several

promising avenues of exploration that will need to be fully

investigated to promote the research and industrialisation of
trustworthy GNNSs.

The remainder of this survey is organised as follows. We
first introduce some key concepts related to graph neural
networks in Section II. Working from the definition of trust-
worthy GNNs, we summarise current methods for improving
the trustworthiness of GNNs from different aspects in Sec-
tions III-VIII, then discuss the complex cross-aspect relations
in Section IX. Finally, we conclude this survey in Section X
and point out trending directions of research into trustworthy
GNNs by considering the concept as a whole.

II. CONCEPTS

Graphs. A graph can be denoted as G = {V,&}, where
Y = {vl, .. ,v|v|} is a set of nodes, £ is a set of edges.
& describes the structural information of G, which can also
be expressed as the adjacency matrix A < {0,1}VIxVI,
A =1if e;; = (vi,v;) € &, otherwise A; j = 0. The edge
feature associated with edge e, is €,,. The node features are
expressed as a matrix X € R‘V‘Xd, whose i-th row indicates
the feature values of v; and d presents the dimensionality of
features. Thus, a graph can also be expressed as G = {A, X}.
A subgraph G5 = {V,, &} of G is composed of a node
subset Vs C V and an edge subset £ C &, where Vs contains
all nodes involved in &;. Correspondingly, when features are
associated with nodes, a subgraph can also be expressed as
Gs = {As, X}
Graph Neural Networks. GNNs are a series of neural
network architectures designed to explore graphs by learning
graph embedding [83], [84], [85]. We here introduce typical
message-passing-based GNNs, in which the node embedding
is iteratively updated as follows [83]:

m{) = > M(h{V hi e,,),
ueN (v)
Ut(hq()til)vm(t)%

U

)

b
where th) indicates the embedding of node v at layer ¢ €
{1,...,T}, and N (v) denotes the set of neighbours of v in



graph G. My(-,-,-) and Uy(-,-) are the message function and
the embedding updating function at layer ¢, respectively. By
means of the above operations, message-passing-based GNNs
can provide graph embedding for various tasks.
Computational Tasks. Tasks on graphs can be categorised
into node-focused tasks and graph-focused tasks [54]. Node-
focused tasks mainly include node classification, node ranking,
link prediction, and community detection [86]. Graph-focused
tasks mainly include graph classification, graph matching, and
graph generation [54]. Two representative tasks are discussed
in more detail below.

Node classification. Given a graph G = {V,€}, V, C V
denotes the set of labelled nodes, and the label associated with
v; € Vi is y;. V, = V\ V), is the set of other unlabelled nodes.
The goal of node classification is to learn a GNN model fy
from G and node labels, then utilise fy to predict labels for
the nodes in V,,.

Graph classification. Given a graph dataset D = {(G;,y;)},
in which y; is the label of graph G;, the goal of graph
classification is to learn a GNN model fy from D, then use
fo to predict labels for unseen graphs.

More details about other GNN architectures (i.e., architec-
tures beyond the message-passing mechanism) and tasks (e.g.,
link prediction, graph generation, etc.) can be found in several
books [54], [87] that provide an introduction to GNNs.

III. ROBUSTNESS OF GNNSs

Robustness is one of the most critical aspects of trustworthy
GNN development. In general terms, robustness refers to the
ability of systems to perform persistently under a variety of
conditions. In the context of GNNs, a robust GNN can sustain
model accuracy under perturbations such as malicious graph
structure modifications made by adding or deleting edges.
Recent studies [88], [89], [90] have demonstrated that GNNs
may output inferior results when graph structure is perturbed.
For example, when targeting a GNN used for malware detec-
tion, attackers can insert/delete methods or add call relations
into their original malware (i.e., inserting/deleting nodes and
adding edges), so as to change the function call graph of
the malware and bypass detection [91]. These security risks
are becoming increasingly prominent when GNNs are used
for such critical applications. Thus, it is imperative to study
adversarial attacks in order to fully understand the risks of
existing GNN systems and develop proper defence strategies
to improve their robustness.

In this section, we summarise recent studies on GNN
robustness. Ideally, a robust GNN should be capable of re-
maining stable under circumstances of both adversarial attacks
and random errors (e.g., unexpected omissions in the graph
data [92]). While research has shown that random failures
are often less severe [93], most current studies focus on
robustness when dealing with adversarial attacks [88], [89],
which is critical due to its detrimental impacts on GNN-
based applications. Therefore, we will focus more on robust-
ness against adversarial attacks. We will first introduce some
basic concepts regarding attacks and defences. Subsequently,
we will introduce representative attack methods along with

common defence mechanisms. We will also discuss future
directions at the end of this section.

A. Adversarial Attacks

1) Threat Models and Attack Categories: Threat modeling

represents how an attacker might use adversarial perturbations
to disrupt the performance of a GNN model. There are
several aspects in the threat model of GNN adversarial attacks,
including when an attack takes place, what information an
attacker can obtain, what adversarial actions can be taken, and
how the attacker might attempts to harm the performance of
the targeted GNN model. In this section, we will introduce
different types of attacks based on their threat models. Fig. 2
illustrates the overall processes of several common attacks.
The four dashed-line boxes (from left to right) illustrate how
evasion attacks, no attack, poisoning attacks, and backdoor
attacks are applied to GNNs during their training (the top
blue box) and/or inference (the middle yellow box) phases.
The bottom red box presents different attack results. Next,
we will introduce these attacks in GNNs by presenting their
attack stages, attacker knowledge, perturbation objects, and
attack goals.
Attack Stages. Attacks can occur either during the devel-
opment phase (aka training) or the deployment phase (aka
inference). Generally, these attacks can be divided into two
categories: poisoning attacks and evasion attacks.

o Poisoning attacks. Poisoning attacks target the training
phase of GNN model development. Attackers attempt to
alter the training graphs of a target GNN, leading to the
production of a poisoned model with impaired perfor-
mance [94], [95], [96].

o Evasion attacks. Attacks that target the inference phase are
known as evasion attacks. Attackers aim to perturb the
graphs during the inference period so that the perturbed
graph can cause the clean GNN models to engage in incor-
rect behaviours (e.g., misclassification) [55], [97], [98]. Dif-
ferent from poisoning attacks, attackers in evasion attacks
cannot affect the parameters of the target GNN models.
Therefore, it is assumed that the target GNN models have
been well-trained on the clean graph and are considered to
be fixed during this type of attacks.

There is another type of attack, namely a backdoor attack,

which perturbs both the training and inference graphs [99].
Specifically, attackers inject backdoors as pre-defined condi-
tions (e.g., an input graph consisting of a specific subgraph)
into GNN models by poisoning the training graph. Subse-
quently, during inference, attackers can perturb the inference
graph to trigger the backdoor and force the target GNNs to
misbehave.
Attacker’s Background Knowledge. In practical scenarios,
an attacker may be able to gather different types of knowledge.
This knowledge typically consists of the target GNN model
(e.g., model parameters, architectures), and the training or
testing data. Based on the type and degree of knowledge
obtained, attacks can be classified into three categories: white-
box attacks, black-box attacks and grey-box attacks.
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Fig. 2. Process of different adversarial attacks against GNNs. Training and inference without adversarial perturbations can produce a clean GNN model and
correct prediction results (as shown in the second column dotted box). Meanwhile, different perturbations to the clean graph are added during either a training
or inference phases to produce evasion attacks (the first column dotted box), poisoning attacks (the third column dotted box), and backdoor attacks (the fourth
column dotted box), which lead to different kinds of misclassifications (“Incorrect Results” box at the bottom).

o White-box attacks. In a white-box attack, attackers have
access to the entire target GNN, including its architecture,
parameters, and gradient [89], [100]. This information can
be used to construct adversarial graphs; for example, at-
tackers may seek the desired perturbations by calculating
the gradient corresponding to prediction errors (see details
in Section III-A2). Note that white-box attacks require
the strongest assumption with regard to knowledge of the
target system, which may be not available in real-world
applications.

e Black-box attacks. By contrast, a black-box attack means
that attackers do not know anything about the target GNN
model, and can only send queries to GNNs [96], [55]. A
common approach [46], [55] to conducting a black-box
attack involves building a surrogate model. Specifically,
attackers manage to gather information from the target GNN

model (e.g., exploring the mapping between designed input
queries and their responses) to construct a surrogate model.
Then, with full access to the surrogate model, attackers can
utilise white-box attack strategies to generate adversarial
graph samples. It is worth noting that compared with white-
box attacks, black-box attacks are more dangerous, since
they are more applicable to real-world scenarios.

Perturbation Operations. An attacker’s capability is also

defined in the threat model. Most existing attacks propose to

inject perturbations into graph data. Specifically, there exist
multiple types of perturbations, including the following:

o Perturbing graph structure. Most existing studies pro-
pose to implement their attacks by modifying edges (i.e.,
adding/deleting/rewiring edges) [55], [89], [101]. In prac-
tice, attackers often constrain their perturbations within a
given budget (e.g., making modifications to only a limited



number of edges), which makes them more difficult to
detect.

o Perturbing node attributes. In addition, perturbations can
also be added to node attributes [102]. Notably, empirical
studies have shown this approach to be less effective than
perturbations on edges [46], [103]; consequently, it is often
used in combination with other types of perturbations [46],
[94].

e Injecting nodes. Another practical perturbation is to inject
malicious nodes into graph data [96], [88], [100] [104].
These malicious nodes can be linked to benign nodes,
leading to misclassifications. This type of perturbations is
attractive when attackers cannot modify existing edges. For
example, it is difficult for attackers to break a credit ranking
system and tamper with existing connections, but easier
for them to register a new account and perform malicious
actions like adding new connections with other accounts.

Attack Goals. Attack goals describe how attackers expect the
performance of GNN models to be reduced. In general, they
can be described from two perspectives.

o Error specificity. Attackers may expect different types of
errors to result from their adversarial attacks. For example,
in a node/graph classification task, an error-specific attacker
expects the target GNN to misclassify nodes/graphs under a
specific label, while error-nonspecific attackers only expect
misclassifications more generally without specific target
labels.

o Attack specificity. Attackers may have different attack tar-
gets. Specifically, in node-level GNNs, some attackers [46]
expect only a small set of nodes to be misclassified, while
others aim to degrade the overall performance of the target
GNNSs [94]. It should be noted that existing studies [46],
[94] of GNNss also refer to the former as targeted attacks and
the latter as non-targeted attacks. This convention differs
from that used for attacks in non-graph fields (e.g., images),
where misclassifying inputs under a specific label is known
as a targeted attack, while misclassifying inputs to any
incorrect label is known as a non-targeted attack.

2) Attack Methods: In this section, we will describe several
representative attack methods.
Attack Formulation. To perform the above attacks, attackers
formalise the construction of perturbations as one of several
optimisation problems. Specifically, attackers aim to find a
perturbed graph, that can reduce the performance (e.g., overall
accuracy on the testing set) of GNN models. The objec-
tive functions and constraints of the formalised optimisation
problem can be determined with reference to the aspects
introduced in Section III-A1. Here, we provide an example of
the problem formalisation from Nettack [46]: given a target
graph G = {A, X}, and a target node v; with ground truth
label y;, an attacker attempts to construct a perturbed graph
G with limited perturbations, such that the GNN model fy«
trained on G undergoes the maximum performance drop for

the node classification task.
max_ 1(fe (G, 05) # i)
G={A X}

st. D(G,G) <e,
0" = arg mgin L(9:; @),

where I(-) is a binary indicator function, D(-,) is a pertur-
bation measurement function to assess the distance between
the clean graph G and the perturbed graph G, and € is a
perturbation budget.

Considering that Nettack is a poisoning attack (it can also be

adapted as an evasion attack), it directly perturbs the training
graph from G to G, so as to generate the target GNN fg« (-, -).
In addition, the attacker simultaneously perturbs the graph
structure and rlode attribute values, so that the generateAd per-
turbed graph G includes both of these perturbations {A, X}.
Finally, it aims to cause misclassification of a specific node;
thus, the objective function of the attack is designed to measure
the error between the prediction of fy(G,v;) and its ground
truth label y;.
Optimisation Solving. As a next step, attack methods are pro-
posed via solving optimisation functions. Two main strategies
are employed to achieve this: namely, gradient-based and non-
gradient-based methods.

o Gradient-based methods. Since white-box attacks are able
to utilise information about gradients, attackers can em-
ploy gradient-based methods [89], [100]. Specifically, by
regarding the desired perturbed graph as a hyperparameter,
attackers can calculate the partial derivative of the loss
(e.g., the loss between the predictions and ground truth
labels) with respect to input graphs. These optimisations
can be performed using gradients that are very similar to the
training gradients [105]. Nevertheless, the difficulty lies in
the discreteness of graph data. There are several approaches
to solving such a problem [55], [106], [107]. One common
method is to greedily and iteratively perturb the graph based
on the gradient [108], [55]. Alternatively, the attacker can
use techniques such as integrating gradients, among others,
to convert the discrete data to continuous data.

For example, the integrating gradients of a loss function
with respect to an edge perturbation on the input graph are
represented as follows [107]:

A,
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m

where A is the adjacency matrix, A;; specifies the perturbed
edges, and m is the step number for computing integrating
gradients. In this case, integrating gradients can be regarded
as the importance scores for edge perturbations, where a
higher value indicates that the perturbation will result in bet-
ter attack effectiveness. After calculating all the gradients,
the attacker can greedily find the perturbation that produces
the final adversarial graph.

o Non-gradient-based methods. In black-box attack scenarios,
however, the gradients are unknown to attackers. There are
several approaches [55], [109], [96] designed for solving



the optimisation problem without using gradients, such as
reinforcement learning [96] and genetic algorithms [55].
Specifically, attackers utilising reinforcement learning algo-
rithms can define graph perturbations as executing actions,
then design rewards based on their attack goals [55]. The at-
tack procedure can be modelled as a Finite Horizon Markov
Decision Process (FHMDP): 1) Action (a). A single action
at time step ¢ is denoted as a;, which represents adding or
deleting\ an edge; 2) StAate (s). The state is represented as a
tuple (G*,u;), where G* is the perturbed graph at time step
t and u; is the attacker’s target node; 3) Reward (r). The
attacker receives no reward in the intermediate steps, i.e.,
Vt=1,2,...,m —1,7(st,a;) = 0. Meanwhile, the attacker
receives a non-zero reward at the end of FHMDP:

7(Smy Q) = 1 iff(’(?m’ui)#yi
my Am _1 if fg(Gm,Ui):yi'

4) Terminal. The process terminates after modifying m

edges.

Furthermore, genetic algorithms can also be used to select

the population (i.e., a perturbed graph) based on a fitness

function that iteratively evaluates attack effectiveness [55].
Comparison. In addition to attack stages, perturbation objects,
and attack goals that affect the formulation of the attack,
optimisation solving methods are determined by the degree
of attacker knowledge. White-box attacks, for example, use
gradient information to construct their perturbations, while
black-box attacks make use of techniques other than gradients,
such as greedy search or reinforcement learning. Gradients
offer the advantage of being straightforward and easy to
implement. A number of works use this approach as a baseline,
since it illustrates the vulnerability of victim models in the
worst-case scenario [110].

In practice, however, an attacker may not have access to
the gradients of the victim models. Thus, rather than utilising
the gradients of the victim models directly, some black-box
attacks [88] construct surrogate models and use the gradients
obtained therefrom. Another study in black-box settings [111]
uses adversarial graph search and query responses of the vic-
tim models to calculate the sign gradients. These approaches
may require additional effort to determine the gradients (e.g.,
the time cost for the topology attack using a surrogate model
can be six to ten times that of a simple gradient-based
approach [112]). Meanwhile, non-gradient methods are also
widely employed in many studies [55], [109]. Most of these
methods do not require knowledge of gradients, which makes
them more practical when dealing with situations in which an
attacker has limited knowledge.

B. Defences

The methods employed to defend against the above attacks
can be classified based on the targeted phases of GNN systems,
i.e., defences occurring before, during, and after training.

1) Defences before GNN Training: Since most attacks tend
to perturb the graph data, it is natural to consider preprocessing
the graph data before training.

Training Graph Preprocessing. Graph preprocessing aims
to distil current graph data by removing potential adversarial

perturbations. As studies [113], [107] have shown, many
perturbations applied by attackers have specific characteristics.
By referring to these characteristics, defenders can identify
suspicious components and remove them before GNN training
begins. Defenders can also compute the low-rank approxima-
tion of the adjacency and feature matrices then discard any
high-rank perturbations [113].

Clean Graph Learning. These types of defences propose to
directly regenerate a clean graph rather than deleting a small
number of suspicious edges. The intuition supporting the use
of graph learning techniques in these scenarios is that, ad-
versarial perturbations normally conflict with the basic graph
property [114]. Thus, graphs reconstructed using these graph
structure learning methods can erode the negative effects of the
adversarial perturbations [107]. In addition, graph sanitation
has also been employed by learning a “better” training graph
from a perturbed graph [115].

2) Defences during GNN Training: Alternatively, some
defence methods aim to improve the GNN robustness during
the training process.

GNN Architecture Optimisation. A large number of studies
have proposed to improve GNN robustness by adjusting GNN
architectures. For example, a method called Gaussian-based
GCN [116] introduces Gaussian distributions into graph em-
bedding rather than using them directly. Moreover, defenders
can use a graph encoder to learn the information, followed
by a GAN model to conduct contrastive learning [117].
Alternatively, they can introduce meta-optimisation and adapt
the aggregation process or completely redesign the GNN
architecture [118].

Attention Mechanism. Another effective approach involves
introducing attention mechanisms into GNNs [119] to reduce
the impacts of adversarial edges or nodes while maintain-
ing the performance on the clean graph. Specifically, these
methods utilise the attention scores to identify adversarial
edges and nodes, then decrease their weights during the
aggregation process of the GNN training. For example, a
defender could assign higher scores to edges connecting more
similar nodes [119].

Adversarial Training. Adversarial training enhances the ro-
bustness of a model by introducing noise during GNN train-
ing [120], [121]. Specifically, defenders first use existing attack
methods to construct perturbed graphs (noise) then train GNNs
on these perturbed graphs to counteract the negative impacts of
potential adversarial attacks [106]. Consequently, this method
is more effective in dealing with specific attacks, whose
adversarial samples can be used in training, when compared
to other defensive methods. Furthermore, since only training
graphs are modified under this approach, GNN developers do
not have to modify the GNN architecture, meaning that the im-
plementation effort required is relatively small. Nevertheless, it
may be less generalisable to other types of attacks, especially
those that are unknown to the developer, since adversarial
samples from these attacks have not been used during GNN
training.

Robustness Certification. Robustness certification can pro-
vide certification of a GNN'’s robustness under certain pertur-
bations [122]. Specifically, it is used to quantify how node



predictions from GNNs can be robust to arbitrary forms of

perturbations that are bounded in a considered space. Once

a node is certified, robustness certification guarantees that

perturbations within the bounded space cannot change the

GNN’s prediction. Recently, certification methods have been

used to perform robust training of GNNs [122], [123], [124].

Defenders add an extra term to the objective function of the

target GNN model, which aims at driving every node to be

certified. As a result, the trained GNNs can be more robust to
perturbations.

3) Defence after GNN Training: Defence mechanisms can
also be implemented after the GNN training. Consequently,
such defences can be used to defend against evasion attacks
that occur during the GNN inference phase.

Detection of Malicious Perturbations during Inference.

Another common defence approach is to detect the malicious

perturbations. Approaches of this kind explore the difference

in inference performance between the attacked GNNs and the
normal GNNs. Specifically, a recent study [125] has shown
that, the output scores of the malicious node predictions
are significantly lower than those of clean nodes. Therefore,
defenders can utilise this evidence to identify adversarial
attacks. In addition, robustness certification can also be used to
identify the potential target nodes by analysing their robustness
levels [122], which can help defenders to detect perturbations.

4) Summary: While a growing number of methods have
been designed to enhance the robustness of GNNs, they are
applied in different scenarios. Below, we compare the methods
in terms of several aspects and discuss their application
scenarios.

e Phase of Implementation. These defence methods are de-
signed to counter attacks that target different stages of
GNNs. As an example, pre-training defence methods should
be implemented prior to training. As a result, they will be
better able to defend against poisoning attacks that perturb
the training graph. However, if the perturbation occurs
during the inference period (i.e., evasion attacks), these
approaches cannot counteract it. By contrast, post-training
defences can detect perturbations during the inference pro-
cess; however, they are unable to deal with poisoning
attacks in which an inaccurate GNN model has been built
and deployed for inference. Meanwhile, the during-training
defence strategies [116], [119] may be able to counter both
types of attacks (poisoning and evasion).

o Modularity. Each of these defence methods has a distinct
modularity. Consider an existing GNN development pipeline
that needs to be updated to a robust one. When using a pre-
training or post-training defence, there is no need to alter
any existing process; these methods can be implemented in
a plug-and-play fashion, which can easily be incorporated
into the current workflow. For during-training defences,
however, it may be necessary to make changes to the
training programs.

o Deployment compatibility. Defence methods also suffer
due to varying levels of compatibility during deploy-
ment. Specifically, pre-training defences can generate robust
GNNs during their development; thus, the deployment of
these GNNs does not need to be modified in comparison

to the normal GNN deployment. In the meantime, during-
training defence methods may require specific GNN ar-
chitectures. For instance, the RGCN [116] should model
the hidden layer representation of nodes as Gaussian dis-
tributions and exploit them during information propagation
to reduce the impact of adversarial perturbation. Further-
more, a post-training defence method may require the GNN
systems to provide the function block for detection (e.g.,
comparing the output scores to a threshold [125]) in GNN
systems. Because these methods may require specialised
GNN architecture or additional function blocks that may
not be supported by general frameworks, they are less
generalisable.

o Complexity. Despite the compatibility during deployment,
defending against adversarial attacks introduces varied lev-
els of deployment complexity. This complexity is primarily
driven by the computational demands inherent in either
training or inference stages. Specifically, the deployment
complexity might be associated with the statistics of the
graph. For instance, defences implemented prior to GNN
training, such as a training graph preprocessing method that
computes the low-rank approximation of the adjacency ma-
trix, whose complexity will be related to the training graph
size [113]. Such methods necessitate additional processing
blocks, thereby elevating the intricacy of the defensive
strategies. We have identified this complexity as a pivotal
element in our trustworthy GNN factors, categorising it
under “environmental well-being”, and we will delve into
its interactions in Section IX. Furthermore, this increased
complexity can potentially limit the model’s scalability to
more extensive graphs, which we will discuss in “future
direction” subsections.

C. Applications

When GNNs are widely employed in sensitive applications,
their robustness becomes crucial. We highlight potential risks
from adversarial attacks in several typical real-world applica-
tions to emphasise the importance of developing robust GNNG.
Specifically, we introduce the case studies based on the per-
turbation operations mentioned in Section III-Al: perturbing
graph structure/node attributes, and injecting nodes.
Malware Detection. Given that network traffic can be rep-
resented as graph data (i.e., network traffic graphs), GNNs
have become a popular tool for analysing the traffic behaviour
and identifying malware [126], [127]. However, an attacker
can easily modify these traffic graphs, raising concerns about
the GNN'’s robustness in malware detection [128], [129].
Specifically, attackers can execute various types of adversarial
attacks targeting different phases of GNN development. For
example, poisoning attackers can manipulate the exploitation
code embedded in the malware sample and poison the training
data for the malware detector if their malware samples are
gathered and used by the detector developer [130]. Evasion
attacks can also be executed by this approach, altering the
associated traffic graph of the malware, and evading detec-
tion [130]. Thus, examining potential attacks and devising



countermeasures are both essential for establishing trustworthy
GNNs in this domain.

Financial Analysis. Robustness is critical for trustworthy
GNNs in financial analysis. Recently, GNNs have been de-
ployed for credit estimation and fraud detection [131], [132].
However, the introduction of adversarial attacks can deceive
the model to produce incorrect predictions. For instance,
node injection attacks, which may involve inserting a few
dubious transactions or creating fake accounts [133], [134],
can construct the adversarial example graph and then evade the
GNN model’s detection. This compromises the trustworthiness
of using GNNs in the financial domain.

D. Future Directions of Robust GNNs

Robustness Evaluations. Despite the increasing number of
studies that have proposed to develop robust GNNs, mathemat-
ically demonstrating the robustness of GNNs is a challenging
proposition. In general, most robustness evaluations of GNNs
are based on their defensive ability, as GNN algorithms
are difficult to interpret. For example, current robust GNN
techniques assess their methods by using attack deterioration,
which is the decreased accuracy after an attack compared to
the accuracy without attack [120], [114], [113], and defence
rate, which compares the attack success rate with or without
defence strategies [135]. However, the robustness conclusions
obtained by these metrics are based on the specific pertur-
bations (e.g., perturbations generated by specific adversarial
attacks), meaning that general robustness against other attack
algorithms cannot be guaranteed. A robustness certification
attempts to offer a formal certification of robustness, but it is
affected by the architecture of GNNs and the type of graph
data [122], [123]. This introduces barriers when evaluating
newly developed robust GNN techniques and comparing them
to existing studies. It is therefore essential to develop a
quantitative metric for evaluating the robustness of GNNs (e.g.,
one that identifies the upper bound of the model’s prediction
divergence in a given domain [136], [137]), which can be
applied uniformly across various GNN architectures, graph
data [138], and different attack and defence methods.

Defence Scalability. Although several techniques for building
robust GNNs have been developed, most of them have only
been evaluated on medium-sized graphs and have not been
applied to large-scale graphs in practice. This highlights the
necessity of studying GNN robustness with high scalability.
Researchers have recently demonstrated that GNNs in large-
scale graph data can also be vulnerable to adversarial at-
tacks [139]; furthermore, they have also demonstrated that
previous attacks and robust GNN schemes are typically not
scalable due to the large overhead incurred during training and
inference [140]. One example concerns a revised aggregation
technique [141] for robust GNN training, which involves sum-
ming up the distance matrix of neighbour node embeddings.
Such an approach would increase the training effort required
for large graph training [139]. In view of the wide variety of
attack setups and GNN applications in existence, it is clear that
the robustness analysis of GNNs applied to large-scale graphs
is yet to be fully explored. It is accordingly crucial to develop

more efficient and scalable defence techniques to support the
building of robust GNN systems for real-world applications.

IV. EXPLAINABILITY OF GNNS

The explainability of GNNs refers to the ability to make the
predictions of GNNs transparent and understandable. People
will not fully trust GNNSs if the predictions they make cannot
be explained; this lack of trust will in turn limit their usage in
crucial applications associated with fairness (e.g., credit risk
prediction [67]), information security (e.g., chip design [142])
and life security (e.g., autonomous vehicles [75], protein
structure prediction [143]). Consequently, building trustwor-
thy GNNs requires insights into why GNNs make particular
predictions [144], [145], [146], [147], which has driven an
increase in research into the interpretability and explainabil-
ity of GNNs. These abilities enable researchers to capture
causality in GNNs [78] or insights for further investigation in
applications [148], foster the implementation of robust GNN
systems by developers [149], and guide regulators to ensure
the fairness of GNNs [150].

In this section, we summarise current advancements in
providing explanations for GNN predictions. We first intro-
duce the basic concepts and categories with respect to the
interpretability and explainability of GNNs. We then present
some typical methodologies and conduct comparisons between
them. Finally, we highlight some potential directions for future
research.

A. Concepts and Categories

Interpretability and Explainability. Methods designed to
promote machine learning interpretability can be categorised
into intrinsically interpretable models and post-hoc explanation
methods [151]. In the context of GNNs, the interpretability of
GNNss utilises intrinsically interpretable designs [152] in GNN
architectures to explain predictions of GNNs. In contrast, the
explainability of GNNs aims to provide post-hoc explanations
after the training of GNNG. In this survey, the former kind of
GNNs are called interpretable graph neural networks, and the
latter kind of methods for explainability of GNNs are called
explainers for graph neural networks.

Forms of Explanations. The types of explanation results for
general machine learning models include feature summary
statistics, feature summary visualisation, internal parameters,
data points (e.g., the identification of prototypes of predicted
classes), and intrinsically interpretable (surrogate) models
[151]. Although there are various differences between current
methods designed for GNNs, the shared concern is which
edges, nodes, or features are more important to the final
outputs. Thus, the explanation results of GNNs are generally
expressed as graphs with certain components (i.e., edges,
nodes or features) highlighted as explanations for the current
sample. Sometimes explanations of GNNs are presented in
the form of subgraphs, since subgraphs with specified patterns
(i.e., motifs) are the building blocks of some more complex
networks [153].

Instance-level Explanations, Group-level Explanations,
Class-level Explanations. Existing methods are categorised



based on whether they provide instance-level, group-level, or
class-level explanations for GNNs. The instance-level methods
(e.g., PGExplainer [59]) provide a sample-dependant expla-
nation for each graph sample. The group-level methods (e.g.,
GNNExplainer [24]) generate or choose a prototype sample as
the explanation for a group of graph samples. The class-level
methods use graph patterns (e.g., XGNN [154]) or statistics
(e.g., OFS+OBS [148]) to explain the outputs of GNNs for
specified classes. Compared with group-level and class-level
methods, the explanations provided by instance-level methods
are both more fine-grained and more precise since explanations
for a single sample are tailored to explain the sample in
question. In contrast, the class-level explanations provide a
high-level insight into the behaviours of GNNs.
Model-specific versus Model-agnostic Methods. Explanation
methods for GNNs can be further categorised as either model-
specific or model-agnostic based on their design. Generally,
interpretable GNNs (e.g., SAN [155]) tend to be model-
specific; this is because explanations are derived from specif-
ically designed operations in GNNs, which are used to reflect
the importance of certain graph components (e.g., edges,
nodes or features). Accordingly, these interpretable GNNs
can usually only provide explanations for the proposed graph
neural architectures. For their part, model-agnostic methods
(e.g., XGNN [154]) can provide post-hoc explanations for
any GNN. However, not all post-hoc explainers for GNNs
are model-agnostic. The reason is that, like interpretations
[156] for piecewise linear neural networks, some explainers
(e.g., CAM [61]) are not rigorously model-agnostic, since
they require GNNs to employ some specified operations (e.g.,
global average pooling [61]).

Others. Methods for explaining GNNs also differ depending
on the rarget task of the GNNs in question. For interpretable
GNNs (e.g., SAN [155]), they can only provide explanations
for current architectures designed for specified tasks. For
post-hoc explainers of GNNs, the difference on target tasks
means that some explainers (e.g., GraphLime [157]) can only
provide explanations for GNNs in one specified task (e.g.,
node classification), while others (e.g., RCExplainer [158]) are
available for multiple GNN tasks. Moreover, existing methods
have different needs in terms of the prerequisite knowledge
of GNNs. In this survey, the terms white-box, grey-box, and
black-box are used to represent the degree of knowledge
required by different methods about the target GNNs when
providing explanations for them. Some explainers [154] (i.e.,
black-box methods) treat the GNNs as black boxes, while
others (e.g., white/grey-box methods) may need to access some
internal information (e.g., the backward gradients [24], weight
parameters of GNNs [61]) from GNNs to train explainers.

B. Methods

When exploring methods for explaining GNNs, two es-
sential steps are designing the method for providing ex-
planations and evaluating explanations. Both of these steps
can be challenging for researchers. For example, due to the
characteristics of graph data, traditional explanation methods
for deep learning (e.g., input optimisation methods [159] and

soft mask learning methods [160]) cannot be directly applied
to GNNs because of the irregularity and discrete topology
of graphs. When conducting evaluations, domain knowledge
(e.g., brain connectomics [148]) is sometimes necessary to
validate GNN explanations.

To this end, various intrinsically interpretable GNNs and
post-hoc explainers for GNNs have been proposed. Here, we
briefly introduce a typical post-hoc explainer for GNNs, i.e.,
GNNExplainer [24]. Taking the graph classification task as an
example, we here assume that a well-trained GNN model fy
is employed as a label function to produce the predicted label
 of the input graph G = {A, X}, whose ground truth label
is y. GNNExplainer aims to find a subgraph G = {A;, X}
of G that can act as the explanation of prediction § = fy(G)
by maximising the mutual information (MI) between G5 and
vy, i.e.,

max MI(y, Gs).

To solve the optimisation problem on the discrete graph
structure, GNNExplainer proposes to learn an edge mask
M € RVIXIVI (JV)] is the number of nodes in G), and the
explanation G is calculated as follows:

Gs ={A,,X;}={A0cM), X},

where o denotes the sigmoid function, and ©® represents
element-wise multiplication. After the training, GNNExplainer
can generate an explanation for the prediction of GNN model
fo-

In this section, we present common ideas behind different
methods for GNN explanations. Fig. 3 illustrates an overview
of the current methodologies. The bottom (i.e., green zone) of
Fig. 3 shows four types of intuitions used in constructing self-
interpretable GNNs. The other part (i.e., grey zone) of Fig. 3
illustrates the core modules used in five different kinds of post-
hoc explainers and how they interact with target GNNs (green
dashed-line box) to generate explanations. Moreover, it also
illustrates other typical method instances that can provide post-
hoc explanations for GNNs. In the below, we will introduce
these methodologies and some typical instances of them.

1) Intrinsically Interpretable GNNs: The main types of
self-interpretable GNNs mainly include contribution estima-
tion, the introduction of interpretable modules, embedding
prototype learning, and rationale generation.

Contribution Estimation. Contribution estimation methods
employ values from modules or operations in GNN architec-
tures to evaluate the contribution made by particular com-
ponents in input samples. These methods then utilise the
estimated contributions to obtain explanations for predictions
made by GNNs. In contribution-based methods, the values of
contribution estimations can be derived from different modules
or operations. For example, these contribution values can be
provided by activation values (e.g., NGF [161]), attention
weights (e.g., STANE [162]) or specially designed modules
(e.g., SAN [155]).

Introduction of Interpretable Module. Interpretable models
like K-Nearest Neighbours (KNN) can be introduced as a
module in GNNs. The subsequent improvement to GNN
interpretability mainly comes from changing the classification
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module (e.g., MLP) to an interpretable module like KNN,
given that GNNs serve as encoders of graph data. This kind of
architecture combines the powerful expressive ability of GNNs
and the interpretability of existing interpretable methods. For
example, a GNN architecture for node classification called SE-
GNN [163] proposes identifying the interpretable k-nearest
labelled nodes for each node to simultaneously make a label
prediction and explain why this prediction has been made.
Embedding Prototype Learning. Rather than employing
interpretable entities (e.g., labelled nodes in SE-GNN [163])
as in the introducing interpretable module methods, the in-
terpretability of prototype learning methods comes from the
learned embedding prototypes or embedding motifs in GNNss.
For example, Zhang et al. [164] propose a framework called
PortGNN, which incorporates prototype projection and simi-
larity calculation operations. The interpretability of PortGNN
on a specific input graph comes from displaying the learned
prototypes and similar subgraphs in the input graph. Similarly,
the interpretability of another framework called MICRO-Graph
[165] is supported by the learned motif embedding and node-
to-motif assignment.

Rationale Generation. In this type of method, the self-
interpretable GNNs incorporate a module that can produce a
subgraph rationale for the input graph data. For example, Yu et
al. [166] propose a method called GIB, which is based on the
information bottleneck theory. It can generate subgraphs that

share the most similar property (i.e., label) to the input graphs.
Adopting a causal view of graph generation, Wu et al. [78]
propose a framework called DIR, which can produce rational
subgraphs that are invariant to the changed data distribution.

2) Post-hoc Explainers for GNNs: Explainers for GNNs

include gradient/feature-based methods, perturbation-based
methods, surrogate methods, decomposition methods, and gen-
eration methods.
Gradient/Feature-based Methods. Gradient-based methods
employ different types of gradient processing to obtain an
estimation of the contribution made by components in the
input samples. These methods produce local explanations for
current samples by calculating the gradients of GNNs on input
space. Gradient-based methods treat input samples, rather
than model parameters, as variables of GNNs, and utilise the
backpropagation mechanism to obtain the gradients of GNNs
on the input space. For example, a method called SA [167]
uses the square value of gradients to define the contribution of
components (e.g., nodes, edges or node features) in the current
graph.

Feature-based methods use mappings from embedding
space to input space to evaluate the contribution made by
components in the input samples. For example, Pope et al.
[61] propose an algorithm called CAM, which maps the
embedding in the last layer to the input space by means of
weighted summation. The mapping weights come from the last



fully-connected layer used for the final prediction. The main
differences between feature-based methods are the mapping
construction methods employed. Moreover, according to a
recent study [168], introducing regularisation terms (i.e., batch
representation orthnormalisation and Gini regularisation [168])
can improve feature-based methods like CAM [61] and Grad-
CAM [61].

Perturbation-based Methods. The counterfactual explanation
describes causality as “If X had not occurred, Y would not
have occurred” [151], [158]. In the context of explainers for
GNNs, when removing one edge, node or changing one node
feature from the explanation for the current output, GNNs will
generate a different output if the removed or changed compo-
nent is a counterfactual explanation for the current output.
Accordingly, different from gradient/feature-based methods,
perturbation-based methods attempt to find the counterfactual
explanation [24] or underlying cause [169], [170], [171] for
GNNs by perturbing components of the graphs. Specifically,
perturbation-based methods apply masks to edges, nodes, or
node features to filter out the most essential components,
which serve as explanations for GNNs. It is expected that
the predictions of GNNs on explanations will be similar to
those on input samples. For example, GNNExplainer [24]
utilises mutual information to train mask generators, which
can provide explanations for both node classification and
graph classification. Differences between perturbation-based
methods stem primarily from their mask types, metrics for
component importance, mask generation algorithms, and the
forms taken by their explanations (e.g., edges, features or
subgraphs).

Surrogate Methods. It is sometimes difficult to employ
gradient/feature-based methods and permutation-based meth-
ods that require internal knowledge about GNNs (e.g., node
embedding in PGExplainer [59]) because access to the GNN
system may be limited (e.g., only queries are allowed). A prac-
tical solution is to employ interpretable and straightforward
models (i.e., surrogates) to simulate the input-output mapping
in target GNNs. By considering the similarity between the
input samples and their neighbour samples, the functionally
similar surrogate model can interpret the local behaviours of
target GNNs to some extent. For example, a method called
PGM-Explainer [172] perturbs node features to obtain similar
samples, then employs an interpretable Bayesian network to
provide explanations. Surrogate methods are generally model-
agnostic; their differences mainly lie in the neighbour sam-
pling strategies and interpretable surrogate models employed.
Decomposition Methods. Unlike the above methods, decom-
position methods distribute the prediction score of GNNs on
samples to the input space according to certain decomposition
rules that help identify which components of the input space
provide the greatest contribution to the prediction of GNNs.
For example, the GNN-LRP [173] algorithm employs Taylor
decomposition as rules to model interactions between GNN
layers and then identifies a collection of walks to explain the
output of GNNs. For decomposition methods, the decomposi-
tion rules are the main differences between them.
Generation Methods. In generation methods, explanations for
GNNs are produced directly from the explanation generator

module by employing graph generation methods based on
reinforcement learning (RL) or other frameworks. For exam-
ple, a method called XGNN [154] aims to obtain a graph
pattern that maximises the prediction of GNNs on the target
class, after which this graph pattern is used as an explanation
for GNNs. This approach formulates graph generation as a
reinforcement learning task. In each step of graph generation,
XGNN makes an edge-adding decision based on the existing
graph pattern. It uses policy gradients and feedback from
GNNs to train the graph pattern generator. In comparison
to other methods, the class-level explanation obtained from
XGNN provides a high-level understanding of GNNs and a
human-intelligible subgraph explanation of GNNs for graph
classification. In addition to using reinforcement learning
frameworks (e.g., XGNN [154], RG-Explainer [174]), other
graph generation frameworks can also be employed to provide
GNN explanations. For example, adopting a causal theory
perspective, Lin et al. propose a method called OrphicX [175]
based on the variational graph auto-encoder (VGAE).
Others. This category contains methods that cannot be cat-
egorised into the above post-hoc explanation methods. For
example, Feng et al. [176] propose a method called DEGREE
to estimate the contribution score of nodes and employ an
agglomeration algorithm to complete the explanation subgraph
construction. In DEGREE, based on the forward operation
decomposition on GNN layers, the node contribution is calcu-
lated as the relative contribution (like the Shapely value [151])
when adding the target node to its contexts. Abrate and Bonchi
[148] propose a heuristic-search method called OFS+OBS
that finds counterfactual graphs to explain graph classification
results on brain networks. Lin et al. [177] propose a framework
called Gem to train an explanation generator; under this
approach, the ground-truth explanations in training data are
distilled through combining predefined rules and queries on
target GNNSs.

In addition to the above methods, some model-agnostic

methods for general Al can also be extended to explain GNNss.
For example, IG [178], DeepLIFT [179] and CXPlain [180]
can be transferred to the graph domain to provide explanations
for graph classification [171].
Remarks. After obtaining explanations of GNNs via the above
methods, it is possible to evaluate the quality of these explana-
tions through visualisation and accuracy-related metrics (see
Section I-C). In Appendix A, we present related resources for
studying the explainability of GNNs.

C. Summary

Table IV presents a comprehensive comparison of repre-
sentative methods that provide explanations for GNNs. In the
below, we also briefly compare them from several high-level
perspectives.

1) Interpretability and Explainability: Interpretability and
explainability refer to self-interpretable GNNs and post-hoc
explainers for GNNGs, respectively. Generally speaking, self-
interpretable GNNs can only provide explanations for them-
selves, since the explanations are dependent on their specific
architectures. Compared with most self-interpretable GNNss,



TABLE IV
COMPREHENSIVE COMPARISON OF TYPICAL METHODS FOR IMPROVING THE INTERPRETABILITY AND EXPLAINABILITY OF GNNS.

Methods Category Methodology Explanation

Knowledge” Level Task” Form
NGF [161] Interpretability Contribution White-box Instance GC Node
SAN [155] Interpretability Contribution White-box Instance GC Edge
STANE [162] Interpretability Contribution ‘White-box Instance LP/NC —
SE-GNN [163] Interpretability Interpretable Module White-box Instance NC Subgraph
PortGNN [164] Interpretability Prototype White-box Instance NC/GC Subgraph
MICRO-Graph [165] Interpretability Prototype White-box Instance GC Subgraph
DIR [78] Interpretability Rational White-box Instance GC Node/Edge
GIB [166] Interpretability Rational ‘White-box Instance GC Subgraph
SA [167] Explainability =~ Gradient/Feature-based Grey-box Instance NC Node/Edge
Guided BP [167] Explainability =~ Gradient/Feature-based Grey-box Instance NC Node/Edge
CAM [61] Explainability ~ Gradient/Feature-based ~ White-box Instance GC Node
Grad-CAM [61] Explainability ~ Gradient/Feature-based =~ White-box Instance GC Node
GNNExplainer [24] Explainability Perturbation-based Grey-box Instance/Group NC/GC Edge/Feature
PGExplainer [59] Explainability Perturbation-based Grey-box Instance NC/GC Edge
ZORRO [181] Explainability Perturbation-based Grey-box Instance NC Node/Feature
Causal Screening [171] Explainability Perturbation-based Grey-box Instance GC Edge
GraphMask [182] Explainability Perturbation-based White-box Instance SRL/MQA Edge
SubgraphX [183] Explainability Perturbation-based Black-box Instance NC/GC Subgraph
CF-GNNEXxplainer [184]  Explainability Perturbation-based Grey-box Instance NC Edge
RCExplainer [158] Explainability Perturbation-based Grey-box Instance NC/GC Edge
ReFine [185] Explainability Perturbation-based Grey-box Instance GC Edge
CF? [186] Explainability Perturbation-based Grey-box Instance NC/GC Edge/Feature
GraphLime [157] Explainability Surrogate Black-box Instance NC Feature
RelEx [187] Explainability Surrogate Black-box Instance NC Edge
PGM-Explainer [172] Explainability Surrogate Black-box Instance NC/GC Node
LRP [167] Explainability Decomposition White-box Instance NC/GC Node/Edge
Excitation EB [61] Explainability Decomposition White-box Instance GC Node
GNN-LRP [173] Explainability Decomposition White-box Instance GC Walk
XGNN [154] Explainability Generation Black-box Class GC Subgraph
RG-Explainer [174] Explainability Generation Black-box Instance NC/GC Subgraph
OrphicX [175] Explainability Generation Grey-box Instance NC/GC Subgraph
DEGREE [176] Explainability Others White-box Instance NC/GC Subgraph
OFS+OBS [148] Explainability Others Black-box Instance/Class GC Node/Edge
Gem [177] Explainability Others Black-box Instance NC/GC Edge/Subgraph

“ In the Knowledge column, “White/Grey/Black-box™ indicate that the target GNN is treated as a white/grey/black box when obtaining
explanations on it. The “GC”, “LP”, “NC”, “SEL” and “MQA” in the Task column represent graph classification, link prediction, node
classification, semantic role labelling, and multi-hop question answering, respectively.

post-hoc explainers have a broader range of applications,
because they can usually provide explanations for GNNs with
any architecture. However, the above difference does not mean
that the functionality of self-interpretable GNNs is limited.
For example, one recent GIB framework [166] simultaneously
demonstrates the capability to discover the most informational
subgraphs and flexibility (i.e., plug-and-play) in cooperating
with other GNN backbones.

2) White/Grey/Black-box Knowledge: When obtaining ex-
planations from self-interpretable GNNs, users typically re-
quire to have white-box knowledge on target GNNs. Here, we
compare these existing post-hoc explainers based on the levels
of background knowledge required.

Gradient/feature-based methods explicate GNN predictions
in a straightforward manner. However, these methods usually
require access to specific knowledge (e.g., inner gradients or
features) about target GNNs (i.e., they treat the target GNNs
as white/grey boxes). Perturbation-based methods generally
adopt a causal theory-based approach, and accordingly need

to learn different kinds of masks to generate explanations.
Most of them also require access to specific knowledge (e.g.,
backward gradients) about target GNNs to learn how to
generate these masks. Compared with other methodologies,
surrogate methods are more practical, since they only need to
query target GNNs (i.e., they treat GNNs as black boxes). In
decomposition methods, explanations are derived by distribut-
ing final predictions into input space. Thus, these methods
also need access to knowledge about GNNs (i.e., white-box
setting) to implement the above distribution. For their part,
generation methods can directly produce human-intelligible
subgraph explanations for specific input graph data or target
classes. Most of these approaches treat target GNNs as black
boxes when training the explanation generator.

3) Reasoning Rationale: From the causal perspective, most
of today’s explanation methods are based on factual reasoning
(e.g., GNNExplainer [24], PGExplainer [59] XGNN [154],
RG-Explainer [174], OrphicX [175]) or counterfactual reason-
ing (e.g., CF-GNNExplainer [184], Gem [177]). One recent



study [186] shows that considering only factual reasoning will
result in extra information being included in explanations (i.e.,
sufficient but not necessary explanations), while only consider-
ing counterfactual reasoning will break the complement graph
of explanations (i.e., necessary but not sufficient explanations).
Existing approaches that consider both forms of reasoning
(e.g., RCExplainer [158], CF? [186]) show superiority in terms
of explanation robustness [158] and quality (e.g., accuracy,
precision) [186].

4) Other Limitations: In these gradient-based methods,
contribution values based on gradients may only reflect the
local sensitivity of GNNGs; thus these methods may suffer from
saturation problems [179] (i.e., the gradient of model output
w.r.t the inputs is zero) and explanation misleading [188],
[158]. In perturbation-based methods, the continuous values
in soft mask learning methods (e.g., GNNExplainer [24]) may
suffer from the “introduced evidence” problem [189] (i.e., po-
tential side effects utilised by models when introducing mask
operations) [31]. Although discrete masks in some methods
(e.g., ZORRO [181] Causal Screening [171]) can alleviate
this issue, the explanation generation mechanism (e.g., greedy
algorithms) employed therein may result in locally optimal
explanations. For surrogate methods, there is no consensus
on how to define neighbours of the input graph data and
how to choose interpretable surrogate models [31]. Moreover,
the white-box knowledge setting of decomposition methods
may make them impractical for users who can only query
GNNss (e.g., using cloud-based GNN services [190]). Finally, a
potential weakness of existing generation methods is that they
ignore counterfactual explanations (i.e., they only consider the
relationship between explanations and the labels of input graph
data in their reward or loss functions).

5) Complexity: Humans can understand the predictions of
GNNs by deploying explanation methods. However, these
deployment behaviours generally involve additional effort
(e.g., the training of post-hoc explainers), which makes it
necessary to consider the complexity of explanation methods
when implementing them. First, the space complexity of an
explanation method can be potentially affected by the graph
whose prediction needs to be explained. For example, the
parameter size of GNNExplainer is linear to the edge number,
whereas that of PGExplainer is independent of the graph size
[59]. Second, the time complexity differs among different
explanation methods. For instance, given a graph with &
edges, the GNNExplainer [24]) owns O(T|£|) time complex-
ity, where 7' indicates the epoch number when training the
GNNExplainer [59]. However, that of PGExplainer is O(|€])
once it is well trained. The time complexity difference makes
the PGExplainer more efficient in generating explanations
for new prediction instances [191]. Note that the complexity
of deploying GNN explanation methods also includes its
influences on other aspects (e.g., robustness, environmental
well-being) of trustworthy GNNs. Refer to Section IX for more
details.

D. Applications

By providing insights into why GNNs make particular pre-
dictions, explainability facilitates the verification of prediction
to protect users from potential adverse effects when accepting
predictions without scrutiny, which fundamentally improves
the trustworthiness of GNN systems. Next, we present rep-
resentative applications where the trustworthiness of GNN
systems can be greatly improved by explainability.

Medical Diagnosis. When GNNs are deployed in medical
systems (e.g., breast cancer subtype classification [192] or
histopathology analysis [193], [194]), prediction trustworthi-
ness can be improved by involving GNN explanation methods.
In clinical diagnosis, representing each patient as a protein-
protein interaction network, a variant of the GNNexplainer
provides explanations to further verify the disease (e.g. cancer)
detection results [195]. By establishing causal relationships
between multi-granularity features and diagnosis results, a
method called CMGE extracts the entities most relevant for
diagnosis from electronic medical records [196]. In compu-
tational pathology [197], post-hoc GNN explainers provide
intuitive pathological entity graphs to explain Cell-Graph
representations for breast cancer subtyping [62], enhancing
transparency in clinical decisions [198].

Guilty Verdict. As social networks [199], [200], [201] are
emerging in the current society, the explainability of GNN can
provide evidence for the prediction of illegalities of users on
social networks. For example, in the detection of fake news, a
method called GCAN uses the distribution of attention weights
to reveal what words and which users are vital for the detection
results [200]. When GNNs are employed in police systems,
the GNN explainability benefits anti-drug police by providing
evidence for the prediction of drug abusers on social networks
[199].

Remarks. Note that explainability also helps to verify the
prediction in other GNN applications, such as cyber security
[202], [203], [204] and natural language processing [182]. Fur-
thermore, GNN explainability contributes to the improvement
of GNN performance [205], [206] and the discovery of new
knowledge [148], [207], [168], [208], [209], [210].

E. Future Directions of Explainable GNNs

Strictly Model-agnostic Methods. Compared with self-
interpretable GNNs, one advantage of post-hoc explainers
for GNNs is their ability to explain GNNs with various
architectures. However, only a few existing explainers are
strictly model-agnostic (i.e., black-box in Table IV) methods
(see Section IV-C). Of the existing explainers, the methods
that require black-box knowledge of GNNs (see Section I'V-C)
present stronger practicality, as users sometimes cannot obtain
enough knowledge about GNN systems to support a white-box
approach. For example, when using cloud-based GNN services
[190], users can only query GNN services to obtain predictions
on the input graph data, and cannot access the inner backward
gradients of GNNs, which are indispensable for the training of
some explainers (e.g., GNNExplainer [24] and PGExplainer
[59]). Due to the diverse application scenarios of post-hoc
explainers, designing compelling and low-demand explainers



represents a promising avenue for facilitating the explainability
of practical GNN systems.

Evaluation Benchmark for Real Applications. The absence
of real-world ground truth datasets hampers the exploration
and identification of practical GNN explanation methods.
Existing explanation methods are generally evaluated on syn-
thetic datasets with visualisation and accuracy-related metrics
[31]. Although some methods, like GNNExplainer, obtain
competent performance on these datasets [24], they have
limited explanation accuracy for GNNs on real-world datasets
such as scene graphs [171]. Therefore, designing evaluation
datasets and metrics for different applications is crucial for
boosting GNN explanation methods and comprehensively
evaluating their performance. Another possible solution is to
explore the integration of visual analytics and interpretable
GNNs, which can facilitate explanation evaluation in real-
world applications.

V. PRrRivACY OF GNNSs

Private GNNs require that confidential data (such as model
parameters and graph data) should not be leaked. GNNs have
been used in sensitive fields, and GNN users place a high
priority on the protection of their personal information. A
medical record system, for example, might contain a graph
that represents the social connections among patients infected
with COVID-19 [211]. It is important to safeguard patients’
sensitive personal information while learning GNN models
from these data.

In this section, we present recent studies that have ex-
amined privacy issues related to GNNs. First, we introduce
some privacy-related attacks, which reveal the privacy risks
in GNN systems. We next discuss several privacy-preserving
techniques used in GNN systems. Finally, we provide an
outlook of the future directions in GNN privacy.

A. Privacy Attacks

GNN systems face the threat of data privacy breaches.
Through the exploitation of certain vulnerabilities, several
privacy attacks have been proposed with the goal of inferring
sensitive information from GNN systems. Specifically, there
are two main factors to consider when analysing these attacks:
attack targets and attack knowledge.

Attack Targets. Attackers attempt to steal the private infor-

mation contained in GNNS, including models and graph data.

e Models. GNN models, including both model architectures
and parameters, often represent the intellectual properties
of model owners. For example, an e-commerce company
may employ a confidential GNN for recommendation [212],
[213], making it an important commercial property, and
revealing model will have grave privacy implications.

e Graph data. Graph data, which also contains a high degree
of sensitive information, should be kept private. For ex-
ample, patients expect to use GNNs for medical diagnosis
without their personal medical profiles being leaked [214],
[215]. Note that, in the graph data context, “privacy” refers
to not only the privacy of the graph samples, but also the
graph statistical properties and training membership (i.e.,

whether or not a node/edge/graph sample is engaged in
GNN training).

Attackers’ Background Knowledge. Attackers are assumed
to have access to different knowledge about target GNNs.

o Black-box knowledge. In black-box settings, attackers can
only send queries to GNN models, but cannot access the
training graphs and inner knowledge of GNN models [216],
[47]. For example, in the context of Machine Learning as
Service, attackers have a similar status to end-users in that
they only have access to the public APIs of the models.

o White-box knowledge. Attackers can also obtain white-box
access to the target GNN models in certain scenarios [216],
[217]. Note that, unlike the setting of adversarial attacks
in Section III-Al (where the entire training process is
known), white-box attackers in this context can only access
GNN models, while the training graphs and labels remain
unknown. This scenario often arises when model owners
publish their GNNs while still wishing to keep their training
data and training strategies secret.

In this section, we summarise existing privacy attacks and
introduce them based on the above-mentioned aspects.
Model Extraction Attacks. Model extraction attacks are
designed to steal information about the architecture and param-
eters of a GNN model. Specifically, they can reconstruct the
original model, or construct a substitute model that performs
similarly to the original. Current model extraction attacks
on GNNs focus only on node classification tasks [63]; in
comparison, there is little research on attacks against graph
classification and link prediction. The attack methods are
designed based on different background knowledge of the
attackers. The attack methods are designed based on different
background knowledge of the attackers. For example, knowing
the node attributes of a set of adversarial nodes enables
attackers to use discrete graph structure learning methods (e.g.,
LDS [218]) to construct a connected substitute graph based on
these node attributes. The attackers can then generate queries
from these adversarial nodes and use the responses to train a
substitute GNN [63].

Membership Inference Attacks. Membership inference at-
tacks aim to infer whether a specific component or sample has
been included in the training dataset of a victim GNN. These
attacks can be categorised depending on the GNN target task
involved.

e Node-level attacks. In node-level classification tasks, mem-
bership inference attacks aim to determine the membership
of a specific node. Specifically, attackers intend to determine
whether a node has been used as a training node for
GNNs [216], [48].

o Link-level attacks. As representations of nodes’ relation-
ships, edges also contain private information and have thus
become common targets of membership inference attacks.
This type of attack attempts to determine whether a specific
link between two nodes exists in the training graph [47].
Since GNNs essentially aggregate information about each
node from its neighbours, the output posteriors of two con-
nected nodes are likely to be closer together than those of
non-connected nodes. Therefore, using only the posteriors



of nodes obtained from the target model, the attackers can
calculate the distance between posteriors of a node pair and
select a threshold to determine the membership of the links.

e Graph-level attacks. Graph-level membership inference at-
tacks are designed to identify the membership of an entire
graph rather than the individual components (i.e. a single
node or edge) within it. Recent work [49], [219] has
demonstrated that graph-level GNNs with several popular
architectures are vulnerable to membership inference at-
tacks.

Model Inversion Attacks. Model inversion attacks aim to
extract information about model inputs from their correspond-
ing outputs. Specifically, attackers might exploit a GNN’s
outputs (e.g. node embedding and graph embedding) to obtain
sensitive information about input graphs (e.g., node attributes
or graph properties). Two popular types of inversion attacks
are introduced here based on the information they attempt to
recover:

o Property inference. Such attacks attempt to infer basic
properties of the target graph (i.e. the number of nodes,
edges, and graph density) from the graph embedding [217].

o Graph reconstruction. This type of attack aims to directly
reconstruct the original graph or attributes based on the
output embedding. For graph structure reconstruction, given
a targeted GNN and some other knowledge (such as node
labels and attributes), attackers can recover a specific sub-
graph or the entire graph [216], [220].

Other Privacy Attacks. In addition to the above attacks,
researchers also exploit privacy leakages from other attack sur-
faces. For example, considering GNN systems with a vertical
input graph partition (e.g., node features and edges are held by
different individuals), attackers who know the node features
can infer the private edges held by other partitions [221].
Another type of attack involves inferring the node labels from
a link prediction GNN, in which node labels are supposed to
be hidden from users [64].

Summary. The attacks discussed above consider different
targets, and thus have different design rationales. Model steal-
ing and graph property inference are primarily based on the
strong relationship between the query input, the output, and the
learned GNN models. The model extraction attack, for exam-
ple, reconstructs a model based on the mapping between input
and output. Property inference is also based on this mapping,
but for attribute inference. Alternatively, membership inference
attacks make use of the fact that the GNN model remembers
the training data, commonly identifying the difference between
members and non-members based on the output posteriors
alone.

Unlike privacy attacks on DNNGs, these privacy attacks on
GNNs may benefit from the unique properties of graphs and
GNNs. As an example, the effectiveness of stealing links [47]
(membership inference attacks targeting an edge in the training
graph) exploits the similarity between the outputs of two
connected nodes. Moreover, a model extraction attack [63]
simulates the propagation of information in GNNs in order to
construct a surrogate graph.

B. Privacy-preserving Techniques for GNNs

In light of the privacy threats associated with GNN systems,
several privacy-enhancing techniques for these systems have
been developed. In this section, we will introduce several of
the most popular approaches.

1) Federated Learning: Federated Learning (FL) [222] is
a popular paradigm that enables individuals (e.g., mobile
devices) to train ML models collaboratively without revealing
each individual’s raw data. In FL, the data belonging to these
decentralised individuals can be considered private, so it is
processed and trained locally without being shared with others.
these decentralised individuals’ data are considered private,
processed, and trained locally without sharing to others. To fa-
cilitate privacy-preserving training, a server continuously gath-
ers and aggregates parameters (e.g., gradient/model weights)
from each individual until the model performance converges.
Recently, FL has also been increasingly investigated and
applied in the GNN context. Table V summarises several
existing studies about FL in GNNs. In particular, based on
how the graph is distributed to individuals, we introduce two
types of FL in the GNN context:

Inter-graph FL. Inter-graph FL [223] can be considered as
a natural extension of DNN-based FL tasks (e.g., FL for
image classification). For this particular type, each individual
processes its own set of local graph samples, performs training
collaboratively, and participates in producing a global GNN
coordinated by a central server. A typical application of inter-
graph FL can be found in the biochemical industry, where
each pharmaceutical company possesses a confidential dataset
consisting of a collection of molecule graphs. These companies
perform inter-graph FL to train a global GNN for drug
property analysis without the need to pool their confidential
data into a central server [224].

Intra-graph FL. Intra-graph FL is designed for scenarios
in which multiple clients want to jointly train a GNN on a
global graph, with each of them owning a local subgraph
of this global graph [223], [225]. Based on the distribution
characteristics of the global graph (i.e., how the entire graph
is distributed to each client in the feature and node space),
there are two types of intra-graph FL [226]:

o Horizontal intra-graph FL. This type considers the case in
which the local (sub)graphs belonging to each individual
are horizontally partitioned. In this case, a global graph is
dispersed over multiple individuals, each of whom owns
partial nodes and is interested in training collaboratively
without data leakages [33], [227]. For example, in social
networking apps, each user has a local social network,
which is a subgraph of the overall human social net-
work [228]. Through the use of horizontal inter-graph FL,
a global GNN for recommendation can be generated while
protecting the private graph data of each of these instances.

o Vertical intra-graph FL. This type of FL considers a sce-
nario in which the subgraphs owned by each individual
are vertically partitioned. Specifically, the subgraphs of
individuals are distributed in feature space; while each of
them possesses a different feature and label space, they
all share the same nodes and their connections. The FL



TABLE V
A COMPARISON OF TYPICAL METHODS FOR THE FEDERATED LEARNING
OF GNNSs.

Method Category Task
Feddy [233] Inter GC
SpreadGNN [234] Inter GC
GCFL [235] Inter GC
FedCBT [236] Inter GC
FedChem [237] Inter GC
STFL [238] Inter GC
FedGNN [239] Inter R
FeSoG [240] Inter R
FedVGCN [241] Intra(V) NC
VFGNN [242] Intra(V) NC
ASFGNN [228] Intra(H) NC
GraphFL [227] Intra(H) NC
FedGL [243] Intra(H) NC
CNFGNN [244] Intra(H) NC
FedSage/FedSage+ [245] Intra(H) NC
FedGraph [246] Intra(H) NC
SAPGNN [247] Intra(H) NC
FedGraphNN [33] Inter/intra(H)  GC/NC

* “Inter” indicates Inter-graph FL. The “Intra(H)” and
“Intra(V)” indicate Horizontal intra-graph FL and
Vertical intra-graph FL, respectively. The “NC”,
“GC”, and “R” stand for Node Classification, Graph
Classification and Recommendation, respectively.

method is commonly used to train global GNNs for multiple

cooperative organisations. For instance, to develop a graph-

based financial fraud detection system [229], banks and

regulators with common customers (e.g., Webank [230]

and the National VAT Invoice Verification Platform [231])

opted to train a GNN collaboratively; these companies

share the same nodes (common customers), but each have
their own distinct feature space (loan records in different

institutions) [232].

Similarly to FL in DNNs, FL in GNNs protects the private
data of each individual by transmitting model parameters
rather than raw data between the individuals and central server
during training. In this way, private data can be kept local and
cannot be accessed by others. Specifically, each individual
can train a GNN model with its own data. Subsequently,
they can upload their local model to the server, which then
performs an aggregation function (such as FedAvg [28]) to
build a global GNN model. Since such aggregation uses GNN
parameters inductively (i.e., the model is independent of its
structure), topological information about the local graph data
is not required and can accordingly be kept private.

Unlike DNN-based FL tasks, FL. in GNNs often incorpo-
rates carefully designed mechanisms. Due to the characteristics
of graph data, certain challenges that arise during the training
or implementation of FL systems may manifest or be amplified
in the GNN context. These challenges can be summarised as
follows:

e Non-IID individual data. Similar to ordinary DNNs, FL
in GNNs also relies on stochastic gradient descent (SGD),
which makes their training performance easily be affected
by non-IID training data [248]. In practice, due to the
heterogeneity of the structures and features of the graphs
owned by different individuals, non-IID individual data (i.e.,
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diverging graph structure distributions and node feature
distributions of the local graph data) is an inevitable problem
for FL with graphs [235]. Thus, most FL. methods desgined
for GNNs aim to to minimise the impact of non-1ID data on
the training performance. As an example, ASFGNN [228]
decouples the FL training and refines the global model
parameters based on the JS-divergence to ensure that the
loss computation is not biased by the individual data. In
GraphFL [227], a meta-learning technique called model-
agnostic meta-learning is employed, which has been proven
to deal efficiently with non-1ID data.

e Graph isolation. In horizontal intra-graph FL, local graph
data can be considered as subgraphs isolated from a latent
global graph. Since representation learning on graph models
relies on messages passing through the connections, private
information from the other subgraphs cannot be gathered,
which will impact the accuracy of the GNNs. Existing FL
methods designed for GNNs address this problem by trans-
mitting the higher-domain representation rather than the raw
connections [245], [246] or by using a generator to generate
missing neighbours across distributed subgraphs [244].

2) Differential Privacy: Differential privacy (DP), as a
well-known technique for privacy-preserving ML algorithms,
can guarantee that an attacker will be unable to derive private
information regarding a specific piece of training data from a
released learning model, with high confidence [249]. Providing
such a guarantee of privacy is also a crucial requirement
when developing privacy-preserving GNN applications. As
an example, a social smartphone application server stores
information on social interactions between its users. The server
may, however, also want to utilise users’ private data, such
as lists of installed applications or usage logs, in order to
develop better GNN models and provide better services (e.g.,
recommendation system) [250]. Due to privacy concerns, the
server should not access users’ raw data without any data
protection.

To solve this problem, the key idea behind DP is that rather
than disclosing their private data, data owners are advised to
add noise to their data before sending them to the server.
The data are perturbed in such a way that they will appear
meaningless when viewed individually, but approximate the
analytics result when aggregated [250]. In prior studies of
applying DP to machine learning algorithms using SGD [249],
[251], perturbation is added to the gradients generated during
the model training. In GNNSs, the perturbations can be applied
to node features [250], [252]. For example, consider a case in
which DP is used in a node classification training task [250].
In this task, a server aims to learn a GCN model that can
classify nodes without knowing the private node features of the
users. Users can add noise to their private feature X; g € R,
which denotes a feature value of the d-th dimension in X; for
node v;, so that the perturbed features X'; ; € R satisfy the
following conditions:

EX';q— X4 =0.

When the server performs a mean aggregation (can also be
extended to other aggregation functions), for any node v € V



and any feature dimension d € {1,2,...,D}:

Mv,d Xu,d
N(U) u;v)
1
b = > X,
(’U ueN (v)

Thus, based on Bernstein inequalities, it satisfies the following:

Pr (HM’/U,d - M’U,d“ > >\) < €,

where Pr is the probability, A and € are hyper-parameters used
for adjusting the utility and privacy. As a result, the server
can use these approximations of aggregation results generated
from perturbed inputs and achieve privacy preservation.

3) Insusceptible Training: Some other studies [65], [253],
[254] have attempted to defend against privacy attacks and
reduce the leakage of sensitive information via modifying the
training process of GNNs. For example, it is possible to add
privacy-preserving regulation items in the loss function during
GNN training, or introduce privacy-preserving modules in
GNN architectures to reduce privacy leakage [65]. Specifically,
consider a defender aiming to defend against a private attribute
inference attack F4(v;). The defender can modify the original
objective functions by adding a privacy leakage loss during the
target GNN training, as follows:

mgn Z Ly (fo(v;)) + Ma(Fa(vy)),

v; €V

where Ly (-) and L4(-) are the loss function of the target
GNN utility and attribute inference attack, respectively. Other
types of defences propose to filter out the sensitive attributes
by learning GNN encoders [253], [254].

4) Security Computation: Security computation has also
been widely adopted to protect data privacy in general data
analytics systems and services. There are three main types of
techniques for security computation, including Trusted Execu-
tive Environment (TEE) [255], [256], Homomorphic Encryp-
tion (HE) [257], [258], and Multi-party Secure Computation
(MPC) [259], [260], [261]. Note that, since the underlying
operations (e.g., matrix multiplication) in GNNs are similar
to those in ordinary DNNs, most of the existing security
computation methods in DNNs can be directly extended to
GNNG.

5) Summary: We examine and compare the above privacy-
preserving methods from three perspectives:

Utilisation Contexts. Insusceptible training is designed to
protect one type of sensitive information (e.g., a specific
sensitive attribute). As a consequence, it cannot protect against
other privacy threats that target other types of private informa-
tion [253], [254]. Meanwhile, FL seeks to protect local data
in a distributed learning system [33], [233]. Local users will
always hold their personal data, meaning that the privacy of
all their local data (rather than certain attributes only) can
be guaranteed. Moreover, FL is designed for collaborative
model training, meaning that it cannot directly protect against
attacks that occur during the inference process (e.g., model
extraction attacks and membership inference attacks) [253];
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by contrast, insusceptible training can prevent the leakage of
private information during inference periods.

Trade-off between Privacy, Accuracy, and Efficiency. As
previous studies have shown, there is a trade-off between
privacy, accuracy, and efficiency [249], [250]. For example,
the introduction of DP into a GNN will reduce its overall
accuracy. One recent study using DP examined this trade-
off between privacy and accuracy [250], [252]. On the other
hand, these privacy preserving-techniques also lead to a higher
time expenditure. In the context of federated learning, multiple
rounds of communication among different individuals greatly
increase the time cost of completing the model training [262],
[222]. Moreover a more critical bottleneck is the increase
in latency during inference when using security computation
techniques. In the case of privacy-preserving inference using
HE and MPC, the inference latency will increase significantly,
becoming orders of magnitude higher than the latency of
computation in cleartext [257], [263].

Complexity. Incorporating privacy-preserving techniques into
GNNss brings inevitable additional costs, manifesting as higher
computational and communication complexities. Here, we
discuss the complexity of three types of privacy-preserving
techniques we mentioned in Section V-B.

(i) Higher Computational Complexity in DP: Training with
DP may require more computational effort. For instance,
in [250], additional hops aggregation (rather than neighbour
aggregation) is introduced to deal with the noisy aggregation
results for low-degree nodes.

(ii) Higher Communication Complexity in FL: FL heightens
communication complexity due to the necessity for addi-
tional communication rounds—since they train the model by
conducting local training and subsequently aggregating to a
global model in iterative rounds [222]. Moreover, since GNNs
typically derive graph embeddings from messages aggregated
from neighbouring nodes, vertical intra-graph FL might ne-
cessitate additional communication regarding neighbourhood
information among connected subgraph clients for achieving
better model performance [245], [264].

(iii) Higher Computational and Communication Complexity
in Security Computation: Techniques like secure inference
introduce additional complexities in both perspectives. For
example, employing encryption [257], [258] increases com-
putational demands, while MPC methods [259], [260] simul-
taneously call for additional communication rounds among
multiple parties and more complicated computational steps.
Note that, while secure computation design in DNNs focus
more on the complexity posed by secure non-linear activation
functions, GNNs introduce distinct challenges. In GNNs, the
complexity arising from secure neighbouring aggregation can-
not be overlooked [265], [266], [267]. Encrypting computation
inputs, such as the adjacency matrix and node attribute matrix,
can be especially costly for graphs with a vast number of
nodes [265], [267].

These higher complexities invariably influence GNN effi-
ciency, leading to a discernible trade-off among privacy, ac-
curacy, and efficiency mentioned above. Furthermore, similar
to the complexities observed in robust GNNs, we consider
the complexity of privacy-preserving GNN techniques as a



factor within environmental well-being. And the environmen-
tal impact of these challenges will also be discussed in the
interaction section (see Section IX).

C. Applications

Privacy concerns have been heightened with the increased

utilisation of GNNs in domains with sensitive data. In this
section, we discuss the privacy risks in several applications,
and emphasise the necessity of factoring in privacy when
aiming to build a trustworthy GNN. Specifically, we discuss
their privacy consideration based on two key objectives of the
privacy focus mentioned in Section V-A: the GNN model and
the graph data.
Medical Diagnosis. GNNs have gained traction in drug dis-
covery as they can naturally represent protein-protein inter-
action networks, providing invaluable training data for GNN
models [9], [268], [199]. Such training graph data often stems
from costly experiments and holds intellectual property rights.
Therefore, it is imperative to safeguard this training data
against membership inference attacks. Furthermore, there is
also a need for stringent protection of graph data used for
inference. A case in point is the recent application of GNN5 for
inferring COVID-19 infections [269]. Such GNN applications
encapsulate data about interactions between confirmed cases,
encompassing contact times and individual properties—all of
which are sensitive. Therefore, it is paramount to shield this
data from inference attacks to maintain the trust of data
contributors, especially when using GNNs for such inferences.
Recommender Systems. For companies that own GNN mod-
els, there is an inherent privacy risk associated with the models
themselves, such as defending against model extraction at-
tacks. Modern recommendation systems have integrated GNNs
into their architecture [270], [271], [272]. These systems are
trained on vast datasets and are often deemed as valuable
commercial assets for businesses. Unauthorised access or theft
of these models could result in substantial losses for compa-
nies. As such, there is an urgent need to comprehensively
understand the privacy vulnerabilities of GNN models and
implement measures against privacy breaches. Only then can
we cultivate trustworthy GNNs that businesses can confidently
adopt, knowing their privacy concerns are addressed.

D. Future Directions of Private GNNs

Leakage from Gradient. The risks caused by leakage from
gradient [273] have not been fully explored in the GNN
context. Specifically, most current works focus on discussing
the potential risks caused by the leakage of final prediction
results (such as prediction labels [63], confidence scores [47],
etc.). However, final results are not the only information that
can give rise to privacy leakage; an attacker can also infer
sensitive information from other types of knowledge. It was
recently determined that leaking gradients containing training
or inference information can also lead to serious privacy
issues [273]. In the case of FL, for example, attackers can
reconstruct the private training data of local clients through the
sharing gradient, which is also known as a gradient inversion
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attack [274], [275]. Further privacy analysis on how leakages
of gradients can harm GNN privacy should be thoroughly
explored.

Defence against Privacy Attacks. Despite the fact that several
privacy-preserving techniques are available for GNNs, not all
of them are suitable for defending against privacy attacks.
Specifically, many privacy attacks operate under black-box
settings in which attackers can only send black-box queries
to target GNNs [216], [47]; in short, they can infer sensitive
information without knowing the internal operations of a target
GNN system. It should be noted that many privacy-preserving
GNN techniques keep graphs or GNN models secret during
the process of training or inference [233], [228]; they are
not designed to prevent the information leakages revealed by
the intended results (e.g., trained GNN models or prediction
results). Accordingly, they do not provide formal privacy guar-
antees with regard to the indirect leaks of information when
an attacker attempts to infer sensitive information through
privacy attacks. As an example, federated learning on GNNs
offers a method for protecting private data by storing it
locally on the client side, and training GNNs based only on
gradients uploaded by clients [226], [244]. After GNN training
is complete, attackers can still infer membership of elements in
the graph data from the final well-trained model [216], [47].
It is therefore necessary to further explore how to build a
privacy-preserving GNN system that is able to defend against
these privacy threats.

VI. FAIRNESS OF GNNs

Fair systems win people’s trust by protecting the vital
interests of vulnerable groups or individuals. In the context of
GNNgs, fairness means that prejudice or favouritism towards
an individual or a group is excluded from GNN predictions.
As the generalisation of deep neural networks on the graph
domain, current GNNs are data-driven and designed to learn
desired mappings from graph data. It should be noted here
that elements of the GNN learning process, such as message-
passing (see Equation 1), can amplify historical or potential
bias in graph data, which results in discrimination or bias in
predictions of GNNs with respect to sensitive attributes (e.g.,
skin colour) [23] [276].

In this section, we summarise current efforts targeted at
achieving fairness in GNNs. We first introduce definitions
and the metrics commonly used to measure fairness. Next,
we present the common ideas underpinning existing methods.
Finally, we discuss future directions in exploring fairness
enhancements for GNNGs.

A. Concepts and Categories

Bias, Discrimination, Fairness. Bias and discrimination are
two common concepts that are related to unfairness in Al-
related research; unfairness stems from both of these fac-
tors [43]. In the pipeline of Al systems, the main types of bias
are data to algorithm bias, algorithm to user bias, and user
to data bias [43]. Bias comes from unfair operations in data
collection, sampling, and measurement, while discrimination
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between graph data, graph neural networks and users.

is caused by intentional or unintentional human prejudices and
stereotyping with regard to sensitive attributes (e.g., race) [43].
Fairness is an essential and indispensable factor in maintain-
ing social order. The disciplines of philosophy and psychology
have a long history of fighting against bias and discrimination,
dating back to well before the birth of computer science [43].
However, owing to the diversity of cultures and application
contexts involved, there is no universal definition of fairness.
Fairness can be broadly defined as “the absence of any
prejudice or favouritism towards an individual or a group
based on their intrinsic or acquired traits in the context of
decision-making” [277], [43].
Unfairness Cycle. Bias emerges from biases in data, al-
gorithms and user interactions [43]. As shown in Fig. 4,
during the generation of graph data (e.g., annotation [10]),
human behavioural bias or content production bias can in
turn introduce bias into graph data. For example, in Pokec
(a popular social network in Slovakia), the number of intra-
group edges far exceeds the number of inter-group edges
[23]. During the learning of GNNSs, due to the operation bias
(i.e., the aggregation that only considers 1-hop neighbours)
based on graph structures, the message-passing mechanism
(see Equation 1) in GNNs can enlarge and perpetuate ex-
isting data bias by stacking graph filtering operations [23].
Moreover, some algorithmic operations (e.g., random walks)
can also introduce unfair behaviours into the learning process
[278]. Upon completion of deployments, these GNNs offer
unfair recommendations to users. Subsequently, after receiving
recommendations, users will interact with them according to
their personal preferences. The behavioural biases of different
users will further aggravate the bias in graph data.
Group Fairness, Individual Fairness, Counterfactual Fair-
ness. In the context of GNNS, the three types of fairness most
commonly discussed are group fairness, individual fairness and
counterfactual fairness. Group fairness requires that different
groups are treated equally by GNNs. A typical definition is
demographic parity [279], which requires that the predictions
Y of GNNs satisfy

Pr(Y|S=0)=Pr(Y|S=1),
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where Pr is the probability, and S indicates whether the
sample comes from the protected (e.g., female) group [280].
Other common definitions of group fairness include con-
ditional statistical parity, equalised odds, equal opportunity,
treatment equality, and test fairness [43].

Individual fairness requires that similar individuals obtain
similar predictions from GNNs. A typical description is the
(d1, d2)-Lipschitz property [281], [35], [282]:

di(f(z), f(y)) < Lda(x,y) V(z,y),

where f(x) is the output of GNNs on sample x, L is a constant
scalar, and dy(-,-) and da(-, ) are similarity functions for the
output and input space of GNNs, respectively. The (dy,ds)-
Lipschitz property can also be used to measure the stability
of f(-) when faced with slight perturbations in input samples.

Counterfactual fairness requires GNNs to make the same
predictions for “different versions” of the same candidate
[283]. It can be formalised as follows:

Pr(Y|s=sy,2=x)=Pr(Y|s=sy,2=x),

where condition s = s;,x = X indicates version 1 of x with
sensitive attribute s;, and condition s = sy, x = x indicates
version 2 of x with sensitive attribute ss.

Processing Stages. Based on the stage in which the methods
are engaged, methods for achieving fairness can be categorised
as pre-processing, in-processing and post-processing methods
[43]. Pre-processing methods (e.g., debiasing the input graph
in InFoRM [35]) attempt to remove the potential bias in the
training data. In-processing methods (e.g., REDRESS [284])
modify the operations or objective functions of algorithms in
training to avoid unfairness. Post-processing methods (e.g.,
debiasing results in InFoRM [35]) transform the outputs of
models to achieve fairness in the results.

Explainable and Unexplainable Discrimination. Discrimi-
nation can be subdivided into explainable discrimination and
unexplainable discrimination. If discrimination is explainable,
this means that “differences in treatment and outcomes among
different groups can be justified and explained via some
attributes in some cases” [43]; thus, explainable discrimination
is considered to be legal, reasonable and acceptable. For
example, although the annual average income of females
in the UCI Adult dataset is less than that of males [285],
this is acceptable, since males work more hours per week
on average than females. On the other hand, unexplainable
discrimination is unacceptable, since it can not be justified
with reference to acceptable reasons. The above discrimination
categories commonly used in machine learning help to clarify
the research goals of GNN fairness. In this survey, we focus
on the latter kind of discrimination and the methods employed
to alleviate it.

Unexplainable discrimination can be further subdivided into
direct discrimination and indirect discrimination [43]. Direct
discrimination occurs when some sensitive and protected at-
tributes cause the undesirable results. For example, race, skin
colour, national origin, religion, sex, familial status, disability,
marital status, recipient of public assistance, and age are all
protected attributes under the Fair Housing and Equal Credit
Opportunity Acts [286]. Moreover, indirect discrimination



refers to instances in which individuals are treated unjustly as a
result of certain seemingly neutral and non-protected attributes
in some sensitive applications. For example, the residential zip
code, which may be related to race [287], can be employed
as an essential factor in the loan decision making process.
Productive Bias, Erroneous Bias, Discriminatory Bias.
Productive, erroneous, and discriminatory bias are concepts
that have been proposed to add some nuance to the much-
abused “bias” [10]. Productive bias indicates that an algorithm
is biased towards certain distributions or functions [288], on
which its performance is better. This conforms to the “no
free lunch theory” [289]. Erroneous bias is the systematic
error caused by faulty assumptions [10]. It indicates that the
undesirable outputs of algorithms are caused by some biased
operations (e.g., sampling bias), which cause the model to
deviate from the assumptions (e.g., distribution consistency
between training data and real data). Finally, discriminatory
bias is used to describe an algorithm’s unfair behaviours
targeting a certain group or individual [10].

GNN fairness can be further clarified with reference to the
above bias categories used in Al. Productive bias is beneficial
and acceptable, like explainable discrimination. Erroneous
bias generally goes unnoticed by humans, since the violation
of assumptions is difficult to measure. In this survey, we focus
on the methods for solving unfairness under the scope of
discriminatory bias, which, like unexplainable discrimination,
is unjustified and unacceptable.

B. Methods

Current methods that aim to achieve fairness in the GNN
context can be categorised into fair representation learning
methods and fair prediction enhancement methods.

Fair representation learning is a typical method for achiev-
ing fairness in GNNSs. In fair representation learning, sensitive
information (e.g., gender) is excluded from learned represen-
tation to ensure the fairness of GNN predictions in down-
stream tasks. Within GNN architectures, adversarial learning
is employed to achieve fair representation, and the goal of
adversary modules is to infer sensitive attributes from learned
representation. Fair representation is achieved once adversary
modules are unable to infer these attributes. Two typical
instances of fair representation learning are Compositional
Filters (CF) [290], and FairGNN [23].

Fair prediction enhancement methods aim to achieve fair-
ness in GNNs by introducing extra processes or operations
into the GNN pipeline. Depending on the type of fairness
involved, these methods can be categorised as group fairness,
individual fairness, or counterfactual fairness enhancement
methods. Current efforts utilise different strategies to eliminate
bias in GNNs and thereby achieve fair predictions. These
strategies include data augmentation methods [67], fair graph
methods [34], and regularisation methods [35].

Under the data augmentation strategy, the counterfactual
fairness on sensitive attributes can be regarded as invariant to
the sensitive attribute values. Similar to adversarial training for
robustness, the data augmentation strategy obtains “adversarial
samples” by perturbing these protected attributes, then adds
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them into the GNN training data to achieve “robust” (i.e.,
fair) predictions on nodes. One representative example of data
augmentation is a method called NIFTY [67]. The fairness
in NIFTY is defined as counterfactual fairness, in which the
encoder ENC satisfies the following:

ENC(u) = ENC(@*),

where 4° is obtained by modifying or flipping the sensitive
feature s of node u. To achieve fairness in GNNs, NIFTY
utilises the Siamese learning [291] approach and the aug-
mented view of attribute information.

Fair graph methods aim to implement fairness-oriented
modifications on the graph structure or node features before
or during the training of GNNs. From the perspective adopted
by these methods, biased predictions made by GNNs stem
from unfair connections in the graph structure or biased node
features. To remove bias from GNN predictions, these methods
design different approaches including dropping edges that have
been influenced by bias [68], learning new graph structures
[35], [34], [292] or node features [292]. For link prediction
tasks, Li et al. propose a method called FairAdj [34] and
dyadic fairness, which is defined as follows:

Pr(f(u,v) | S(u) = S(v)) = Pr(f(u,v) | S(u) # S(v)),

where f(u,v) is the link prediction function for node w and
node v, and S(-) indicates the sensitive attribute value of
nodes. FairAdj derives the bound for the discrepancy in link
prediction expectations between inter-group and intra-group
nodes. To minimise the upper bound, FairAdj is formulated as
a bi-level optimisation that iteratively optimises the parameters
of GNNs and fair connection to achieve fair link prediction.
Another instance of fair graph structure methods is the method
called FairDrop [68], which utilises edge-drop operations
to reduce the unfairness impact caused by original graph
structure.

Regularisation methods add extra regularisation terms to the
objective functions or final predictions of GNNs to improve
fairness. For example, a method called InFoRM [35] utilises
the similarity matrix defined on nodes to obtain the regulari-
sation term, which measures the individual fairness of GNNs.
Notably, as nodes in a graph are connected by edges, it is not
easy to achieve individual fairness on nodes by considering
node features alone. InFoRM [35] employs a variant of the
(d1, d2)-Lipschitz property to measure the individual fairness
of nodes. It is defined as

SO UYL =Y lF Sl g] = 2Tr (YLsY) <6,

i=1 j=1

where Yi,:] and Y[j,:] are the graph mining results of node
i and j, S[i,j] indicates the similarity of nodes, and 6 >
0 is a constant. The Lg represents the Laplacian matrix of
S. The Bias(Y,S) = Tr(Y'LgY) is used to measure the
overall bias in the result Y with respect to similarity S. To
achieve debiasing of GNNs, the item Bias(Y,S) is added to
the loss function as a fairness regularization item during the
training of GNNs. Moreover, this regularisation item can also
be employed in the debiasing of input graph data and graph



TABLE VI
A COMPARISON OF TYPICAL METHODS FOR IMPROVING THE FAIRNESS
OF GNNSs.
Methods Fairness Task Phase
Level Goal
CF [290] - Representation LP In
FairGNN [23] - Representation NC In
NIFTY [67] C Prediction NC Pre
EDITS [292] G Prediction NC Pre
InFORM-G [35] 1 Prediction LP/NC  Pre/ln
FairAdj [34] G Prediction LP In
FairDrop [68] G Prediction LP In
InFORM-M [35] 1 Prediction LP/NC In
InFORM-R [35] 1 Prediction LP/NC Post
REDRESS [284] 1 Prediction LP/NC In

* The “G”,“M”, and “R” in the InFORM method indicate that the
debiasing objects are the input graph, mining model, and mining
results, respectively. The “G”,“T”, and “C” in the “Level” column
indicate group fairness, individual fairness, and counterfactual
fairness, respectively. The “NC” and “LP” stand for node classifi-
cation and link prediction, respectively. “Pre”/“In”/*Post” indicate
the phases during which the method can engage.

mining results. Thus, InFoRM can flexibly boost GNN fairness
in any processing phase (pre-processing, in-processing or post-
processing). Another typical example is the REDRESS [284]
method, which defines a regularisation term from the ranking
perspective.

Remarks. In Appendix A, we present further related resources
for studying the fairness of GNNs. For fairness in general
graph mining, the tutorial [283] introduces the definition of
fairness in various tasks and the typical methods used to
achieve it.

C. Summary

Table VI presents a comparison of the above-mentioned
methods for improving the fairness of GNNs. Existing fairness
enhancement methods on GNNs can be categorised into pre-
processing, in-processing and post-processing methods. Pre-
processing methods generally require modification of the train-
ing graph dataset (e.g., InNFORM-G [35]) of GNNs to remove
potential discrimination in the data. In-processing methods
modify the operation pipeline (e.g., learning fair graph struc-
ture in FairAdj [34], introducing an adversary module in
FairGNN [23]) or loss function (e.g., REDRESS [284]) to
improve fairness in GNN predictions. However, both pre-
processing and in-processing methods are practical only when
users are permitted to modify graph data and GNN models,
respectively. If users can only treat GNNSs as black boxes (e.g.,
when using cloud-based GNN services [190]), then users can
only query GNNs and employ post-processing methods (e.g.,
InFoRM-R [35]) to alleviate predication unfairness in target
GNNG.

When alleviating the bias in GNN systems, different fairness
methods face different degrees of deployment complexity.
First, when deployed in the same scenario, different methods
have different time complexities. For example, when improving
the group fairness of link prediction tasks, a method called

25

FairDrop [68] can directly modify the graph structure without
learning. However, FairAdj [34] requires an additional training
process to modify the graph structure, where gradient back-
propagation and sort-based projections are necessary. Second,
the choice of fairness methodology also affects space complex-
ity. For example, when an adversary module (e.g., FairGNN
[23]) is introduced to improve fairness by modifying GNN
parameters, additional space is needed to deploy this module
and train it. In contrast, without requiring additional space,
regularisation methods (e.g., InFORM [35]) can generally be
added to the loss function in a plug-and-play manner. Finally,
it is necessary to take into account the impacts on other as-
pects (e.g., privacy) of trustworthy GNNs when implementing
fairness methods. Refer to Section IX for more details.

D. Applications

When serving various types of users, GNN systems must
eliminate bias to deliver high-quality and fair services. Next,
we show how common applications require fairness from GNN
systems.

Social Networks. To provide better service to users, social
network analysis has been widely conducted on social media
platforms (e.g., Twitter). Considering that online social net-
works majorly evolve as connections between users change, it
is important to ensure fairness when pushing recommendations
to users [270], which avoids their complaints about biased
user recommendations. Moreover, when GNNs are employed
in node classification (e.g., user profile completion [293]) by
social media for providing better services, GNN predictions
(e.g., occupations and income level) should not depend on
sensitive user attributes (e.g., region, nationality, or age) [23].
Recommender Systems. As data-centric platforms like rec-
ommender systems [270], [271], [272], [23] become increas-
ingly popular [294], there is concern about potential bias
regarding users and items, who are two typical stakehold-
ers in recommender systems [295]. The fairness concerning
users aims at mitigating any discriminatory recommendation
practices against certain users (i.e., individual fairness [296],
[297]) or demographic groups (i.e., group fairness [292]); the
fairness concerning items seeks to ensure equitable visibility
for various items, eliminating any favouritism towards more
popular options [298], [299]. The recommender systems of
today strive for various forms of fairness [299], such as multi-
sided fairness for multiple roles [300], interaction fairness
[301], causal fairness benefiting from reasoning [302], and
dynamic fairness against time bias [303].

Remarks. Note that bias towards user groups with protected
attributes (e.g., gender) should also be avoided [67] in other
tasks like financial analysis (e.g., loan default risk prediction
[304], [305] and fraud detection [306]), recidivism predictions,
and salary prediction [23]. Furthermore, according to the
unfairness cycle in Fig. 4, the bias in data also contributes
to unfair predictions, which highlights the need for fairness-
aware data collection and pre-processing.



E. Future Directions of GNN Fairness

Fairness Definition and Evaluation. The fairness of GNNs is
an emerging topic in GNN research. The definition of fairness
varies from method to method and is influenced by the task
at hand. Some methods emphasise the group or individual
fairness, while others focus on improving the independence
between the learned representations and sensitive attributes
[23], or the robustness of GNNs to the perturbation of sensitive
attributes [67]. Thus, it is essential to arrive at a reasonable
definition of fairness for various kinds of graph tasks (e.g.,
exploring dynamic graphs [307] or heterophilic graphs [308])
and applications is essential for building fairness in trustworthy
GNNs. Moreover, the diverse range of definitions for the
concept of fairness results in different metrics being employed
for fairness evaluation. It is also necessary to build unified
evaluation metrics and datasets.

Influence on Task Performance. The influence of promoting
fairness on the original task performance of GNNs is unclear
owing to complexity of graph data and the wide range of
fairness definitions. On the one hand, introducing fairness
to GNNs reduces GNNs’ dependence on sensitive attributes.
Existing research into algorithmic fairness [309] demonstrates
that information reduction is harmful to model performance,
resulting in the performance degradation of GNNs when con-
sidering fairness. On the other hand, a novel view of fairness
may boost the performance of GNNs in some applications. For
example, RawlsGCN [310] introduces the Rawlsian difference
principle to GCN to alleviate the degree-related unfairness;
results show that it can improve the performance of GCN on
some datasets. To build trustworthy GNNss, it is necessary to
explore the correlation between the fairness and performance
of GNNss.

Revealing Unfairness. Although existing studies have demon-
strated the unfairness of GNNs and proposed various methods
to promote fairness, they cannot provide detailed explanations
for the discrimination detected in predictions. One promising
direction for fairness research is that of revealing the sources
of unfairness [311], [312], [313], [314], as these findings
can subsequently guide the design of GNN architectures
concerning fairness. For example, a method called FairAdj
[34] has revealed that unfair connections within the graph
structure may cause bias in predictions, and learns a fair graph
structure to promote group fairness. Moreover, exploring the
relations between the explainability and fairness of GNNs is
also helpful for providing insights that may help to alleviate
discrimination in the GNN context.

VII. ACCOUNTABILITY OF GNNS

Accountability refers to the extent to which people can trust
GNNs by assessing a complex GNN system. In practice, GNN
systems are used as black boxes that provide few transparency
to either developers or users. For example, cloud-based GNN
services perform their functions in the cloud [190]; their un-
derlying operations cannot be directly accessed by end users.
In the absence of proper accountability, users will not fully
trust GNN service providers, since they have concerns due to
frequent security incidents on the cloud [315]. In addition,
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there are large numbers of blocks in today’s graph-based
GNN systems and various roles in play when developing and
maintaining such complex systems. It is necessary to identify
who or what is responsible for each component when an error
occurs. All the above concerns give rise to the requirement for
accountability.

Due to the diverse range of application scenarios and
research focuses, different researchers have proposed dif-
ferent definitions of accountability. In general, the concept
of accountability encompasses a number of aspects [316],
including: Detection: A system is accountable if it can pro-
vide a means to detect violations or misbehaviour; Evidence:
Accountability refers to the ability to present evidence that
might convince a third party. Identification and association:
Accountability is the property through which the state and
actions of identities can be associated in a way that enables
any misbehaviour to be detectable, provable and undeniable;
Answerability: Accountability is the notion of being liable to
answer for conduct (e.g., incident management and remedi-
ation); Blame: Accountability refers to the ability to assign
responsibility for actions based on additional analysis beyond
the direct mapping of identification; Punishment: A system
is accountable if it can impose sanctions in the event that
responsibilities are not met.

In light of the above definitions and the guidelines provided
by the European Commission [317], we outline three common
objectives that should be referenced when building an account-
able GNN: (1) design a set of conformable assessment and
certification processes throughout the entire development cycle
of GNN systems, that enable violations or misbehaviour to
be detected and associated with specific identities (Detection,
Identification and association, Blame); (2) provide assurance
of auditability, e.g., by providing open access to event logs
in order to provide a record that will be convincing to third
parties (Evidence); (3) set up explainable coordinations such
that humans will be capable of adjusting, remediating, and
punishing the actions of a GNN with ease (Answerability and
Punishment).

From a technical perspective, the majority of existing studies
concerning GNN accountability focus primarily on achieving
the first objective, namely proposing conformable assessments
of GNNs to facilitate the detection of violations. In this
section, we will present some of these methods, then go on
to propose potential directions for research into enhancing
accountability.

A. Methods

According to the type of violation involved, existing tech-
nologies for improving GNN accountability can be divided
into two categories: those that detect violations of utility,
and those that detect violations of security. A violation of
utility indicates that the GNN is not performing as expected
(particularly with regard to its accuracy). A violation of this
kind can be detected and analysed via benchmarking frame-
works, which can be used to assess the GNN performance
(i.e., to determine whether it is performing as expected ) and
to identify the corresponding impact factors (associating the



violation with an identity). Moreover, a violation of security
refers to a breach of security policies [82] (confidentiality,
integrity, and availability) and can be detected by security
evaluation techniques. Note that there may be other methods
for detecting these two types of violations, as well as other
violations in the GNN context (e.g., violations of the law or
ethics).

Benchmarking. To comprehensively assess GNNs over their
entire life cycle, it is necessary to propose standardised evalua-
tion methods for every step of GNN development. Benchmark-
ing frameworks can be created to determine whether GNN
models have been properly constructed, trained and validated.
Categorised by the different stages of GNN development, they
are listed as follows:

o Architecture design. Due to the wide variety of different
applications and graph types, there are numerous kinds
of GNN models and architectures. Thus, several research
projects attempt to develop benchmarking frameworks to
assist developers in selecting the appropriate model hyper-
parameters [318], [36].

e Model training. Due to the lack of transparency in model
training, a set of works [319], [320] have attempted to
examine how various training strategies (e.g., training hyper-
parameters, optimisation problem constructions) can impact
the performance of GNNs.

e Model validation. Following model training, it is necessary
to evaluate the final performance of GNNs. A set of
studies [36], [321] have sought to develop comprehensive
frameworks for evaluating GNN models, which can assist
users and developers in validating their GNNss.

Security Evaluation. To evaluate the security properties of
a GNN (i.e., confidentiality, integrity, availability), several
security evaluation techniques can be applied. While these
techniques have previously been employed in general-purpose
computing systems, most existing studies on ML-based sys-
tems have focused on integrity verification. Due to the similar-
ities between the development and implementation processes
of GNNs and DNNs, these methods can be directly applied
or easily adapted to GNNs despite having been developed
for DNNs. Depending upon the objective of the verification,
there are two types of integrity verification: data integrity
verification and procedure integrity verification.

o Data integrity. Data (including graphs as well as models) is
one of the key components of GNN systems. Most current
studies focus on verifying the integrity of models during in-
ference. Javaheripi et al. [322] propose to verify the integrity
during running time by means of a unique hash signature
extracted from the benign model prior to its deployment.
For their part, He er al. [323] construct sensitive-sample
fingerprints whose outputs can clearly reflect even small
changes to the model.

e Procedure integrity. Aside from data in GNNs, it is also
imperative to ensure the integrity of each step in the system
development process. Most current works focus on verifying
the training procedure [324], [325]. For example, Jia et
al. [324] combine studies in proof-of-work and verified
computations to verify the training process by analysing
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the initial models, intermediate models, and final trained
models.

Remarks. Note that the above verification methods introduce
additional costs either before the deployment or during the
verification. For example, verifying model integrity via finger-
prints requires pre-generated and selected sensitive samples
before the model deployment [323]. Verifying the training
requires recording specific manufacture during the training,
whose complexity is affected by the checkpointing interval
and the size of the training dataset [324].

B. Applications

While limited studies focus on constructing accountable
GNNgs, the need for incorporating accountability in building
trustworthy GNNs is crucial. In this section, we highlight
applications where GNNs play a pivotal role and where
accountability emerges as an essential consideration.

Crime Prediction. Recent research indicates that GNNs can
capture inter-regional crime patterns and forecast criminal
activities [326], [327]. Given the sensitive nature of this
domain, concerns about the GNN’s accountability naturally
arise. Specifically, whether the inference process is transpar-
ent and well-referenced is especially pertinent due to policy
implications in this application [328].

Chip Design. GNNs have also made inroads into chip design.
A notable application is their use in detecting hardware Trojans
in chips sourced from untrusted foundries [329]. Here, GNNs
analysing integrated circuit layouts demand pinpointing suspi-
cious regions, and the provision of substantial evidence. These
match the requirements of accountability and underscore the
importance of GNNs being accountable.

C. Future Directions of GNN Accountability

Despite the urgent demands to address accountability in
GNN systems, there have been few attempts to do so. On this
subject, several future research directions should be consid-
ered: (1) Detection and association of other types of violations.
Current research into building accountable GNNs focuses only
on detecting violations of utility and security. However, there
are other factors that should be taken into consideration,
such as ethical, legal, and environmental violations. It is
also necessary to conduct consistent assessments of these
violations and evaluate their effects. (2) Verification of other
components of GNN systems. The verification techniques
introduced above tend to focus on either the training process
or trained GNN models. Nevertheless, the security of other
components (e.g., the integrity of graph data, the inference
process of GNN models, etc.) should also be guaranteed.
(3) Development of mechanisms to achieve other objectives
(e.g., providing auditability and explainable coordination) of
building accountable GNNs.

VIII. ENVIRONMENTAL WELL-BEING OF GNNs

Competent GNNs also should conform to the fundamental
values of the society in which they are deployed. A shared



expectation of societies with diverse cultural backgrounds is
that GNNs should perform competently and efficiently across
their range of applications. One study on energy consumption
[330] shows that training a common NLP model produces the
same amount of carbon dioxide as a human would produce in
seven years. To reduce the environmental impacts of GNNs
and ensure their trustworthiness, it is crucial to explore the
environmental well-being of GNNs.

In this survey, our account of the environmental well-being
of GNNs focuses on methods that can improve GNN efficiency
when they are faced with various practical challenges. Some
representative efficiency-related challenges are as follows:
(1) Given the explosive growth of graph data, large-scale
datasets [331] pose a significant challenge to efficient GNN
execution in terms of both training and inference. (2) Deeper
or more complex GNN architectures [20], [332], [333] have
been proposed to obtain better task performance, overcome
over-smoothing, or reduce over-fitting [334]. However, the
sizes of these models challenge their deployment on edge
devices (e.g., autonomous vehicles [75]) with limited com-
putational resources (e.g., memory) [335]. (3) Due to the
unique characteristics of graph data (e.g., irregularity), the
study and deployment of GNNs would benefit significantly
from specially designed and efficient software frameworks and
hardware accelerators [73].

In this section, we review recent methods for improv-
ing the efficiency of GNNs, which is regarded as aligning
GNN research with social values regarding environmental
well-being. Generally, the efficiency improvement is evalu-
ated with reference to time-related metrics (e.g., response
latency or speedup rating [336], [337], throughput rating
[338], [339], communication time [340]), energy-related met-
rics (e.g., nodes-per-Joule [38], energy consumption [341]), or
resource-related metrics (e.g., memory footprint [76], cache
access performance, and peak memory usage [342]). Existing
methods include scalable GNN architectures and efficient
data communication, model compression methods, efficient
frameworks and accelerators.

A. Methods

1) Scalable GNN Architectures and Efficient Data Com-
munication: Scalable GNN architectures are GNNs that can
efficiently process graphs on a giant scale. Recently, giant-
scale graphs obtained from real-world scenarios have made the
application of GNNs more challenging. For example, even an
on-line gaming graph called Friendster might contain 65.6 mil-
lion nodes and over 1.8 billion edges [343]. To handle large-
scale graphs, some studies have explored sampling methods
[50], [344], scalable architectures [51], [20], and industrial
applications with GNNs [5], [345]. Moreover, some GNNs
suffer from inefficient data loading. For example, data loading
occupies 74% of the whole training time for GCN [339]. A
method called PaGraph [339] analyses pipeline bottlenecks of
GNNs and proposes a GPU cache policy to reduce the time
consumption associated with moving data from CPU to GPU.

2) Model Compression Methods: Due to the irregularity
of graph data, the exponential expansion of computational
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graphs challenges the efficiency of GNNs when stacking GNN
layers, which limits the applicability of deep GNNs in real-
time systems. To balance the efficiency and competence of
GNNs, recent studies have introduced knowledge distillation,
model pruning, reducing parameters, and model quantisation
to GNNs for compressing GNN models.

Knowledge distillation aims to utilise competent deep GNNs
to train lightweight GNNs that can achieve similar perfor-
mance [346], [347]. For example, a method called TinyGNN
[336] is proposed to learn local structure knowledge from a
GNN model by distilling neighbour nodes. Another effective
approach for acceleration is model pruning. One representa-
tive method, called UGS [348], introduces the lottery ticket
hypothesis to GNNs, which can prune and accelerate GNNs
on large-scale graphs. Moreover, reducing the size of GNN
parameters can also improve their efficiency. For example,
a method called GNF [76] employs normalising flows to
achieve reversible GNNs, which reduces the memory footprint
of GNNs and improves their practicability. Additionally, the
inference of GNNs can be accelerated with the help of low-
precision integer arithmetic (i.e., model quantisation) [349].
Recently, an architecture-agnostic method called Degree-
Quant [337] has demonstrated how to implement quantization-
aware training, which can achieve efficient and competent
GNNGs.

3) Efficient Frameworks and Accelerators: The computing
of GNNs presents a series of efficiency challenges, including
computational dependence on input graphs, intertwined com-
putation between dense and sparse operations, and a diversity
of applications and tasks [73]. To this end, several software
(SW) frameworks and hardware (HW) accelerators have been
proposed to facilitate the development of efficient GNNs [73].

Different graph SW frameworks have been developed to

provide efficient interfaces for GNN implementations. These
frameworks are designed for sparse operations or efficient
execution on various graphs (e.g., spatio-temporal graphs) in a
multi-GPU environment. Typical SW frameworks [73] include
PyTorch Geometric (PyG) [350], Deep Graph Library (DGL)
[351], etc. In addition to the above SW frameworks, HW ac-
celerators have emerged to streamline the execution of GNNS.
These HW accelerators are energy-efficient and increase the
operating speed of GNNs by two to three times [73]. Typical
HW accelerators include the EnGN [352], HyGCN [341],
etc. In addition, some studies have focused on analysing the
efficiency bottleneck of GNNs [353] and an SW-HW co-design
for the accelerator [354].
Remarks. Generally, technologies for the environmental well-
being of GNNs can extremely reduce the complexity of
deploying GNN systems. However, it is not trivial to balance
the trade-off between the performance and efficiency of GNNs
due to the size deduction of training data (e.g., sampling [344])
or model parameters (e.g., model distillation [346]). Moreover,
due to the diversity of graph data and GNN architectures,
it is challenging for the design of software frameworks and
hardware accelerators to balance their generality and speci-
ficity. Note that improving other aspects (e.g., robustness) of
trustworthy GNNs is generally at the cost of environmental
well-being (refer to Section IX for more details).



B. Applications

Environmental well-being (i.e., efficiency) facilitates the
technology ecosystem of GNN systems from diversified as-
pects. Next, we introduce typical applications of the environ-
mental well-being of GNNss.

Algorithm Design. During the training phase, for giant scale
graphs (e.g., the user-item graph on Pinterest with data size
18 TB [355]), sampling methods and scalable algorithms are
desired to improve training efficiency [356], [357]. While
in the inference phase, users expect smaller and faster new
models that can maintain similar performance (e.g., accuracy)
as the well-trained GNNs. The efficiency needs can be satisfied
by using model compression methods [357].

Hardware Accelerators In addition to GNN algorithms, the
environmental well-being of GNNs can also be applied in
devising customised hardware accelerators of GNNs [358].
Due to the diversity of graph data (e.g., dynamic graphs),
various GNNs have been proposed to explore graph data for
better performance. However, traditional accelerators designed
with the consideration of computation generality potentially
prevent them from obtaining optimal efficiency performance,
raising the demands on customised graph hardware [341].

C. Future Directions of Environmental Well-being in GNNs

Exploration of Efficient GNNs. Although improving the
efficiency of Al systems has attracted the attention of Al
practitioners, the exploration of efficient GNNs has been
limited. For various types of graph data (e.g., spatio-temporal
graph) and applications, one direction is to analyse the effi-
ciency bottleneck of current GNNs and then improve them or
explore new and more efficient operations in GNNs. In GNN
deployment, accelerating the inference of GNNs [338], [342]
is a practical approach for achieving more efficient GNNs.
Compressing models and accelerating the inference of GNNs
will directly contribute to the environmental well-being of
GNNs. Moreover, introducing efficiency considerations into
GNN training [337] will also promote the development of
efficient GNNs. Adaptive architecture designs aimed at saving
energy [359], [45] have been proposed in the context of CNN
models; thus, it would also be worthwhile to analyse the
energy consumption of different operations in GNNs and their
operational complexity, since these factors may contribute to
efficient GNN architectures by Graph NAS [360].
Accelerators for GNNs. Current research into accelerators
for GNNs focuses on designing software frameworks and
hardware separately. We argue that the acceleration of GNNs
should take the whole pipeline of GNNs—consisting of the
modelling, applications, complexity, algorithms, accelerators,
HW/SW requirements, and data flow—into account. By iden-
tifying the actual requirements of GNNs in applications (e.g.,
quick response in real-time systems, limited memory footprint
in edge computing terminals) and the bottlenecks in the
execution computation of GNNs (e.g., data flow between CPU
and GPU), the SW-HW co-design [361] is a practical and
promising direction for future research aimed at achieving the
environmental well-being of GNNs.
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IX. RELATIONS BETWEEN ASPECTS OF TRUSTWORTHY
GNNs

Most studies in Sections III-VIII focus on one specific
aspect of trustworthy GNNs. However, when building trust-
worthy GNN systems, it is necessary to take complicated
cross-aspect relationships into account; this is because in
practical development and deployment, the above six aspects
of GNNs are highly related, and an interplay (e.g., accordance
and trade-off) exists among them. To thoroughly understand
and build trustworthy GNN systems, it is both inevitable and
imperative to explore and study the complex relations between
these aspects.

In this section, we present existing studies of these relations
(as shown in Table VII) by with focuses on the following: (1)
how the methods from one aspect of trustworthy GNNs are
adapted to address objectives in other aspects, and (2) why
advancing one aspect of trustworthy GNNs can promote or
inhibit other aspects.

Explainability and Robustness. The methods developed to
explore GNN explainability can be used to implement adver-
sarial attacks and defences on GNNs. Explanation methods
reveal the behaviours of GNNs by identifying why a GNN
makes a specific prediction with regard to the current samples.
Thus, they provide insights that support the design of attack
and defence algorithms. For example, in explainability-based
backdoor attacks [102], GNNExplainer is employed [24] to
identify the importance of nodes and guide the selection of
the injected backdoor trigger position. Moreover, defenders
can also use explainers for GNNs to identify the potential lo-
cations of malicious edge perturbations [149]. By introducing
information bottleneck into GNNSs, another method called GIB
[166] owns better performance on noisy graph classification.

Robustness, Fairness, and Privacy. Methods for improving
the robustness of GNNs can be adapted to aid in improving
GNN fairness. For example, adversarial training is a typical
method for achieving robust GNNs by perturbing training data.
Adopting a related perspective, a method called NIFTY [67]
follows a strategy similar to adversarial training to perturb
sensitive attributes in order to counteract the unfair GNN
predictions regarding these attributes. The privacy of GNNs
also potentially benefits from the improved GNN fairness.
For example, fair representation learning methods designed to
improve the fairness of GNNs also reduce the risk of private
information leakage from sensitive attributes [23], [290], as it
is difficult to infer these attributes from the learned representa-
tions. However, another recent study shows that increasing the
individual fairness of nods can potentially improve the privacy
risks of edges [365].

Environmental Well-being and Others. Compared with ef-
forts to improve other aspects, methods targeting environmen-
tal well-being exhibit more diversity, which results in the exis-
tence of multiple relations between environmental well-being
and other aspects. For example, methods designed to promote
the environmental well-being (i.e., model compression meth-
ods) of GNNs can also facilitate exploring the explainability
of GNNs. A knowledge distillation method called CPF [368]
can be used to help build surrogate models that facilitate GNN
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TABLE VII
REPRESENTATIVE METHODS FOR TRUSTWORTHY GNNS.

[46], [55], [120],
Robustness [94], [116], [114],
[113], [96], [135],
[362]%
[167], [61], [24],
S R N [59], [154], [172],
Explainability [102]4[149] [182]. [187]. [183].
[173]
[216], [63],
Privacy (2501, 13631,
[244], [253],
[471, [364]
[290], [35],
Fairness | [67]A[313] 4 (36517 [290]7 | [34], [67],
— [23]° [68], [284],
[23]
Accountability [36]
o | LI
nvironmental | ) o200 (368]4 (64]° [369]° [372], [373], [341],
Well-being [L161° [117]° — — — [352], [50], [337],
—_— [20], [344]
[81], [79],
Others [78]° [366]° (801, [374],
[375]
Robustness Explainabilit Privac, Fairness Account- Environmental Others
P y y ability Well-being

* The references at diagonal positions indicate representative studies for one aspect of trustworthy GNNs. The references at non-diagonal positions
represent recent studies related to complex cross-aspect relations, where methods/advancements from one aspect can affect another aspect of

trustworthy GNNs.

4. * In this table, A indicates the studies showing how the methods from one aspect of trustworthy GNNs are adapted to address objectives in other
aspects, and e marks the studies that discuss why advancing one aspect of trustworthy GNNs can promote or inhibit other aspects. Moreover,
references with/without underline indicate studies that present potential/clear relations; see Section IX for more details.

explanation. Moreover, environmental well-being has complex
advancement-level relations with other aspects of trustworthy
GNNs. Several examples are presented below.

Achieving environmental well-being (i.e., model compres-
sion) of GNNs may contribute to the robustness. The quanti-
sation of GNNSs, a general approach for improving efficiency,
also makes them more robust. Generally, quantised deep
learning models are more robust to noise and adversarial
attacks [376]. The quantisation of models can be considered
as adding extra terms in objective functions, which reduces
over-fitting risks and increases the generalisation ability and
robustness of models. Recent research shows that such insights
can be also applied to GNNs [366].

Better accountability techniques also improve the environ-
mental well-being of GNNs. Specifically, accountability in the
GNN context involves implementing a series of processes to
assess the GNN systems. Meanwhile, most of these studies
also aim to assess GNN systems efficiently. The improve-
ment of accountability techniques can thus also promote a
higher level of GNN environmental well-being. For example,
Lacombe et al. [369] develop a framework that provides
developers with valuable knowledge regarding GNN training.

Specifically, it indicates whether the training of GNNs is
processing as expected, which is helpful for stopping futile
training and reducing energy consumption.

Building robust GNNs can also impact the environmental
well-being of GNNs. Graph structure learning is a typical
robustness enhancement method for GNNSs, but its clean graph
learning process (e.g., training an extra graph generation
module [114], [367], [377]) increases the development cost of
GNNs. Moreover, introducing specially designed operations
in GNN architectures [116], [117] improves GNN robustness;
however, more operation efforts are needed to develop and
implement these modified GNNs. These robustness-oriented
efforts lead to higher energy costs, which are detrimental to
the environmental well-being of trustworthy GNNs.

The implementation of privacy techniques for GNNs also
increases the costs of developing and implementing GNN
systems, which hinders the environmental well-being of trust-
worthy GNNs. Generally speaking, achieving privacy in the
GNN context necessitates the addition of extra processes or
specific designs, which in turn increases the amount of de-
velopment effort required. For example, a privacy-preserving
GNN architecture reduces the leakage of sensitive attributes



but increases GNN training costs [64].

Remarks. Note that it is not trivial to unravel the complex
relations between aspects of trustworthy GNNs. Literature on
the relations in Al contexts is provided here, which is expected
to facilitate further relation study when building trustworthy
GNNs. For robustness and explainability, a recent tutorial
[378] demonstrates that improving the robustness of neural
networks contributes to more visually appealing explanations
when using gradient-based attribution methods. In the area
of privacy and fairness, a survey [379] outlines five prominent
architectures for implementing privacy and fairness simultane-
ously, followed by summarising how enhancing one of them
can affect the other.

X. CONCLUSION AND TRENDING RESEARCH DIRECTIONS

Trustworthy GNNSs is a thriving research field with a wide
range of methodologies and applications. This survey sum-
marises current advancements and trends, which is expected to
facilitate and advance future research into, and implementation
of, trustworthy GNNs.

From the perspective of technology, this survey presents
a roadmap towards comprehensively building trustworthy
GNNs. We first define trustworthy GNNs and depict their char-
acteristics by categorising principles in the existing literature
related to trustworthiness. Next, we review recent advance-
ments in trustworthy GNNs from the aspects of robustness,
explainability, privacy, fairness, accountability, and environ-
mental well-being. For each aspect, we introduce the basic
concepts, comprehensively summarise the existing methods for
building trustworthy GNNSs, and then point out potential future
research directions related to these aspects. Additionally, we
emphasise that cross-aspect study is vital for achieving trust-
worthy GNNs. We present complex relations between aspects
by introducing methodology transfer and discussing the points
of agreement and conflict between each aspect.

While trustworthy GNN's have attracted increasing attention,
applying them to real-world applications still poses many
challenges; these range from the design philosophy of GNNs
to the conceptual understanding of trustworthiness, and from
the diversified relations between aspects of trustworthy GNNs
to the practicability of the proposed methods in specific real-
world applications. Moving away from the future directions
suggested for specified aspects of trustworthy GNNs in Sec-
tions III-VIII, we here highlight six trending directions with
the potential to fill the research gap and boost the industrial-
isation of trustworthy GNNs by considering the concept as a
whole.

Shift to Trustworthy GNNs. Building trustworthy GNNs
requires researchers to embrace the trustworthiness-related
concepts and characteristics introduced in this survey and shift
their focuses from performance-oriented GNNs to trustwor-
thy GNNs. With regard to achieving this shift, introducing
trustworthiness into the design philosophy of GNNs is a chal-
lenging yet promising direction. An example of incorporating
explainability is a method called GIB [166], which can simul-
taneously recognise an information bottleneck subgraph (as
an explanation) for the input graph and cooperate with other
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GNN backbones in graph classification. As an example of
incorporating fairness, RawlsGCN [310] alleviates the degree-
related unfairness by introducing the Rawlsian difference
principle [380] (i.e., maximising the welfare of the worst-off
groups [310]) to GCN. Moreover, some open problems need
to be solved if trustworthy GNN systems are to be realised; for
example, that of how to balance the trade-off between certain
aspects (e.g., robustness and environmental well-being) in
specified applications (e.g., autonomous vehicles [75]). Thus,
shifting to trustworthy GNNs and solving these problems are
fundamental for building trustworthy GNN systems.

Other Aspects of Trustworthy GNNs. The content of trust-
worthy GNNs goes beyond the six aspects discussed in this
survey. For example, generalisation ability is considered to
be a necessary aspect of trustworthy systems [11]. Current
research into the extrapolation of GNNs [81] aims to reveal the
relationship between tasks and aggregation functions, which
will promote further study of the generalisation of GNNs and
guide the design of trustworthy GNNs. Therefore, studying
the proper handling and management of the trustworthiness-
related principles outlined in Table I (e.g., safety and controlla-
bility, respect for autonomy) is another vital research direction
in building human-centred and trustworthy GNN systems. The
open framework proposed in this survey (Fig. 1) will hopefully
be able to incorporate aspects of trustworthiness that emerge in
the future, thereby expanding the domain of trustworthy GNNs
and enhancing the practical implementation of trustworthy
GNN systems.

Diversified Relations. This survey touches on only a small
fraction of the intricate cross-aspect relations. It will there-
fore be crucial to investigate other cross-aspect relations like
explainability and privacy in future work. Moreover, these
cross-aspect relations are not only intricate, but also exist
at multiple levels. For example, counterfactual fairness is
conceptually similar to robustness, as both of them expect
GNNs to make unchanged predictions when some attributes
of the same sample are changed. This clearly suggests that
methods for improving GNN robustness can also be used to
improve the fairness of GNNSs to a certain extent (e.g., by intro-
ducing adversarial training on GNNs with respect to sensitive
attributes [67]). Unlike traditional studies, a recent study [364]
extends the focus of fairness from GNN performance to GNN
privacy. After a theoretical analysis of the uneven vulnerability
of edges, a group-based attack is proposed to reveal the
practical privacy risks of edges against link stealing attacks
[364]. Hence, exploring the diversified relations at different
levels (e.g., concepts, methods, and advancements) is also
essential to comprehensively understanding and practically
building trustworthy GNNss.

Model-agnostic Methods. Many methods for trustworthy
GNNs require custom-designed network architectures, which
makes them unable to improve the trustworthiness of the
target GNNs without modifying their architectures. This weak-
ness severely limits the practicability of these trust-enhancing
methods for GNNs. By contrast, model-agnostic methods can
increase the trustworthiness of GNNs simply by being plugged
in to any phase of the system pipeline (i.e., pre-processing, in-
processing, and post-processing). Another advantage of these



methods is that they can be combined to serve as building
blocks for trustworthy GNNs. Thus, the design of model-
agnostic methods is a promising direction for trustworthy
GNNE.

Technology Ecosystem for Trustworthy GNNs. As an
emerging field, research into trustworthy GNNs is inseparable
from the surrounding technological ecosystem, including the
tools, datasets, metrics, pipelines, etc. Current tools (e.g.,
Al 360 tools from IBM [381]) are mainly used to improve
the credibility of general machine learning models. However,
it may not be easy to apply these tools directly to GNNs
owing to the unique characteristics of graphs. For example,
updating the embedding of nodes in GNNs usually relies
on the edges between nodes. The presence of these edges
causes the relationship between nodes to break the independent
and identically distributed assumption in general machine
learning models, which constitutes a challenge for studying the
individual fairness of GNNs. Moreover, various datasets [331],
[382], metrics [383], standardised evaluation pipelines [318],
[36], and software platforms [384], [385] that are suitable for
miscellaneous applications will also be required if efforts to
develop trustworthy GNNs are to be successfully evaluated.
Therefore, developing a technological ecosystem that supports
trustworthiness is an essential step in researching and indus-
trialising trustworthy GNNGs.

Opportunities in the Era of New Technologies. As tech-
nology evolves endlessly, transformer-based approaches [386]
have emerged in the Al community and advanced current
graph learning methods. However, trustworthiness issues still
exist in systems driven by graph transformers [387]. In addi-
tion to the well-known concerns about quadratic running time
with respect to number of nodes [388], users may not trust
graph transformers due to the absence of explainability in these
models [389]. Existing studies demonstrate that transformer-
based methods are still vulnerable to adversarial attacks [390],
[391]. The above issues suggest opportunities for devising
trustworthy graph learning methods in the new technology era.
Note that, due to the fact that both graph data and learning
methods contribute to graph learning systems, the untrustwor-
thiness (e.g., unfairness) of these systems can also be attributed
to the training data itself (e.g., biased graph structure) [35],
[43], which highlights opportunities in graph data management
(e.g., data-centric graph learning [392], [393]).

ACKNOWLEDGMENTS

This research was supported in part by the Australian
Research Council (ARC) under grants FT210100097 and
DP240101547. Xingliang Yuan and Shirui Pan are also sup-
ported by CSIRO — National Science Foundation (US) Al
Research Collaboration Program.

APPENDIX A
DATASETS FOR TRUSTWORTHY GNNS

Although some aspects of trustworthy GNNs (e.g., robust-
ness) have been continually explored in recent years, the study
of other aspects remains in the initial stages. Current studies
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on robustness, privacy, accountability and environmental well-
being can be implemented by evaluations on common graph
datasets (e.g., TUDataset [382], OGB [394]); however, when
studying the explainability and fairness of GNNs, general
graph datasets are not suitable because they do not contain
ground-truth explanations and sensitive attributes, respectively.
In this section, we briefly review datasets for evaluating the
explainability and fairness of GNNs.

Explainability. The biggest challenge associated with evalu-
ating explanation methods for GNNSs is the lack of ground truth
datasets. Due to the complexity of graph data in real-world
applications, it is difficult for humans to understand which
components of graph data are the ground-truth reasons for
the predictions made by GNNs. Accordingly, some methods
use synthetic data to evaluate the quality of explanations. In
these datasets, different graph motifs are attached to the base
graph. To facilitate easy evaluation of these explanations, the
node labels and graph labels are defined by their role in the
synthetic dataset and the motif type they contain, respectively.
The most widely used datasets of this kind are BA-shapes, BA-
Community, Tree-Cycle, Tree-Grids, BA-2Motifs [31], and
Syn-Cora [163].

Although it is human-intelligible to employ synthetic
datasets in evaluation, these synthetic datasets cannot pro-
vide adequate benchmarks for complex and various real-
world applications. Accordingly, several common real-world
datasets are also used to evaluate explanations. In biochem-
istry research, the functionality (e.g., mutagenic effect) of
some molecules is determined by their components. Datasets
used for related research include MUTAG, BBBP and Tox21
[382], [31]. In natural language processing, three sentiment
graph datasets are created as sentiment graph data from
text sentiment analysis data. They are Graph-SST2, Graph-
SST5, and Graph-Twitter [31]. In natural language processing,
three sentiment graph datasets are created from text sentiment
analysis data, namely Graph-SST2, Graph-SSTS5, and Graph-
Twitter [31].

Fairness. Current methods use various datasets to evaluate
the fairness of GNNs. For similarity-based fairness (e.g.,
individual fairness), datasets for node classification and link
prediction are used to conduct fairness evaluation [284].
For fairness concerning protected or sensitive attributes (e.g.,
group fairness), these methods choose datasets that contain
sensitive or protected information, such as that pertaining to
nationality or region [23]. Some typical datasets are Free-
base 15k-237, MovielLens-1M, Reddit [290], Pokec, NBA
[23], German Credit, Recidivism, Credit Defaulter [67], Okla-
homa97, UNC28 [35], Dutch School, Facebook, and Google+
[395].
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