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Abstract— This paper studies the blocking performance of
optical burst switching (OBS) networks using a sequential fiice
control (SOC) state-independent deflection routing policy We
show that unprotected deflection routing may destabilize OB
resulting in higher blocking probabilities than if bursts were
not deflected but simply blocked. This study was motivated by
the well-known destabilizing effect that alternative routing has
on circuit switching in classical telephony networks. We popose
two forms of protection to guard against destabilization: ) wave-
length reservation, which is analogous to trunk reservatia in
circuit switching; and, 2) preemptive priority, which is a new form
of protection where bursts that have not been deflected are g&n
preemptive priority over bursts that have been deflected. Ou
main contribution is a one-moment reduced-load approximaibn
to evaluate the blocking performance of OBS networks using
deflection routing protected by either wavelength reservabn
or preemptive priority. Our reduced-load approximation re lies

destabilize OBS in the same way as it is well-known to
destabilize circuit switching in conventional telephongt-n
works [3], [20]. This destabilizing effect may result in higr
blocking probabilities than if bursts were not deflected but
simply blocked.

Most of the early literature [34], [36], [37], [44], [48]
describes the workings of OBS in detail as well as recent work
[4], [6], [12], [17], we therefore only give a brief descrign.
OBS has many traits in common with tell-and-go switching
[42], [45], [52] in ATM networks as well as modern-day
optical packet switching [8].

The basic switching entity in OBS is a burst. A burst is train
of packets that is transmitted from a source to a destination
via an all-optical route that may traverse several inteiated

on the usual assumptions of link independence and Poisson nOdes. ASSOCiated W|th eaCh bUI’St iS a headel’. The key éatur

distributed link arrivals. We quantify the error admitted i n

making these two assumptions via simulation. Using our redeed-
load approximation, we evaluate the blocking performance b
protected and unprotected deflection routing in several radomly

generated networks. The chief conclusion of our study is tha
deflection routing in OBS should be given some form of protedon

to avoid destabilization resulting from upward load variations,

and in terms of blocking performance, preemptive priority is the
best form of protection for OBS. We use simulation to verify tat

our conclusions remain valid for a realistic traffic scenarb.

Index Terms—Optical burst switching, deflection routing,
stability, reduced-load approximation, wavelength resevation,
preemptive priority.

I. INTRODUCTION

distinguishing OBS from optical packet switching is that a
burst is separated from its header by an offset time. An bffse
time eliminates the need to optically buffer a burst during t
time required to process its header at each intermediate. nod

The termnodemay refer to any of an intermediate node,
a source node or a destination node. Any pair of nodes may
be interconnected via a link, which consists of several §iber
aligned in the same direction, each of which in turn contain
many wavelength channels.

At its source node, a burst that intends traversidinks,
or equivalently/N+1 nodes (source node and destination node
inclusive), must be separated from its header by an offiget ti
of at least N, whereé is the time required for a node to
process a header. Since a header encounters a dlalagach

EFLECTION routing has featured prominently in théntermediate node as well as its destination node, its tiifse
literature covering optical burst switching (OBS) ovefs incrementally reduced by. More precisely, at node =
the last four to five years. However, in all of this literaturel, ..., N +1, a burst is separated from its header by an offset

it has been tacitly assumed that deflection routing does
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nivhe of at leas{/N —n+1)d, where the 4+1’ appears because

n IS an index beginning at 1. Therefore, at its destination, a
burst catches-up to its header and they are no longer segarat
A timing diagram of a burst and its header is shown in Fig.
1, which was originally presented in [36].

As soon as a header arrives at node- 1,..., N + 1, it
seeks to reserve an appropriate outgoing wavelength farea ti
interval that beging N + 2 — n)J into the future, which is the
time at which its associated burst is expected to arrive and
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See [57]. This paper differs from its conference versiorefthiby analyzing
preemption as an alternative method of stabilizing deflectouting.

residual offset time may vary from header-to-header, since
several different routes, corresponding to different setand
destination pairs, may traverse that node. This gives nse t
the need for burst scheduling algorithms [29], [46], [54] to
efficiently allocate bursts to the so-called voids that li¢him

the fragmented bandwidth of a wavelength.
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Fig. 2. Four-node ring network
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a deflection from one first-choice route may trigger a spate
of subsequent deflections from other first choice routed) eac
of which in turn may trigger further deflections. We remark
that the effects of destabilization bear some similaritythe

Fig. 1. Timing diagram for a burst traversing two intermégliaodes from |nternet related phenomenon known mgestion C0||apse
its sources to its destinationd [60]

We are interested in determining if deflection routing may

Even with the most efficient burst scheduling algorithms, @0 destabilize OBS. This issue has been glossed over in
burst may be blocked at an intermediate node in the case tRist of the recent literature treating deflection routing in
two or more headers seek to reserve overlapping time igerv@BS [13], [18], [26], [27], [S0]. Although OBS is in many
on the same wavelength. With native OBS, in this case, oW&Ys different from circuit switching as well as optical gat
of the contending bursts must be blocked and subsequerfyitching, it does not seem unreasonable to suspect that
retransmitted. deflection routing may destabilize OBS. As a matter of fact,

High blocking probabilities are probably one of the biggedfituition does suggest that this is indeed the case, siree th
technical stumbling blocks that OBS must overcome befof® réason indicating that unstable positive feedbackgattd
it is considered a commercially viable technology. To rd2y @ deflection is somehow mitigated in OBS.
duce blocking probabilities, numerous approaches of vegpl ~ T0 give credence to this intuition, we simulated a form of
wavelength contention have been proposed. These inclu@8S in the four-node ring network shown in Fig. 2. (The
burst segmentation [47]; deflection routing; fiber delagéino form of OBS as well as the deflection routing policy we
delay a burst that would otherwise be blocked [36]; wavetlengconsider in this paper will be described in the next secitin.
conversion to allow for relaxation of the wavelength contip Was assumed bursts arrive according to independent Poisson
constraint [39]; and, state-of-the-art scheduling alfpons Processes with the same rate at each source and destination
[29]. Some of these approaches are often considered inwpra@@ir for which there is a one-hop first-choice route. A three-
cal as they mandate the use of costly optical technology sut®p deflection route for each of these source and destination
as fiber delay lines and wavelength converters. pairs is thus uniquely determined. To preserve symmetry, it

In this paper, we consider deflection routing. DeflectioWas further assumed that all other source and destinatios pa
routing in the context of OBS has received much attentigi€ not used.
recently. In [13], [21], the presence of deflection routimg i Using this simulation, we plot blocking probability and
a single node was modeled by a multidimensional Mark@arried load as a function of offered load in Fig. 3. Carried
process. Blocking probabilities were computed by numéyicaload is defined as the expected number of busy wavelengths in
solving the associated local balance equations. In [2@]], [5 a link at an arbitrary time instant in equilibrium, while efed
simulations were used to evaluate the performance of deflé@ad would be the expected number of busy wavelengths in
tion routing in OBS networks. Some of these studies claim corresponding fictitious link comprising an infinite numbe
that using particular deflection routing policies may reslu®f wavelengths. In this way, carried load is an un-normalize
blocking probabilities by more than one order of magnitudgleasure of link utilization. The abrupt downturn in carried
Efforts have also been devoted to dynamically optimizingad evident in Fig. 3 is highly undesirable and definitely
deflection routes based on network state information [2&]- S suggests that instabilities may be present. Furthermbee, t
eral approaches of resolving wavelength contention, d@ioly downturn occurs over a range of blocking probabilitie¢ ¢
deflection routing, have been compared in terms of blockiig 10~2) that can be considered quite realistic in the context
probabilities via simulation studies [18], [55]. of OBS. This result prompts further study and will lead

It is well-known that deflection routing may destabilize!s to develop a new tractable methodology to evaluate the
circuit switching in conventional telephony networks [B]0] ~ performance of OBS networks using deflection routing.
as well as optical packet switched networks [9]. Instabgit Two different approaches have been used to protect circuit
associated with deflection routing may manifest simply assavitching and optical packet switching against destadilan.
sudden downturn in utilization that is instigated by a miaim To protect circuit switching, calls that have been deflected
load increase or as a complex set of equilibria between whibarred from engaging an idle trunk on any trunk group for
a network fluctuates. They can be intuitively explained iwhich the total number of busy trunks on that trunk group
terms of unstable positive feedback. In particular, sincg-fi exceeds a predefined threshold. This approach is referred to
choice routes and deflection routes may use common links, trunk reservation [3], [20] and is a form of admission



10" ¢ loz2p OBS networks that have been stabilized with either waveleng
reservation or preemptive priority. Wavelength reseoratis
analogous to trunk reservation in circuit switching. Usog
approximation, we empirically show that preemptive ptiori
consistently yields lower blocking probabilities than wav
length reservation. We also argue that preemptive priasity
guaranteed to stabilize deflection routing, whereas thisi-sta
lizing properties of trunk reservation are highly deperiden
the choice of reservation threshold.

The new contributions of this paper above and beyond its
conference version [57] can be summarized as follows.

« The development of a new reduced-load fixed point ap-
proximation to evaluate the blocking performance of OBS
networks using deflection routing. This can be seen as a
generalization of our work in [39], [40], which considered
a reduced-load approximation for OBS networks where
each source and destination pair is assigned a single fixed
route. This can also be seen as an advancement of our
work in [57], [58], in that the disjointedness assumption is
relaxed in this paper; in particular, primary and deflection
routes need not be link disjoint.

« The analysis of preemptive priority as an alternative ap-
proach of stabilizing deflection routing in OBS networks.
We first proposed preemptive priority in [10], but did
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Fig. 3. Blocking probability and carried load as a functidnoffered load

control that intentionally limits the amount of deflectidbne
drawback of trunk reservation is the lack of rigorous ciiter
to determine the reservation threshold. See [23] for detall

To protect optical packet switching, several approaches ha
been suggested, all of which are based on the idea of using npot analyze its performance or compare its performance
fiber delay lines in a recirculating delay loop setup to delay to wavelength reservation. Note that only wavelength
a packet that would otherwise be deflected. These approaches reservation was analyzed in the conference version of
have been found especially useful in stabilizing asyncbusn this paper. Thus, the analysis of preemptive priority
(un-slotted) optical packet switching and have been coetbar  considered in this paper adds weight to our work in [10]
in [9]. Further protection can be added by purging packets and is a progression from the conference version of this
exceeding a certain hop-count. paper.

In principle, it seems both these approaches may also b§ The quantitative comparison of wavelength reservation

used to protect OBS, though approaches relying on fiber delay
lines would probably be ruled out at the outset by many due
to practical considerations. In this paper, beside wawggten

and preemptive priority as approaches of stabilizing de-
flection routing in OBS networks and the determination of
when, or if, protecting against destabilization is critica

reservation, we propose and evaluate the performance afa ne

approacE t_o pbrote((:thBS nfetw_orks againsi_desta_bilifaT;)bi:@ this paper and define a simple deflection routing policy. In
approach 15 based on enlorcing preemptive priority DEIWEgR, i, 11 we confirm the downturn in carried load evident i

first-choice bursts and deflected bursts, where a first-ehoigIgﬂ 3 is indeed a result of destabilization. We then show tha
t

gu;ft Its (;jsflnetd_ ads ? blérSt thalt has tno_tl b(\e/:/a_?hc:ﬁ_ﬂected an& er wavelength reservation or preemptive priority eotr
etiected burst1s defined compiementartly. Vvl Is appnoa this downturn. In Section IV, we present our reduced-load

a header associated with a first-choice burst is given the ri%pproximation In Section V, our reduced-load approxiomati
is used to evaluate the blocking performance of unprotected

to preempt a reservation (overlapping time interval) thadg h
been scheduled for a deflected burst. Preemption is alwaygﬁ'ad protected deflection routing in several randomly gdadra
H%fworks. Finally, in Section VI, we implement computer

Oéﬂnulations to test the sensitivity of blocking performanc

last resort in the sense that a header associated with a fi
choice burst always seeks to reserve a time interval with

of unprotected and protected deflection routing to a traffic
mix that includes a heavy tailed component. In particular,

resorting to preemption.

Preemptive priority is unsuitable for circuit switching in
telephqny ne.tworks.smce It is unacceptable _frqm a quall\trye consider a hybrid switching approach in which short data
of service point of view to preempt a call that is in Prog9reS3yaams are transmitted using OBS while heavy tailed sseam
This would obviously be perceived by users as an unexpec

Il termination. H ith OBS. 2 burst that i rd t?r transmitted using a conventional acknowledged switchi
ca’ tlermination. However wi - aburst that1s preerap eagproach, such as optical circuit switching.

suffers the same fate as a burst that is blocked at an interm
diate node. We discuss this point in greater detail in Sactio
[l

We first considered preemptive priority in [10] in the coritex In this paper, we consider a form of OBS called dual-header
of a hot-potato routing policy. In this paper, we develop @ neOBS [5]. The greatest advantage of dual-header OBS is that
reduced-load approximation to evaluate the performance thé residual offset time at each intermediate node doesamgt v

In Section Il, we discuss the form of OBS considered in

II. A DEFLECTIONROUTING PoLicYy FOROBS
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from header-to-header. This greatly simplifies the conipfex s @ @
of scheduling algorithms. Further details regarding chedder l \l5 \ "
OBS can be found in [5].
The reason we consider dual-header OBS is chiefly because @ @ @ @

it is difficult to accurately model native forms of OBS, since l \ lg l \ Iy

with native OBS, residual offset time may vary from header-

to-header at each intermediate node. Therefore, this leads @ @ @ @

the unsolved problem of calculating blocking probabiitie  Fig. 4. Augmented route tree where loss nodes have beentetpiith an
a finite server queue where the time at which a customgsterisk

arrives is separated from the time at which it requests servi

by a random time. See [43] for further insight. Some rough . o

approximations for this problem have been presented in [éﬂf'dem to. To ensure contiguity of foralin =1,..., N—1:

e e g +_
and later used in the context of OBS in [22]. Tn =Ty 11 = 8 and,ry = d.

Although we consider dual-header OBS, our results can be/*S S00N as & header arrives at negle say at time, it seeks
treated as an optimistic approximation for native forms ¢f reserve a wavelength in link, for an interval beginning
OBS. This type of optimistic approximation has been showfif imet + Ax into the future and ending at time+ A,, +
to be quite accurate for just-enough-time OBS [36] with void/#» Where A, is the residual offset time at node, , Y’
filling in [5] and [40]. is the size of its associated bgrst ands the tran§m|s§|on

Our results are also an optimistic approximation for harizgate of a wavelength. Reservations that overlap time iaterv

scheduling [44]. We can further refine our approximation iff = 2t + An +Y/u] may have already been scheduled to

the case of horizon scheduling by increasing a wavelengt@d Wavelengths in link-,. In this case, linkr, is said to be

effective holding time to take into account the idle periof! contention with respect to this time interval.

from the time at which the reservation is made to the time FOr €ach node,, n =1,..., N, define adeflection route
at which the burst arrives. Although horizon is not as effitie©0 be the ordered sel(n) = (di(n),...,du, (n)), where
as just-enough-time scheduling, it is more scalable becags(?):---:da,(n) € L and di(n) # .. To ensure the
the horizon scheduling algorithm only needs to maintain tfgoNtiguity of d, for all m = 1,..., My, — 1. dpn(n)" =

current scheduling ‘horizon’ for each wavelength. Scdigbi @m+1(7)"; di(n)” =r,; and,dw, (n)* =

is a key property for burst scheduling algorithms because of With deflection routing, a header arriving at nodg that

the huge difference between the wavelength rate and buf8gs link 7, in contention may seek to reserve a wavelength

length, which implies that the burst scheduling time must H link di(n), which is by definition a link incident from node

short and the operation simple. r, butis alternative to link-,,. Therefore, a header is blocked
We further assume full-wavelength conversion is availabfé noder, if and only if all wavelengths in link-, andd,, (1)

at all nodes. (We have evaluated the performance of parti@f€ in contention with respect to time intervak+ A, ¢ +

wavelength conversion in [58] in the context of OBS.) Apardn + Y/ ). However, without deflection routing, a header is

from this assumption, we adopt a conservative stance Blpcked at node, if and only if all wavelengths in link-,

assuming burst segmentation, fiber delay lines and all otfE in contention with respect to this time interval.

enhancements discussed in the literature are unavaiMlde. 10 avoid excessive hop-counts and to guard against the so-

are not concerned with burst scheduling algorithms as theglled ring-around-the-rosie problem [20], we only peramie

are not required for dual-header OBS. We do not consider iflgflection per header. That is, a deflection from a deflection

burst assembly process. route is forbidden.
We continue by describing the deflection routing policy The augmented route tree shown in Fig. 4 is used to
considered in this paper. clarify our notation. See [11], [20], [30] for discussions o
Deflection routing policies in general can be categorizédgmented route trees. For this augmented route tree, vee hav
as either originating office control (OOC) or sequentialagffi £ = {l1,.-.,l6}, r = (r1,r2) = (I, 12), [y = 5,1 = n,
control (SOC). See [20] for a detailed description of thi&/ =2, M1 = M; =2 and
categorization. SOC is fast reacting and permits immediate (Us,0g), n=1
deflection at any node at which contention is encountered by d(n) = { (53’ 14)’ n—o

allowing a header to seek to reserve a time interval on an
outgoing link that is alternative to the first-choice linkBO is The main drawback of deflection routing in OBS is the so-
restricted to SOC policies. Using OOC policies in OBS wouldalled insufficient offset time problem that has been diseds
require excessively long offset times to allow for cranicha in [21]. This problem refers to the situation in which a
of a header to its source. header is deflected and traverses more nodes than it would
Let £ be the set of all links. Consider an arbitrary sourckave on its first-choice route. Additional processing delay
and destination pair. Suppose its first-choice route teager of § encountered at each extra node may decrease a header’s
N links, or equivalently,V + 1 nodes and let its first-choiceresidual offset time to zero before it has reached its datstin.
route be denoted as the ordered set (r1,...,ry), Wwhere A few different approaches have been suggested to combat
ri,...,rny € L. Forlinkl € £, let [~ denote the node thatthis problem. We adopt the most conservative approach of
link [ is incident from and let™ denote the node that linkis adding extra offset time. In particular, at its source, asbig



separated from its header by an offset time of at |84st.d, The second last assumption is commonly referred to as

where Ny« is the maximum possible number of links a burgthe independence assumption. It allows for decoupling of a

can expect to traverse and is given by network into its constituent links by ignoring any depencken
between blocking events from link-to-link. This kind of ied

> pendence assumption has been widely used in many types of
network analyses.

For the augmented route tree shown of Fig. 4, we haveSince a burst always follows the routing of its header and

Npax = 3. since it has been assumed a header itself offers no load, we

We must emphasize that we have described a rather simate henceforth able to abstract by ignoring the presence of

deflection routing policy for OBS. Other more dynamic poliheaders and working only in terms of bursts.

cies based on state-dependent routing [14], [20] may tutn ouAt a time instant in steady-state, assuming steady-state

to offer superior performance. They have not been studiedémentually prevails, let the random variabte € {0,...,C;}

the context of OBS. We have simulated policies where meltiptienote the number of busy wavelengths in link £, where

deflections are permitted per header, however no notewortfiy is the total number of wavelengths in that link. Also, let

benefit was observed relative to the case we consider in this= (X;);c.. Then according to the independence assumption

paper where only one deflection is permitted per header. (see A.5), we can write

P(X =x) = [[P(X; =),
lel

?orallxe{0,...,01}><---><{0,...,C|E|}.

Npax = max < ErllaxN(Mn +n—-1),N

IIl. STABILIZING OBS

In this section, we confirm the downturn in carried loa
evident in Fig. 3 is indeed a result of destabilization. Wenth O . ) .
For the remaining part of this section, we will concentrate

show that either wavelength reservation or preemptiveripyio . .
g P P wy specifically on the four-node ring network that we have ayea

correct this downturn. ' . i i
To this end, we propose to analyze the four-node rir scussed. Since the four-node ring network is completely
' mmetric, it is sufficient to work in terms of an arbitrary

network shown in Fig. 2 based on the following assumption3’ S . .
which are maintained in all subsequent sections of this rpapgil}kl' :r}? thus it is possible to writ& = X; andC’ = C; for

A.1) Bursts arrive at each source and destination pair 8eCor peca| that bursts only arrive at each source and destimatio

Ing to mdependent Poisson processes. pair for which there is a one-hop first-choice route. A three-
A2) A head_er itself does n_ot offer any load. . ... hop deflection route for each of these source and destination
A-3) Burst size follows an independent exponential diskrib pairs is thus uniquely determined. Also recall that all othe
tion. source and destination pairs are not used.

A.4) A blocked burst is cleared and never returns. Let )\ be the burst arrival rate at each source and destination

A5) ;T; fiiztrri:ffttﬁyofntgeepZﬂ?:netro?fa?]isgtﬁﬁvﬁrﬁngths iBair. Accordingly, the load offered to each source and dasti
) . " tion pair isE(Y)A/u Erlangs, wheré&” is a random variable
A.6) The total traffic offered to a link is the superpositioh o lon pair iSE(Y)A/u gs, W 'S var

. ) . epresenting burst size andis the wavelength transmission
several independent Poisson processes and is there{%{)g Leta — E(Y)\/u and leta denote thetotal load
itself a Poisson process. ' K

i offered to a link, which is assumed to be the sum of several
The last two assumptions are probably the most notewortfiygependent Poisson processes (see A.6). The probahiity t

They are synonymous with the usual reduced-load approgi-hyrst is blocked at a link is then given by the Erlang B
mation and have been discussed in this context and to sogggnylat,

degree justified in [14], [15], [24], [25], [51]. Assumptigh2

is unnecessary in forms of OBS using out-of-band control b = PX=C)

signaling. All of these assumptions will also be used in our c /C i\t

reduced-load approximation. = E(,0C) 4 a—' (Z a—'> 1)
We will briefly outline some consequences of the last two ¢l i v

assumptions. The last assumption allows for a one-momen{ye are interested in calculating the blocking probability
analyslls where thg total traffic offered to a link is charazezl erceived by a burst, which will be denoted asSumming
s_olely in terms of its mean, or more precisely, the mean of t_ e total load carried by a link gives

distribution of the number of busy wavelengths on a link if it

were to contain a hypothetical infinite number of wavelesgth(1 — b)a = ((1 —b) + (1 = b)b+ (1 — b)*b+ (1 —b)’b)a. (2)
However, the variance of this distribution as well as other . o )

higher moments may be vastly different from the variance ahpte that with circuit switching, we would writgl — b)a =
corresponding higher moments of a Poisson process. Wit @ — ) + 3(1 — b)*b)a instead of (2), since the load carried
one-moment analysis, variance and other higher moments BYe€ach of the three links comprising a deflection route must
not considered and are simply assumed to follow the variark@ €qual for circuit switching.

and corresponding higher moments of a Poisson process. Fqr . _ ,
The Erlang B formula can be efficiently computed via the reicur

further details, see discussions in [20] regarding thevetent g, ) — ,E(q,c — 1)/(c + aB(a,c — 1)) for ¢ = 1,...,C, where
random method as well as Hayward's method. E(a,0) = 1.



Rearranging (2) gives
_ a
CTITsh -3t 3

It can then be verified that
p = 3b% — 3b° + bt (4)

To confirm the simulation results presented in Fig. 3, w
plot p and (1 — p)a as a function ofz in Fig. 5 as solid lines
labeled ‘unprotected’. These two plots can be generated
follows: for each of several values af computeb via (1)
and then compute andp based on this value d@fvia (3) and

Carried [Erlangs]

(4), respectively. I
. _ . 80 — Unprotected
It turns out that neithep nor (1 — p)a are proper functions - - Wavelength reservation, K=110
of @ because the mapping fromto p is not one-to-one. This e ey o =100
definitely confirms that deflection routing may destabiliZ&SD ™0 o1 92 o3 94 95 9 o7 98 99 100 101 102 103 104 105
and has also been observed in circuit-switched networkgus Offered [Erlangs]
deflection routing [41]. For some values @f there are up to (a) Carried load

three equilibria that may exist in steady-state. It is neaclif
one equilibria is dominant or if there are oscillations bexww
all three equilibria. The plots shown in Fig. 3 generally d ol
not match up well with their counterparts in Fig. 5. This i
most likely because simulation relies on long-run averggin
which yields averages lying somewhere in between these th
equilibria. That is, we are trying to simulate behavior tisat
inherently non-stationary. It is however satisfying toenthat
the downturn in carried load occurs at approximately theesar
value ofa in Fig. 3 and Fig. 5.

In the next two subsections, we present a parallel analysis -
wavelength reservation and preemptive priority. Our asialy — 1°

10° ¢

10°F

10k

107

Blocking probability
\
\

continues to remain specific to the four-node ring networ —— Unprotected
. . . _6 I h i =
Any notation that we reuse continues to bear the same defi 1 L avelee reservation ko100
tiOﬂ as above — - Preemptive priority
-7 L L L L L L L L L L L L L L I
10 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105
A. Wavelength Reservation Offered [Erlangs]

Recall that with wavelength reservation, deflected bunss a (b) Blocking probability

barred from engaging an idle wavelength on any link for whichg. 5. Stabilizing a four-node symmetrical OBS network
the total number of busy wavelengths on that link exceeds
a predefined threshold. Let that threshold be denoted as
Therefore, a deflected burst cannot be scheduled to a link forAnalogous to (2), summing the total load carried by a link
which K or more of its wavelengths are busy. gives
Let a denote the deflected load offered to a link. The total LD+ (1—a)a
load offered to a link is the sum of loads it is offered by ( Ja+ (1 -qa )
deflected bursts and first-choice bursts. Since a firstehoic = (1 =)+ (1 —@)b+ (1 —q)*b+ (1 —q)*b)a, (7)

route is associated with one unigue link, it is not hard to S&fhich after rearrangement can be rewritten as

that
a

R _ a= . 8
a=a-—a. () T 15 3b— 3bg + bg? ®

Treating a link as a simple one-dimensional birth-and4dedt can then be verified that
process, we have a recursion of the form D = 3bq — 3bg® + b’ )

o= P(Xf Z), , As a check, by setting = b, it can be seen that (9) reduces
- { a ”O/f!;_K P L., K, (6) to its counterpart (4).
(@—a)~%atm/il, i=K+1,...,C There are no rigorous criteria governing the choice of
where the normalization constant is determined as usualreservation threshold. See [23] for details. Chooskigoo
via Zfzo m; = 1. The probability that a first-choice burst islarge results in performance that is not much better than if
blocked at a link is given by = 7, while the probability that deflection was not permitted at all, while choosiiigoo small
a deflected burst is blocked at a link is givendoy- Zf:K m;. does not correct the downturn in carried load. We chalise




by iteratively incrementing its value until the mappingrfro  We can conclude that preemptive priority may yield
a to p appears to be one-to-one. Through trial and error, fanarginally lower blocking probabilities than wavelengéser-
C = 120, we found thatX € [100, 110] was a good choice. vation. Although the benefit of preemptive priority is unre-
To show that wavelength reservation with a sufficiently éargnarkable for K = 110, a marked disparity is evident for
reservation threshold can correct the downturn in carged | K = 100, especially at low to moderate loads.
shown in Fig. 3, we again plgi and (1 — p)a as a function A key advantage of preemptive priority is that it is guar-
of @ in Fig. 5 as dotted and dashed lines labeled ‘wavelengihteed to stabilize deflection routing in OBS as well as
reservation’. The dashed line is féf = 100 and the dotted circuit switching and optical packet switching, though we
line is for K = 110. These two plots can be generatettave already discussed that some attributes of preemptive
using a fixed-point iterative procedure as follows. For eagdriority render it an inappropriate form of protection farait
of several values of, arbitrarily choose: and comput& via switching. Preemptive priority guarantees stability heseait
(5) based on this arbitrary choice @f After this initialization ensures performance that is no worse than if bursts were not
phase, computé as well asg by solving the recursion given deflected but simply blocked. This property is a consequence
by (6). Then recompute via (8) and check if the absoluteof the impossibility of a deflected burst to alter the fate of
difference between the old value@find its recomputed value a first-choice burst. Moreover, we know that OBS is stable
is sufficiently close to satisfy a prescribed error critaridhis  without deflection routing. Consequently, protecting OBigw
set of steps comprises one iteration. Subsequent itesaticn preemptive priority guarantees stability. On the contréang
continued until the error criterion is satisfied by updatihg stabilizing properties of trunk reservation are highly elegent
value of @ according to (5). Using the values &fand ¢ on the choice of reservation threshold.
computed during the final iteratiop, is determined via (9). With preemptive priority, a preempted burst is not neces-
Based on Fig. 5, it may be tempting to consider increasirgrily blocked in its entirety. For example, a burst may euff
the value of K to improve performance, however, K is preemption at a link well after its head has been transmdted
increased above 110, a kink would begin to appear in thigat link. In this case, packets residing in its tail are kit
dotted and dashed lines labeled ‘wavelength reservation’ But those residing in its head are unaffected by preemptidn a
Fig. 5(b), which is akin to kink exhibited by the solid linedan continue as normal. The reverse case where packets residing

signals the onset of destabilization. its head are blocked but those residing in its tail are unsdf
is also possible. This results in the presence of truncaiextd
B. Preemptive Priority and is reminiscent of burst segmentation [47].

Preemptive priority is a new approach [10] that we pro- A problem may arise when a truncated burst arrives at its

pose to protect OBS against destabilization that is basdgstination. Although in principle it is possible to recove
on enforcing preemptive priority between first-choice tmrsP2ckets from a truncated burst, this is complicated since
and deflected bursts. With this approach, a first-choicetbuf@owledge of a truncation is localized to the intermediaiée

is given the right to preempt a reservation that has be@hWhich it occurred. Therefore, each destination antiepa
scheduled for a deflected burst. Preemption is a last resorgj COMPlete burst with well-defined packet boundaries. Ia thi
the sense that a first-choice burst foremost seeks an aateopiP@Per, We have adopted a conservative stance by assuming tha
idle wavelength. it is not possible to recover packets from a truncated burst.

Almost all the equations presented in the preceding subsecAn alternative would be to assume a more sophisticated
tion treating wavelength reservation also hold for preevept N0de architecture that is capable of salvaging packets &rom
priority. The exception is that the probability that a ficsteice truncated burst. Although this leads to a remarkable irs&ea
burst is blocked at a link and the probability that a deflectdd Node throughput [47], signaling complexity also inceess
burst is blocked at a link. which we have denotedbasnd P€cause a packet delineation protocol that includes fomcti
¢, respectively, can no longer be computed via the recursigfiy 10 check the integrity of each packet, such as the smpl
given by (6). Instead, we computeandq as follows. data link (SDL) protocol discussed in [16], is essential.

A first-choice burst is oblivious to the presence of deflected Since knowledge of a truncation is localized to the inter-
bursts and only perceives other first-choice bursts. lofesi Mediate node at which it occurred, a header is unaware of

thatb = E(a — 4, C) and any truncations that its associated burst may have endured.
. ) Therefore, a header associated with a truncated burstvesser
g= aE(a,C) — (a - a)E(a - a, C). (10) atime interval that is longer than required. This is wastefu

wavelength resources. However, it is important to remaak th

The numerator of (10) is equal to the deflected burst loaese unused reservations may be reclaimed by first-choice
blocked at a link, while the denominator is by definition th@ursts, since a first-choice burst may preempt a reservation
deflected burst load offered to a link. Taking their ratioegiv gssociated with a truncated burst.
the probability that a deflected burst is blocked at a link.

For the case of preemptive priority, we pjoand(1—p)a as
a function ofz in Fig. 5 as an interchanging dotted/dashed line
labeled ‘preemption’. The same fixed-point iterative prhae In this section, we develop a new reduced-load approxi-
described in the preceding subsection can be used to genenadtion to evaluate the performance of OBS networks that
these plots bub andq are now computed via (10). have been stabilized with either wavelength reservation or

IV. REDUCED-LOAD APPROXIMATION FOROBS



preemptive priority. We allow for arbitrary network topgies and ford,,(n) € d(n), n =1,..., N, we have
and consider the deflection routing policy described iniSact

. adm(n) = ddm(n)
Assumptions A.5 and A.6 will play a key role. They were = a(l =bp) - (1 =br, )by, Brn(n), (12)
defined and discussed in the preceding section. We will Uugg a1l 1y, = 1,..., M,,, where
simulation to quantify the error admitted in making these tw
assumptions. Assumptions A.1 to A.4 will also be reinvoked. Bm(n) = (1= qa,(n)) - (1 = qd,,_,(n))- (13)

The reduced-load approximation was conceived in 1964 equalitya,,, () = da,, (n) i @an immediate consequence of
[15] for the analysis of circuit-switched networks and hage disjointedness assumption. The probability that attisrs
remained a cornerstone of network performance evaluatigyt plocked at the links preceding link, (n) € d(n) is given
See [14], [15], [24], [25], [51] and references therein fetalls py 3 (n). Equation (12) concerns the intersection of three
on the reduced-load approximation and its many applicatioryents: 1) a burst is not blocked at the links preceding link
In [39], [40], we presented a reduced-load approximatign which occurs with probabilityl —b,.)--- (1—b, _,);2)a
for OBS networks where each source and destination pairyigrst is blocked at link:,,, which occurs with probability,. ;
assigngd a single fixed route. That is, OBS networks withogg 3) a burst is not blocked at the links preceding dipkn),
deflection routing. which occurs with probability,, (n). It is the probability of

At this point, it may be worthwhile recalling notationthe intersection of these three events that is of intergsthB
presented in Section Il as it will be used extensively in thisdependence assumption (see A.5) any two of these events
section. are mutually independent and thus (12) follows.

To relax the disjointedness assumption, we need to take care
of the possibility that

A. Step One: Link Offered Loads Qo (n) = {di(n), ... dm1 (D)} N {re, ... e} # 0

The first step is to decompose the network into its coiby conditioning the probability,, (n) as specified in (14) (see
stituent links. In particular, assumptions A.5 and A.6 pierminset next page). The expression given in (14) can be sirglifi
each link to be treated as an independent birth-and-debtised on the independence assumption and a fact that relies
process that is Markovian. To compute the steady-state dis the following additional assumption.
tribution m; = P(X = i), © = 0,...,C, for this kind of A7) A header is subject to zero propagation delay as well
birth-and-death process, it suffices to know the load thit it as zero processing delay € 0). Therefore, for a link
offered, which is the ratio of the birth rate to the death rate I € Qn(n), the time instant at which a header seeks to
Therefore, we must determine the load offered to each link  make a reservation at link € r is equal to the time
le L. The dlfflCUlty is that the load offered to a given link is instant at which it may seek to make a reservation at
a function of the steady-state distributions at all othakdj that same link e d.

which are unknown. Assumption A.7 ensures that the state of a link that is

We first compute the load offered to each link £ thatis traversed by both a primary and deflection route remains
owing to an arbitrary source and destination pair by assgmifinchanged at the two possible time instants a given header ma
rnd(1)N---Nd(N) = 0. We then continue by relaxing thisgeek to make a reservation at such a link. In practice, these
temporary assumption and presenting an algorithm to compyko time instants are separated by propagation and progessi
the load offered to each linke L that is owing to all source gelays, during which state transitions are possible. Weé wil
and destination pairs. Since it is has been assumed any W@ simulation to quantify the error admitted in making this
source and destination pairs are mutually independent, téf?sumption. With assumption A.7 in place, the followingt fac
loads offered to a given link that are owing to different smur po|ds.
and destination pairs are additive. We will make use of this pact 1: The conditional probability that a deflected burst is
fact in our algorithm. not blocked at linkl € d given that it was not blocked at that

Consider an arbitrary source and destination pair widhme linkl € r for somel € Q,,(n) is given by
first-choice route given by and deflection-routes given by

d(1),...,d(N), as was defined in Section II. Lat be the P(not blocked at < d| not blocked at € r)
load that this arbitrary source and destination pair isreffe _ P(notblockedat €d) _1-q
Furthermore, for the sake of clarity, assume d(1) N---N P(not blocked at € r) 1 -

d(N) = 0, which we call the disjointedness assumption. In  Proof: This fact holds for wavelength reservation as well
words, the disjointedness assumption ensures that a mest dys preemptive priority. Using assumption A.7, its proof is
not traverse a link more than once. To begin with, supgeseelementary after establishing thémot blocked at € d} C
andg; are known for alll € L. It then follows that the load {not blocked ai € r}, where the notation{-} denotes a
offered tor,, € r owing to this source and destination pair iSubset of the sample space (set of events). To establish this
given by inclusion consider the following. With wavelength reseioma,
a deflected burst is not blocked at liike d if and only if
ar, =a(l—=by)---1-=b,_,), n=1,...,N, (11) X; < K, but a first-choice burst is not blocked at that same



Bm(n) = P(not blocked atd;(n),...,dn—1(n)| blocked atr, N not blocked at-y,...,7,—1) (14)

link I € r if and only if X; < C. SinceX; < C implies Algorithm 1 Calculatea;, d; Vi € £
X, < K, this inclusion follows immediately. Similarly, with Require: b;,q; VI € L£; v/,d’(n),Q),(n) Vj € Tn =

preemptive priority, if a deflected burst is not blocked akli L,...,N\om=1,...,MJ
[ € d, thenX; < C, which is sufficient to ensure a first-choice 1: a;,a; = 0 VI € £ // Initialization
burst is not blocked at that same lidk r. m 2 for jeJdo

Based on Fact 1 and the independence assumption, (14) can = =@’
be rewritten as 4. forn=1,...,N7do

P(not blocked aid; (n), ..., dy—1(n)) 5 i=Tp =4t
fm(m) P(not blocked at, ..., 7,1 € Qpn(n)) - nﬁb':' L f(iﬂ (f;))' do
_ (1 - qdl(n)) e (1 - qdm—l(n)) ) (15) 8 = d{,b(n), a; = a; +y, a; = a; + Yy
[Lica,, (1 —b1) if ¢ € Q2 (n) then

See the appendix for details. Henceforth we relax the di%)j elsyei y(L=q:)/(1=bi)
jointedness assumption by computifig (n) according to (15) 12: —y(l—q)
instead of (13). 13: en?é i Y ’
Before continuing, we give an illustrative example to exemi4: end for
plify the the importance of Fact 1 as well as the disjointesgne 15; end for

assumption. 16: end for
Example 1:Reconsider the augmented route tree shown i return an i VIE L

Fig. 4. Foremost, suppose # ls, # - - - # lg, which ensures
the disjointedness assumption is satisfied. For argumsaitis,
consider linkl4. According to (12), we have

to link rflﬂ that pertains to first-choice bursts of source and
ar, = a(l — by, )i, (1 — qy). (16) destination pairj € J.
Similarly, at iterationm of them = 1,..., M’ (n) for-loop,
he auxiliary variabley is scaled by(1 — ¢;)/(1 — b;), where
=dJ (n),if r; € r],...,r). Otherwisey is scaled byl —g;.
us, according to (12) and (15), equals the reduced-load
gffered to linkd? ., (n) pertaining to deflected bursts of source

and destination paif € 7.

To exemplify Fact 1, now suppose thigt = [;. (Supposing
I3 = l; obviously does not give rise to a sensible routing polic
since it means a burst is deflected back to the link it came,fro
however, we have supposésl = [; to create a simple case
where a first-choice route shares a common link with one
its deflection routes. This case is certainly plausible ngda
route trees.) Withls = [y, the disjointedness assumption is

violated and thus (16) does not hold. Instead, we must appgal step Two: Link Blocking Probabilities

to Fact 1 and instead write . . i
Computation of the blocking probabilitiés andg; at each

a;, = aP(not blocked at; € r)P(blocked atl; € r) link | € L differs according to the type of protection used
x  P(not blocked a3 € d(2)|not blocked at; € r) 0 guard against destabilization and was considered fdn eac
o1 B B of the three cases of no protection, wavelength reservation
- f(l bu)bi (1 = @)/ (1 = br,)  [By Fact 1] and preemptive priority in Section IlI; in particular, refe

= ab,(1—q), (17) (1), (6) and (10), respectively. For convenience, we pread

which is clearly not equal to (16). This concludes the examplP1i€f summary of the formulae used to comptiteandg; for

Let 7 be the set of all source and destination pairs. Whé&fch ype of protection in Table I, where for brevity, we have

we are required to distinguish between source and destimatp€finedwi = a; — a:. It may be worth recalling that for the

pairs, we will superscript existing notation withjao denote case of wavelben.gth reservation, th? steady-state d'_Bt"bu
it pertains to source and destination paie 7. For example, il = P(X; = 1) is computed according to the recursion
@’ is the load offered to source and destination gair 7. aimo /il, i=1,... K,
Usmg_(ll), (12) and (15), we are able to formu_late Algorithm 7,1 = { (w —a)KaKm/il, i=K+1,...,C.
1, which computes the load offered to each link £ that
is owing to all source and destination pairs. The complexity Let b = {b;}icc, 9 = {@}iec, @ = {a1}iec @anda =
of Algorithm 1 is bounded byO(JL?), whereJ = |7| and {a;}ic.. Also, let the mapping : (b,q) — (a,a) represent
L=|L]. the operation of Algorithm 1 and let the mappifig (a,a) —

In Algorithm 1, at iteratiom of then = 1,..., N7 for-loop, (b, q) represent the operation of an algorithm that computes
the auxiliary variabler is scaled by(1 — b;), wherei = . link blocking probabilities according to the formulae show
Thus, according to (11)z equals the reduced-load offeredn Table I. This is admittedly a rather non-rigorous deforiti
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and destination pair. Lep’ denote the end-to-end blocking
FORMULAE TO COMPUTEb; AND ¢;

probability for source and destination pdie 7.

For the moment, we suppress the supersgrighd thereby
consider an arbitrary source and destination pair-l.gbe the
probability of the intersection of the following three et&n
1) a burst is not blocked at the links preceding link which
occurs with probability(1 — b,.,)---(1 — b,,_,); 2) a burst
is blocked at linkr,,, which occurs with probability,. ; and,
3) a burst is not blocked at linkg; (n), ..., d, (n), which

€occurs with probability3ys, +1(n). Note that the+1’ appears
in B, +1(n) to annihilate the~1" appearing in its definition,

by aQ
No protection E(a;,Cy) E(a;, Cy)
Wavelength reservation  7¢ N i
Preemptive priority E(w;,C)  (a;E(a;,C) —wE(w;,0))/d

of g and f, but it will be sufficient for our purposes. We ar
interested in finding a solutiofb, q, a,a) to

(b,q) = f(a,a), which is given by (13), otherwise, without the-1’, dy, (n)
{ (a,a) = g(b,q). (18)  would be missed. It can be verified that a burst is not blocked
if and only if: 1) all three of these events occur for some
Since f and g are non-linear, it is difficult to determine,, — 1 . N;or, 2)aburstis not blocked at links, ..., 7x.

if (18) has a unique solutiofb, q, a, ). It has been proved Therefore, we can write
that the analogous form of (18) for circuit-switched netkgor N
using fixed routing does have a unique solution [25], though 11 1 B
it is well-known that multiple solutions are possible for p=1=(=bn)(1=bry) Z%’ (19)
circuit-switched networks using deflection routing. Wecdiss
solution uniqueness in the next section.

Presupposing that a solutidib, g, a,4) for (18) does in- P(not blocked atr; . .. r,_)P(blocked atr,)
deed exist, it may be determined via Algorithm 2. Algorithm 3 (n)
2 is a fixed-point iterative algorithm which terminates once Mnt1
b and q satisfy a prescribed error criterion and are thus = (1=0bp) (1 =br,_)br,Brs,41(n). (20)

said to have converged to a fixed-point. Fixed-point itéeati os 5 check, comparing (20) with (12) reveals that
algorithms have been used prevalently in the context of the (/@ = 7, as expected. Using this relation, we

Mn+1

reduced-load approximation. See [14], [24], [39], [40]1]5 can" computep within Algorithm 1 simply by initializing
[52] for various examples. Although convergence of th|sdk|npj = 1 for all j € J and executing the following operation
of algorithm is not a certainty, divergence is rare in pti jmmediately after line 14

and can often be overcome by periodically re-initializinighw

n=1

where

X

a convex combination of the most recent iterations. P pl — %,
Algorithm 2 Calculateb;, ¢; VI € £ as well as the following operation immediately after line 15
Require: €¢; ¢, > 0 such thatey + o = 1; R
vi, di(n), QM (n) Vi€ Tm=1,... NI rereg

L b =1,q =1Vl e L]/l Initialization Recall that: andy are auxiliary variables defined in Algorithm

2: by = 0,q; = 0 VI € £ /] Initialization 1.

3: while 31 € £ such thatjb, — b;| > € or |¢ — qj| > € do Finally, let P denote the average blocking probability across

4. forle L do all source and destination pairs, which is computed as

5 b; = c1b; + c2b) I/ Convex combination 1

6: "= c1by + caq)

7: en((]jl for o p=|>@| > ayp. (21)

8 b'={bliec; d = {q}iec ies ies

oo (a,a)=g(b’,q') /l Algorithm 1 In concluding this section, we remark that our reduced-load
10:  (b,q) = f(a,a) // Update link blocking probabilities  gpproximation can be extended to any SOC routing policy that
11: end while can be represented with an augmented route tree. To realize

this extension, we would use the recursive approach odtline

In Algorithm 2, the error criterion is denoted as> 0 in[11], [30], [38] to compute the probability that a blockir
and the outdated values &f and q are denoted ad’ and completion route of an augmented route tree is used given tha
d', respectively. Furthermore, the coefficients used to formt@e load offered to each link is known. This approach relies

convex combination of the two most recent valuebaindg ©n @ recursion that is commonly used in the field of system’s
are denoted by, ¢, > 0, wherec; + ¢ = 1. reliability analysis. Although the computational comptgx

of this recursion may be high, it can be simplified for SOC
) . routing, as remarked in [38]. (In writing (12), we have intfac
C. Step Three: End-to-End Blocking Probabilities implicitly used the simplification alluded to in [38].)
Given thath; andg; are known for all € L, it is possible to This extension would allow us to study policies where more
compute the end-to-end blocking probability for each seurthan one deflection is permitted per header or deflectioms fro
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not specify details of such an algorithm as it would take us
SPECIFICATIONS OF RANDOMLY GENERATED NETWORK

too far afield. However, we remark that no bias was given
to any particular link or source and destination pair in our

Parameter Value ) - . .

Number of source and destination pairs/ — 50 implementation of this algorithm and the random networks
Number of links I — 30 did not satisfy any symmetry criteria. ‘

First choice route hop-count N ~U[1,4] To reduce the number of free parameters, we asstimea
Additional hop-count x ~ UL 8| for all j € J. Once the ordered seté andd’(n) have been
Reservation threshold K, = |08C | VIe L generated, we provision capacity based on an iterativadtieur

that aims at achieving a target link blocking probability of

102 for a nominally chosen value df. At each iteration

g& this heuristic, our reduced-load approximation is used
e . . o

fq, compute the link blocking probabilities for the current

v(viavelength vectofC)),e.. Then for each link € L, if

deflection routes are permitted. We have chosen not to pur
this extension because we have simulated policies in whi
multiple deflections are permitted per header and obsemred
unremarkable improvement. See the conference versionsf th (a; — ap)by + qay

-2
paper [57] for empirical results substantiating this claim a > 1077,

the current value of’; is incremented by unity, otherwise
V. EMPIRICAL PERFORMANCEEVALUATION it is decremented by unity. This completes one iteration. We
In this section, we will use simulation to quantify thestop iterating as soon as all link blocking probabilitieg ar
error admitted in making assumptions A.5, A.6 and A.&ufficiently close tal0~2. Although this provisioning heuristic
We will then use our reduced-load approximation to evaluati®es not ensure link blocking probabilities will convergest
the performance of deflection routing in randomly generatguescribed target, it turned out to perform well for mosthad t
networks. In particular, with respect to average blockingetworks we studied. Unless otherwise stated, we aimed at
probability, which is given by (21), we will compare theselecting a nominal value af that resulted iny ;. C;/L =~
performance of unprotected deflection routing and deflactigo.
routing protected with either wavelength reservation a-pr To quantify the error admitted in making assumptions A.5,
emptive priority. A.6 and A.7, we generated several random networks and
Unless otherwise specified, all the results presented i thised our reduced-load approximation as well as simulation,
section pertain to networks that have been randomly gestkraivhich does not rely on these three assumptions, to compute
according to the specifications shown in Table I, wherde average blocking probability for several valueszofThe
Ula, b] denotes the discrete uniform distribution taking valueslues ofa were chosen to lie uniformly in an interval centered
on the integersi,a + 1,...,b. The parameter referred to asabout the nominal value of for which dimensioning was
additional hop-count and denotedram Table Il needs further performed. The results for one particular random netwoek ar
clarification. It governs the total hop-count of each deftect shown in Fig. 6 and Fig. 7, where RLM and SM denote
routed(n), n = 1..., N, which we have already denoted a®ur reduced-load approximation and simulation, respelgtiv
M,, so that In particular, we plotP as a function ofa in Fig. 6 for
unprotected deflection routing, wavelength reservatiod an
Mnp=N-n+#k n=1..,N (22) preemptive priority. To ensure an unbiased comparison, we
Computing the total hop-count of a deflection route accaydiflo not re-provision capacity separately for each of these
to (22) ensures that the hop-count of a deflection route isthfee cases, otherwise one particular case may be progiion
least the hop-count of its corresponding first-choice rolités more capacity than another. In particular, we provisioned f
is usually the case (but not always) in practice, sinck/jf < Wwavelength reservation and maintained the same provigioni
N for somen = 1,...,N, it is probably preferable to use(sameC; for all I € £) for unprotected deflection routing
d(n) as a first-choice route instead wfunlessd(n) traverses and preemptive priority. To serve as a benchmark to gauge
links that are heavily congested. the performance gains of deflection routing, we also ot
A wavelength reservation threshold; = [0.8C;| was asa function ofz for no deflection routing. In Fig. 7, we plot
found to be a good choice via trial and error. Choosing r&lative error as a function af for each of these cases, where
threshold is a compromise between guarding against degglative error is defined in the usual way as
bilization during overload periods and minimizing bloogin P as computed by RLM— P as computed by SM
durmg_stable perlods cor_r_esp_ond_lng to_ low to moderatedoad P as computed by SM .
Guarding against destabilization is achieved by decrgdsin
while minimizing blocking during stable periods is achigve The conclusions to be drawn are:
by increasingK;. The sensitivity of blocking performance to « Unprotected deflection routing may destabilize OBS.
the wavelength reservation threshold will be quantifie@rlat Destabilization may result in higher blocking probabili-
in this section. ties than if bursts were not deflected but simply blocked.
An algorithm to generate a random network takes thee Destabilization manifests at loads that are considered
parameters shown in Table Il and returns the ordered sets moderate to high in the context of OBS. In particular,
r/ andd’(n) for j = 1,...,J andn = 1,...,N/. We do loads that are commensurate to an average blocking
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Fig. 7. Relative error in estimating blocking probability @ function of load
offered to each source and destination pair for a randomtgmgeed network;
confidence intervals are commensurate to one standardtidavia

probability that is greater than or in the order Iif 2.
Thus, protecting against destabilization may be unnec-
essary if overloads are rare. Nonetheless, preemptive
priority remains an attractive option given that it has an
almost negligible effect on blocking during stable periods
and guarantees protection against destabilization during
overloads.

At low loads, unprotected deflection routing may yield
better performance than protected deflection routing.
However, the converse is true at high loads. It follows

|
0.19 .

Blocking probability as a function of load offered ¢éach source and destination pair for a randomly generatedborie confidence intervals are

provisioned network. According to this observation, it
seems reasonable to dynamically activate/deactivate pro-
tection, or adjust the reservation threshold in the case
of wavelength reservation, on an hourly or daily basis in
accordance with anticipated load conditions. In particula
during busy periods, protection would be activated to
guard against destabilization, while during quiet perjods
it would be deactivated to improve blocking performance.
Preemptive priority consistently yields better blocking
performance than wavelength reservation.

In terms of blocking performance, deflection routing is
a viable approach of resolving wavelength contention in
OBS. At low loads, it may yield reductions in blocking
probability of more than one order in magnitude com-
pared to no deflection.

The accuracy of our reduced-load approximation deterio-
rates for the case of unprotected deflection routing. This
inaccuracy may in fact be a consequence of the difficulty
in accurately simulating unprotected deflection routing.
As we alluded to earlier, using simulation to predict non-
stationary behavior associated with unprotected deflectio
routing may vyield unpredictable results. Furthermore,
since the amount of deflection is greatest for the case of
unprotected deflection routing, it is this case that vidate
the Poisson assumption (see A.6) the most. In particular,
the variance of the load offered to a deflection route is
always larger than its mean, which is not the case for
a Poisson process. Apart from the case of unprotected
deflection routing, our reduced-load approximation is
remarkably accurate. Therefore, it seems that assumptions
A.5, A.6 and A.7 do not admit significant error.

that protection may be counterproductive for an over- To plot P as a function ofa, we repeatedly used our
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reduced-load approximation to explicitly compute a uniqu 0’ ¢
value of P for each given value ofi. However, this presup-
poses that the mapping frof to P is one-to-one, which eemmm T
we know may not be the case for unprotected deflectic | AT

routing. Therefore, results pertaining to this case must \910 i

viewed with some caution as they may reflect the ‘averagZ /

blocking probability over multiple stable equilibria thexist %’ - S —————
in steady-state. Recall that there were three stable baili 2=/ AT

evident in the four-node ring network studied in Section Il |- -~ e

The approach we used to identify these three stable edailib’s,

relied on indirectly computing blocking probability, as las §

the corresponding value @f as a function of the load offered = 107} - -
to alink, rather than explicitly computing blocking probability

. L. . —— No deflection
as a function ofa. However, this indirect approach does no -~ Unprotected '
generalize to asymmetric networks. e ey "
4 I I I I T T T
10 2 3 4 5 6 7 8 9

For unprotected deflection routing, we occasionally four ! Additional hop-count, k
that Algorithm 2 failed to converge or periodically cycled
between multiple fixed-points. Cycling was quite rare anfg- 8. Average blocking probability as a function of adutial hop-count
disappeared as soon as sufficient protection was added. %ﬂlemon routes
speculate that cycling and divergence of Algorithm 2 i .
probably closely tied to the fact that (18) may have multipl
solutions. This issue is specifically discussed in the cdrdke
wavelength reservation in the conference version of thigepa

[57].

=
o
S

To conclude this section, we study the sensitivity of block
ing performance to two effects: variation in the hop-couint ¢
deflection routes; and, variation in the wavelength resema
threshold. We study each of these two effects independerg

cking probability, P

-
OI

by considering two experiments where we vary the additiong L
hop-count parameter and the wavelength reservation threshz S
old K, respectively. vr
, — K=0.7C

To this end, we generated 20 random networks and « 7 T Kzose
mensioned each of them independently based on the heuri . ‘ ‘ ‘ ‘ ‘ k= |
described earlier in this section. Using our reduced-load & 015 0155 o016 0165 017 0175 018 0185 019
proximation, we then computdd as a function of for a fixed Offered [Erlangs]

value ofa, and P as _a function ofa for different Vall_JeS of Fig. 9. Average blocking probability as a function of loadeoéd to each

K. To separate spurious randomness from underlying trengi§urce and destination pair for varying reservation thotetsh

we averaged® over all 20 random networks. We plét as a

function of x in Fig. 8 andP as a function ofz for different

values of K in Fig 9. VI. L ONG-RANGE DEPENDENTTRAFFIC AND OPTICAL
HYBRID SWITCHING

Based on Fig. 8, we conclude that unprotected deflection ) )
For analytical convenience, we have assumed throughout

routing is highly sensitive to hop-count variation. Thigni hi hat b ¢ iallv distributed siz
sensitivity may have ramifications if rerouting is perfodr(&o this paper that bursts o _exponent!a y |str_| ute Staevar
a each source and destination pair according to indepénden

bypass severed fibers for example) and results in an inatea b . L
hop-count. Wavelength reservation and preemptive pyiarié¢ PC."SSOH Processes. The weakpess of this assumption 'S that
more robust to hop-count variation, however, at low loalsyt it is somewhat contradictory with well-accepted obseorai

yield poorer blocking performance than unprotected deiact that indicate the distrib_u;ion of the sizes of files transeait
across the Internet exhibits long-range dependence (LRD) [

Based on Fig. 9, it is evident that choosing a goofd], [19], [28], [33], [35], [53].
wavelength reservation threshold is a compromise betweenVe test the sensitivity of the two forms of protection
guarding against destabilization during overload periadd developed to a more realistic traffic scenario. In particula
minimizing blocking during stable periods corresponding twe consider hyper-exponentially distributed burst irgtmival
low to moderate loads. It is suggested that a threshold times and a truncated Pareto burst length distribution. All
determined by using our reduced-load approximation ina trithe results presented in this section will be derived from
and error iterative procedure that terminates once a balasamulation.
between these two conflicting requirements is reached. According to the prevalent threshold-based burst aggrega-
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tion policy, the maximum size of a burst is bounded by a fixdgetween OCS and OBS. OCS transmissions may be given
threshold, which is typically a design parameter that iseo preemptive priority over OBS because more effort is reqlire
optimized [59]. Therefore, long (heavy tailed) data flowatthto set up a dedicated lightpath for an OCS transmission.
exceed the size of a burst must be transmitted interruptesllyThis form of OHS was considered in [49]. Another possible
a series of contiguous bursts. Transmitting a single dava fldorm of OHS is two independent monomorphic optical layers
using a series of multiple bursts is not efficient for severdedicated to OBS and OCS transmissions. Capacity cannot be
reasons. statistically multiplexed between the two monomorphiclesy

Due to signaling overheads inherent to OBS (e.g. horizéxithough a polymorphic layer provides superior statidtica
scheduling [44]), two successive bursts must be at least-semultiplexing, two separate monomorphic layers are dekirab
rated by a mandatory offset period. Therefore, the trarsonis from the perspective of implementation because there is no
time of a long data flow that is transmitted as a series oked to manage issues such as preemption.

N bursts is effectivelyI’ = N(A + 1/u), where A is the In this section, we consider two monomorphic optical lay-
offset time andy is the transmission rate (bursts per timers, one devoted to OBS transmissions and the other to OCS.
unit) of a wavelength. A wavelength remains idle during thElows of length greater tha are transmitted using OCS.

N offset periods. It may be possible for small bursts owinghat is, an end-to-end lightpath is set-up and acknowledged
to other source and destination pairs to utilize a wavelengising two-way signaling before transmission commenceis. Th
during theN offset periods. This is not always possible thougblnsures a flow of length greater th@rcannot be blocked at an
because the time required to transmit a small burst may excéetermediate node, which comes at the expense of additional
the length of an offset period. Therefore, it is likely thaet signaling delay due to the need to wait for an acknowledgment
proportion NA/T of a wavelength’s capacity is not utilizedto propagate from destination to source. The valueCbf
during the transmission of a long data flow that is transmhittés chosen to ensure that the round-trip propagation delay is
as a series olV bursts. This under-utilization underscores onmarginal relative to time required to transmit a flow of lemgt

of the disadvantages of using OBS to transmit long data flowggater thanC'.

Therefore, for a traffic mix that includes a heavy tailed In this section, we consider simulation of the OBS layer. In
component, OBS may offer poorer utilization compared tparticular, we consider only the flows of length less tlan
conventional switching approaches such as optical circuwihich are transmitted as a single burst. We repeat the same
switching (OCS) [56] and wavelength routing. Compared tget of simulations implemented in Section V with the goal of
OBS, OCS or wavelength routing is more favorable for thesting the sensitivity of the two forms of protection dedd
transmission of long data flows because a dedicated endeto-a this paper to long-range dependence.
lightpath is established that allows a continuous transimiis ~ The first difference in this section is that we suppose a
that is not broken up by idle offset periods. Therefore, data flow arrives at each arrival instant. The length of a data
wavelength’s capacity is fully utilized throughout thertsa flow, X, is independent and Pareto distributed. The Pareto
mission. The disadvantage of OCS is the additional delaystribution is one possible candidate distribution forthat
incurred during the propagation from destination to sourdes been prevalently used in previous studies [2], [32]tier t
of an acknowledgment message certifying that a lightpathodeling of LRD. For the Pareto distribution, we have the
has been set up. This delay increases the pre-transmissiomplementary distribution function

gueuing time of packets and increases the timescale at which 5\
. . e . (—) , T > 5,
wavelength capacity can be statistically multiplexed st _ z
_ Lall - P(X >x) = (23)
between different source and destination pairs. Howeber, t 1 L <

reduction in statistical multiplexing is marginal if theafrs- ’

mission time of a data flow is orders of magnitude larger thavhered > 0 and the variance oX is infinite for 1 < v < 2.

the round-trip propagation delay. A new data flow is transmitted using OCS with probability
Given that OCS and OBS are best suited for the transmig= = P(X > C) and using OBS with the complementary

sion of long and short data flows, respectively, we envisageobability. We are therefore dividing the arrival procas®

that future all-optical networks may rely on hybrid switegi two independent OBS and OCS sub-processes. The length of

approaches such as optical hybrid switching (OHS) [49]hwi@ burst,Xo s, has the truncated Pareto distribution

OHS, data flows are classified according to their size and 1 x> C,

possibly quality of service (QoS) requirements. Long data

flows or flows with high QoS requirements are transmitted o S\

using OCS, while short-lived flows (the bursty component of (XoBs <) =4 & (1 - (&) ) x>0, (24)
the traffic mix) are transmitted using OBS. In this way, the

utilization of wavelength capacity is improved by tranding 0, z <0,

long data flows using OCS—these flows would not benefifhereC is an upper truncation point. Furthermore, we have
from the gain in statistical multiplexing offered by OBS c 57

because their transmission time is orders of magnitudetarg E(Xops) = (Cv 67) (17 7> (C'=7 —5'7). (25)

than the round-trip propagation delay.
OHS can take the form of a polymorphic optical layer Recall that1/u denotes the mean length of an (expo-
[36] in which wavelength capacity is statistically mulégked nentially distributed) OBS burst considered in Section V.
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We numerically fit they parameter of the truncated Paret 10° .
distribution in (24) such that

E(Xops) = 1/u=1ms
C = 20 {round-trip prop. delay = 200 ms
0 = 02/p=02ms

In words: the mean length of a truncated Pareto burst is
equal to the mean length of an exponentially distributecstou
considered in Section V. At a wavelength transmission rate
2.5 Gb/s, a burst of length 1 ms corresponds to 305 KB

10°F ,
about 2450 average sized IP packets. The maximum lengtt f ~ — — Unprotected

Average blocking probability, P

No deflection

Wavelength reservation
—— Preemptive priority

a burst,C, is set to be such that is a factor of 20 times more

than a maximum imaginable round-trip propagation delay 107L. ‘ ‘ ‘ : : :

10 ms. This means that data flows exceeding about 60 [ 0.15 0.155 0.16 0-163ﬁe?-eld7loa%l75 0.18 0.185 0.19

are transmitted using OCS. Equivalently, for a flow to L.

transmitted using O(.:S' the ro_unSj'mp. propagation dela§;tmt1l:ig. 10. Blocking probability as a function of load offereal ¢ach source

be less than 5% of its transmission time. and destination pair for the same randomly generated netused in Fig. 6,
We have not chosen the value of 5% based on any rigorgggstion V, except that now the length of a burst is indepettyleampled from

criteria. Determining the threshold size of a flow at whicfl naied Pareo ditiuion guen n 20 and b tes e

OCS should be used in favor of OBS is an open questiendard deviation

that we relegate to future work. However, we can certainly

claim that a flow exceeding 60 MB would not benefit from

the gain in statistical multiplexing offered by OBS becatiee in such a way that a large burst (of length exceedjdd is

maximum imaginable round-trip propagation delay is at moliely to be soon followed by another burst. This increases t

a very marginal addition to its overall transmission time. |burstiness of the arrival process. The mean inter-arrivae t

choosingC, we have also ensured that the maximum length &f A, is

a burst does not exceed 10% of the duration of the simulation. 1 1 1
Finally, the minimum length of a burst is set to 20% of its 3 = (L= Bne) 5+ Pros (26)
mean.

Due to the huge time scale differences, simulation of LRrANd hyper-exponentially distributed, wheig: = P(Xops >

traffic is a challenging problem. In our case, it is diﬁicul(’c)' . . -
. . . ! . _InFig. 10, we plot the blocking probability averaged ovér al
to include the OCS component in the simulation. There is a L . .
R iy .~ _~source and destination pairs as a function of the load affere
significant probability that the length of an OCS transnoissi - :
g : R : . to each source and destination pair for the same randomly
being transmitted at the initialization of a simulation doe

. L . . “generated network used in Fig. 6. We fit the means of the
not complete its transmission at the end of the simulatio . S
o Lo e exponential and truncated Pareto distributions. Wekset 2
for any realistic simulation time. This is because the fadva

recurrence time of a heavy tailed random variable has its tgpdn = 0.8. Using (26), the mean inter-arrival time is fitted

far heavier than that of the original distribution. See [@} f such thatl /A* = 2/((2.* @)‘SC))‘)' wherel/2 is the mean
inter-arrival time used in Fig. 6.

an example of this for the case of the Pareto dlstrlbu'uon.upon comparing Fig. 10 with Fig. 6, we can verify that our

As such, including the OCS component in the simulation is . . . :
. . conclusions presented in Section V regarding the two forms
beyond the scope of this paper. We remark that an approxma?e

simulation technique for Pareto distributed service tirard Ofprotection considered in this paper are rather inseesi

. ) . t0 8 more realistic traffic model in which inter-arrival tie
Poisson arrivals to a single server queue has been propose

in [2]. However, extending this approximation to an arbigra are hyper exponen_t|al_ly d'.St”bUted and service timektol
X . runcated Pareto distribution.
network is not straightforward. Indeed, one of the reasons A . .
. . . o Although the trends revealed in Fig. 6 remain present in
considering two monomorphic layers is to allow division of.

the arrival process into two sub-processes of which the OBS’ 10_,_a marginal overal increase in the average block|_ng
sub-process can be easily simulated probability for both forms of protection can be observed in

The second difference in this section is that we su OsetFig. 10, which can be attributed to the increased variance
. . . . PPO Slurstiness) of the hyper-exponentially distributed rirgterival
burst inter-arrival times are hyper-exponential. In SettV,

we assumed that burst inter-arrival times are independeht gmes. Givenk = 2 andn = 0.8, it can be verified that the

exponential with meari/\. In this section, the inter-arrival vanance (.)f th(_a hyper—expone_ntlald|§trlbyt|on Is largnt the

. . ) . -~ exponential distribution considered in Fig. 6 by about 10%.
time between two successive bursts is exponentially diged

with meanl/(k\*), k > 1, if the length of the first super-burst
exceedsnC, 0 < n < 1. Otherwise, the mean inter-arrival
time is exponentially distributed with mean/ \*. Therefore, In this paper, we have presented a new one-moment
the arrival process becomes dependent on the length of & bregluced-load approximation that provides a fast alteraati

VIl. CONCLUSION
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to simulation for provisioning capacity and evaluating thg] F. Borgonovo, L. Fratta and J. A. Bannister, “On the desid optical

blocking performance of large OBS networks using deflection ggflelcztgorll-zrguting networks,” ifProc. INFOCOM'94 vol. 1, June 1994,
routing. Our reduced-load approximation relied on the USU{@‘O] C.. Camerc;n, A. Zalesky and M. Zukerman, “Prioritizedfleletion

assumptions of link independence and Poisson arrivals. Fur routing in optical burst switching networksfEICE Trans. on Communi-

thermore, to relax the disjointedness assumption, we asum __cations vol. E88-B, no. 5, pp. 1861-1867, May 2005. o
head bi ion del I ll&aw. S. Chan, “Recursive algorithms for computing eneetal blocking in
a header was subject to zero propagation delay as well as zer network with arbitrary routing planJEEE Trans. on Communications

processing delay. This allowed us to compute the conditiona vol. COM-28, no. 2, Feb. 1980, pp. 153-164.

probabilities associated with links that are common to a-fird12] Y. Chen, C. Qiao and X. Yu, “Optical burst switching (OB new area
choice route and a deflection route. Simulation was used to optical networking researchiEEE Network vol. 18, no. 3, May-Jun.,
. 2004, pp. 16-23.

verify that the error admitted in making these assumptiofiss] Y. Chen, H. Wu, D. Hu, C. Qiao, “Performance analysis pfical burst

was not negligible, but was sufficiently small to allow for an ;ggghzg “103%% "lvgggdeﬂemio” rotuing,” iRroc. ICC'03 vol. 2, May
accurate approximation. [14] S. P. Chung, A. Kashper and K. W. Ross, “Computing apipnese

Our reduced-load approximation was used to study the blocking probabilities for large loss networks with staependent rout-

properties of deflection routing in several randomly getegta ~ in9." IEEE/ACM Trans. on Networkingvol. 1, no. 1, Feb. 1993, pp.
OBS networks. We confirmed our hypothesis that deflecti 105-115.
. yp ] R. B. Cooper and S. Katz, “Analysis of alternate routimgfworks with

routing may destabilize OBS, thus resulting in higher biogk account taken of nonrandomness of overflow traffic,” TecnReport,
probabilities than if bursts were not deflected but simplﬁ]6 Bell Telephone Lab. Memo., 1964.

blocked. Th f lude that deflecti . ] A. Detti, V. Earmo and M. Listanti, “Performance evatioa of a new
ocked. Therefore, we conclude that detlection routing technique for IP support in a WDM optical network: opticalngaosite

OBS suffers from the same destabilizing effect that is well- burst switching (OCBS),1EEE J. Lightwave Techvol. 20, no. 2, Feb.

known to alternative routing in classical telephony netuor 2002, pp. 154-165. N .
Wi ided strona evidence recommendina that OBS usiHﬂ M. Dueser and P. Bayvel, “Analyisis of a dynamically wetength-routed
€ provi S g g g optical burst switched network architecturdZEE J. Lightwave Tech.

deflection routing should be given some form of protection vol. 20, April 2002, pp. 574-585.

to guard against destabilization resulting from upwarddlod8] €. M. Gauger, M. Kohn and M. Scharf, “Comparison of cartien
resolution strategies in OBS network scenarios,Pioc. of ICTON'04

variations. The chief conclusion of our study was thatim®r ;"1 "5yl 2004, pp. 18-21.
of blocking performance and insensitivity to variation ioph  [19] A. Ge, F. Callegati, L. S. Tamil, “On optical burst switog and self-

count preemptive priority is the best form of protectiom fo similar traffic,” IEEE Communications Lettersol. 4, no. 3, March 2000,
’ pp. 98-100.

OBS. Preemptive Prior?ty is a new form of protegtion .th?[tZO] A. Girard, Routing and Dimensioning in Circiuit-Switched Netwqrks
we have analyzed in this paper. Although preemptive pgiorit ~ Addison-Wesley, 1990.

is unsuitable for protecting alternative routing in classi [21] C. F. Hsu, T. L. Liu, N. F. Huang, “Performance analysfsdeflection
telephonv networks. we arqued it is compatible with most routing in optical burst switched networks,” iProc. INFOCOM'02 vol.
elephony , g p 1, June 2002, pp. 55-73.

forms of OBS. With preemptive priority, a header associatgzb] A. Kaheel, H. Alnuweiri and F. Gebali, “Analytical ewaition of

with a first-choice burst is given the right to preempt a bloc,king probability in optical burst switching network# Proc. IEEE
tion that has been scheduled for a deflected burst ICC'04, vol. 3, June 2004, pp. 1548-1553.

reservation : _ St. M8 5. Kaniyil, N. Hagiya, S. Shimamoto, Y. Onozato and S.gNchi,

stated that one of the key properties of preemptive priority “Structural stability aspects of alternate routing in rierarchical net-

is that it guarantees stability because it ensures perfocma  WOrks under reservation/EEE GLOBECOM'92 vol. 2, Dec. 1992, pp.

. . . 797-801.
that is no worse than if bursts were not deflected but Slmp[%] F. P. Kelly, “Blocking probabilities in large circugwitched networks,”
blocked. Advances in Applied Probabilitwol. 18, pp. 473-505, 1986.
We used simulation to verify that our conclusions remaig®] , “Loss networks, The Annals of Applied Probabilityol. 1, no.
. " . . 3, Aug. 1991, pp. 319-378,
valid for a realistic traffic scenario. [26] S. Kim, N. Kim and M. Kang, “Contention resolution for tigal burst
switching networks using alternate routing,” Rroc. IEEE ICC'02 vol.
5, April 2002, pp. 2678-2681.
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APPENDIX

In this appendix, the details of simplifying the expression
for 8,,(n) from (14) to (15) are shown (see inset). The second
equality is because,, ¢ di(n),...,d,—1(n) by definition,
while the third equality is an immediate consequence of Fact
1.

Bm(n) = P(not blocked atd;(n),...,dy—1(n)| blocked atr, N not blocked atry, ..., 7,—1)
P(not blocked atd (n), ..., dn—1(n) N not blocked atry, ..., r,—;)P(blocked atr,)

P(not blocked atry, ..., r,—1)P(blocked atr,)
P(not blocked atd (n), ..., dn—1(n))P(not blocked atry,...,7—1 & Qm(n))
P(not blocked atry, ..., 7,—1)
P(not blocked atdy (n), ..., dn—1(n))
P(not blocked atry, ..., 7,—1 € Qpn(n))
(1= 4a,n)) - (1 = Q4,1 (n))
Hleﬂm(n)(l - bl)
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