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Abstract—Rapid growth in wireless networks is fueling demand
for video services from mobile users. While the problem of trans-
mitting video over unreliable channels has received some attention,
the wireless network environment poses challenges such as trans-
mission power management that have received little attention pre-
viously in connection with video. Transmission power management
affects battery life in mobile devices, interference to other users,
and network capacity. We consider energy efficient transmission of
a video sequence under delay and quality constraints. The selection
of source coding parameters is considered jointly with transmitter
power and rate adaptation, and packet transmission scheduling.
The goal is to transmit a video frame using the minimal required
transmission energy under delay and quality constraints. Experi-
mental results are presented that illustrate the advantages of the
proposed approach.

Index Terms—Energy efficiency, power and rate control, video
streaming, wireless video.

I. INTRODUCTION

RAPID GROWTH in wireless networks is fueling the de-
mand that services traditionally available only in wire-line

networks, such as video, be available to mobile users. However,
several important issues, such as transmitter power control, are
unique to wireless networks and deserve special attention. In
this paper, we consider the interaction of video compression and
transmitter power and rate adaptation. Our goal is to efficiently
utilize transmission energy while meeting the delay and video
quality constraints imposed by a video streaming application.

In wireless networks, communication takes place over a
time-varying and unreliable channel. Video transmission over
unreliable networks has been an active field of research. Error
resilience and error concealment have received considerable
attention [1], [2]. A complimentary approach is to adapt the
behavior of the video encoder to the conditions of the channel.
For example, in [3], the objective is to minimize the expected
distortion at the receiver subject to rate constraints derived
from a stochastic model of the wireless channel and application
delay constraints. In [4]–[7], the approach is to select the
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coding mode for each macroblock (MB) taking into account
the probability of packet loss in the channel and the error
concealment technique used by the decoder in order to reduce
the expected distortion at the receiver.

In the papers cited above, the theme is to adapt the behavior
of the video encoder and decoder to cope with the effects of
a lossy and time-varying channel. Alternatively, through the
use of transmitter power and rate adaptation, the characteris-
tics of the wireless channel as seen by the video encoder can be
changed. For example, increasing the transmission power can
lead to higher throughput. However, this may lead to increased
interference for other users or inefficient use of the available
battery energy. The use of transmitter power and rate control
to manage these tradeoffs has received considerable attention
including [8]–[15]. Other approaches include putting a commu-
nication device into “sleep mode” when it is not required by
an application [16]. Similar strategies have been studied within
IEEE 802.11 [17].

For streaming traffic, an important consideration is meeting
the delay constraints of the application. The problem of de-
signing energy efficient transmission policies for randomly ar-
riving traffic with delay constraints has been studied in [12],
[13], [18], and [19]. The goal in these papers is to minimize
the total amount of energy expended at the transmitter while
meeting constraints on the delay experienced by the data. Poli-
cies that maintain an average buffer delay were studied in [12].
In [13], the basic tradeoff between average queueing delay and
average transmission power was characterized. In [18] and [19],
the problem of scheduling a set of packets by a given deadline
with minimum energy is considered.

Streaming video traffic has a specific set of delay constraints
that do not fit into the above settings. Furthermore, the arriving
data is not entirely random, but depends in part on the source
coding decision made by the video encoder. Our approach here
is to jointly consider both the physical layer power control and
scheduling along with adaptation of source coding parameters.
We briefly mention several other approaches along similar
lines. In [20] and [21], a joint source coding and power control
(JSCPC) approach to allocating source rate and transmission
power under bandwidth constraints for an individual user is
considered. In [22], the goal is to adjust the source coding
parameters and the allocation of transmitter power in order
to spend the minimal amount of energy required to transmit
a video sequence, over a fixed rate channel, subject to an
expected distortion and delay constraint. The authors extend
this work in [23] by accounting for both the expected value and
the variance of the end-to-end distortion.
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Fig. 1. System block diagram.

In the next section, we present our problem formulation
in detail. In Section III, we present two algorithms based on
dynamic programming (DP) for solving this problem. Several
experimental results illustrating the tradeoffs in energy and
distortion are presented in Section IV. Finally,Section V contains
some concluding remarks.

II. PROBLEM FORMULATION

A block diagram of the system considered in this paper
is shown in Fig. 1. Video frames are captured and stored in
the encoder buffer. The video encoder reads video data from
the encoder buffer and produces a stream of video packets
that is transmitted over a wireless channel. We utilize in this
work a hybrid motion compensated video encoder, such as the
ones implemented by all existing video compression standards
(e.g., H.263, MPEG-1-2, baseline MPEG-4). Each video
packet is made up of a sequence of consecutive MBs and can
be independently processed by the encoder or decoder. The
transmitter (Tx) can dynamically allocate transmission rate and
power at the physical layer for each packet in order to meet
the delay constraints of the application and ensure reliable
transmission. Several techniques for data rate adaptation
have been incorporated into existing wireless standards (for
example, see [24] for a survey of techniques that are currently
used). In addition to deciding on the rate at which a packet is
sent, the transmitter may schedule the time at which packet
transmission begins. When the channel conditions are poor, this
allows the transmitter to idle until a more favorable time. At
the receiver (Rx), the incoming video packets are received and
stored in the decoder buffer. The decoder reads video packets
from this buffer and displays the video sequence in real-time.
By real-time display, we mean that once the receiver begins
displaying the received video, the display process continues
uninterrupted, without stalling. If video data does not arrive on
time to be displayed, then this data is considered lost. In this
situation, if the receiver and transmitter are to operate at the
same frame rate, then each frame must experience a constant
end-to-end delay. We define the end-to-end delay as the amount
of time between frame capture and display at the decoder. The
size of the delay depends on the nature of the application.
Interactive applications, such as video conferencing, require
that the end-to-end delay be on the order of 200 ms. On the
other hand, one-way applications, such as video on demand,
can tolerate delays on the order of several seconds.

Fig. 2. Delay constraint components for a video packet.

A. Delay Constraints

In this section, we translate the constant end-to-end delay
constraint on a video frame into delay constraints for each video
packet. The diagram in Fig. 2 illustrates the various components
involved in these delay constraints. First, we consider the delay
constraint at the MB level. Let be the number of MBs in a
video frame and the MB index ( ). A video
frame captured at timemust be displayed at time , where

is the required end-to-end delay for every video frame.
Therefore, MB and all following MBs, i.e., ,
in the frame must be available at the decoder in time to be de-
coded. That is, MB must arrive before ,
where is the time required to decode one MB (assumed
to be a known constant). Also, note that MBbecomes avail-
able at the encoder after the previous MBs in the frame, i.e.,

, have been encoded. That is, MBbecomes avail-
able to the video encoder at time , where is the
time required to encode a MB (also assumed to be a known con-
stant). Therefore, the following must hold for the video frame
to experience constant end-to-end delay:

(1)

where is the encoder buffer delay, is the
channel transmission time and is the decoder buffer
delay for MB . Given and , rep-
resents the amount of time a MB waits in the decoder buffer
before it is decoded. Therefore, in order to avoid stalling, we
need . Therefore, for each MB, the following
constraint must be met:

(2)

where . This delay constraint can be
enforced at the encoder for each MB. To simplify our discussion,
we assume . This implies that the delay
constraint on each MB, in (4), is a constant,

. In the following, we refer to as ,
the waiting time before MB is transmitted. A video packet is
made up of a sequence of consecutive MBs and should arrive at
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the decoder buffer in time to meet the delay constraints for all
the MBs in the packet. Note that since we assume ,
it is sufficient to meet the delay constraints for the first MB in a
video packet.

The original video frame arrives at the encoder as a stream of
MBs spaced every s. Each MB is then encoded and placed
in a video packet. Consider a video packetof size bits
and made up of MBs. We denote the first MB in packetby

, with . Assume packet is transmitted at
rate bits/s. The delay experienced by MB, can then be
expressed as,

(3)

where is the transmission delay for packet, and
is the waiting time for MB . The waiting time, ,

is made up of three components. First, the packetization delay,
which is the time for the rest of the MBs in the packet to be-
come available, i.e., . The second component is any
additional time the packet must wait for the preceding packet
to finish its transmission. Finally, there is the scheduling delay

, which is the time the transmitter waits to begin transmis-
sion of the packet. Therefore, can be expressed as

(4)

The first term in (4) is the packetization delay and the second
term corresponds to the waiting time before packet transmission
can begin. It will be convenient to rewrite (4) as

(5)

where is the waiting time
for MB if packet consists of only one MB and there is
no scheduling delay, i.e., and in (3). This
situation is illustrated in Fig. 2.

Our goal is to assign source coding parameters (e.g., quantiza-
tion step size and coding mode), and communication resources
at the physical layer (e.g., transmission rate, transmission power,
and transmission schedule) to each video packet to ensure the
delay constraints are satisfied and that acceptable video quality
can be maintained while using the minimum required transmis-
sion energy.

B. Channel Model

In a wireless setting, communication takes place over a
channel with a time-varying response. Impairments such
as fading and multipath have a significant impact on the
performance of the communication system. Several dynamic
resource allocation techniques have been developed to combat
these impairments [10], [25], [26]. The techniques presented
in this paper only require knowledge of a function relating
transmission rate and power to channel state information. Such
a function can be obtained from an analytical model of the
wireless channel or from empirical measurements.

We consider a specific example based on a slowly-varying
wireless channel with frequency nonselective block fading,
modeled as a finite-state Markov channel (FSMC) [27]. In this
channel model, the fading process is modeled by a finite-state
Markov chain with state space. The fading transitions occur
every s and are governed by the transition matrixof the
Markov chain. We assume that a function relating transmission
power to the desired transmission rate and channel state
information is known at the transmitter. The expected amount
of energy required to transmit video packetof size bits
at a rate of bits/s can be expressed as

(6)
where is the required power, is the se-
quence of fading states during the packet transmission and
is the number of channel blocks it takes to transmit packet
at the given rate. In this expression, we are conditioning on the
fading state at the start of the packet’s transmission. We
can express as

(7)

Thus, the expected energy required to transmit a packet depends
only on the statistics of the channel and. This expected cost
can be computed off-line, given the channel model, and imple-
mented as a table lookup at the transmitter.

As an example, we consider adapting transmission power to
maintain a channel with a given capacity. During time-slot,
we model the channel over which packets are being sent as a
band-limited additive white Gaussian noise (AWGN) channel
with gain . We assume that the gain stays fixed during
each time slot and is assumed to be known at both the transmitter
and receiver.

If the desired transmission rate for theth packet is , we
assume that the required transmission power at each time slot
is the minimum power such that the channel over which this
packet is sent has Shannon capacity , i.e.,

(8)

where is the bandwidth of the channel and is the channel
gain, is the power spectral density of the noise.

From Shannon’s coding theorem, (8) gives a lower bound
on the transmission power required to reliably transmit at rate

; moreover, for large enough packets, this bound will be ap-
proachable and will give a reasonable indication of the required
power.

C. Optimization Problem

Video packet is composed of MBs. Each MB is coded
using a quantizer, chosen from a finite set , resulting
in distortion and rate bits. The size of the video
packet payload is given by . We wish
to transmit the resulting video packet at rate bits per second
chosen from a finite set of allowable channel rates. Our goal
is then to select the number of MBs in each video packet, the
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coding parameters for these MBs, and a transmission rate and
schedule for each packet with the objective of minimizing the
total expected energy required to transmit the video frame sub-
ject to both an expected total distortion constraint and a delay
per packet constraint. The expectations are taken with respect
to the channel state denoted by the random process. We
pose this the following constrained optimization problem

(9)

where and are given by (2) and (6), respectively. The
initial conditions and are the initial wait time and the
initial channel state, respectively.

Increasing the number of MBs in a packet can result in in-
creased source coding efficiency, which may lead to better en-
ergy-distortion tradeoffs. Furthermore, under adverse channel
conditions the packetization delay effectively allows us to wait
for more favorable channel conditions, which can result in addi-
tional energy savings [28], [29]. On the other hand, more MBs
result in larger packets which reduce the ability to adapt the
transmission rate in response to channel conditions.

III. PROPOSEDALGORITHM

In this section, we present a solution to the optimization
problem in (9) based on Lagrangian relaxation and DP. First, we
relax the distortion constraint. Thus, we introduce a Lagrange
multiplier and solve the following relaxed problem:

(10)

This relaxed problem can be solved using techniques from DP
[30]. By appropriately choosing, the problem of (9) can be
solved within a convex-hull approximation by solving (10) [31].
The search for an appropriate choice ofcan be carried out by
the bisection algorithm or a fast convex search technique.

A. DP Solution of Relaxed Problem

In this section, we describe in detail our solution to the re-
laxed problem of (10). Consider the situation where we want to
transmit a video packet, with initial MB . Then, we
need to specify the number of MBs, the quantizers and trans-
mission rate for this video packet. These decisions are based on
a state defined as

(11)

where is given in (5) and is the channel state when
we consider MB . Note that is real-valued
and, thus, the resulting state space is infinite. For computational
reasons, we quantize into a set of values,

(a)

(b)

Fig. 3. (a) DAG formulation of energy minimization problem. Each branch
leads to a deterministic value of̂w. The channel state is determined by the
channel statistics. (b) DAG formultaion for problem with packet transmission
scheduling.

, as will be described later. The resulting opti-
mization problem is equivalent to solving a stochastic shortest
path problem for a directed acyclic graph (DAG) such as the
one depicted in Fig. 3(a), for and . In
this diagram, four stages corresponding to MBsto are
shown. Each node corresponds to the situation where we start a
packet with MB . Each branch in the graph corresponds to a
choice of , a sequence of quantizers, transmission schedule,
and rate. Let be the set of feasible choices

(12)

where

(13)
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Here, represents the set of allowable channel transmission
rates, represents the possible quantizer sequences of length

, and represents the allowable transmission schedules,
which are represented by the set of possible additional waiting
times given as

(14)
Thus, the set contains all the feasible choices of
MBs starting with MB when the system is in state .

For each choice of , the cost incurred by
MB is given by

(15)

In Fig. 3(a), each choice of is represented by a branch
emanating from a node. The waiting time for the next packet
is given deterministically by . However, the channel state
depends on the transition probabilities from the statistical model
of the channel.

We want to find a policy that
minimizes the total expected cost in (10). We solve this problem
by using DP. We start the algorithm at , that is

(16)
is calculated. Then, for , we recursively define
thecost-to-gofunctions as

(17)
In carrying out (17), all feasible combinations of packetization,
quantizers, scheduling, and transmission rates are considered
for each state. This optimization clearly eliminates all branches
but one emanating from each node of the DAG. Given the ini-
tial state , the optimal solution is obtained by backtracking.
Clearly, is the optimal total expected cost of (10).

B. Quantizing

Note that is continuous, which results in an infinite
number of possible system states. We approximate the solution
to the problem by quantizing and then applying DP to ob-
tain the optimal solution to the resulting approximate optimiza-
tion problem [30]. Let be a finite subset of the nonnegative
real numbers given by

(18)

with . Then, we have

(19)

where

(20)

Using this new definition of , we apply the DP algo-
rithm in (17) to obtain the optimal solution to the approximated
problem. Finer quantization of leads to better approxima-
tions to the optimal solution, at the cost of more computation.
Note that the effect of this approximation is to restrict the
set of feasible choices for each system state. Thus,
the resulting solution will be a conservative approximation to
the optimal solution.

C. A More Efficient Algorithm

In this section, we give an alternative to the previous algo-
rithm, which results in improved performance and faster com-
putation. In the previous section, the decision of which choice

is made for each MB only at the time when the
MB first can be transmitted. In this section, we allow the trans-
mitter to defer this decision. First, we express the set
as

(21)

where is the feasible set of when there are
MBs in the packet and the transmitter waitstime slots

(22)

The optimization problem can be solved using the following
algorithm. We start the algorithm at , that is

(23)

for each possible system state . Note that this pro-
cedure must be carried out in order of decreasing . Then,
for , we recursively define thecost-to-go
functions

(24)

where is given by

(25)

for all .
Solving this problem is equivalent to finding a stochastic

shortest path through a graph as depicted in Fig. 3(b) for
. Note that in this graph, the option of waiting is

represented by a branch that connects to a node in the same
stage . Solving this via DP is possible, as long as the system
states for each MB are considered in order of decreasing.
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Fig. 4. Convex hull of operational energy distortion points with transmission
atC = 200 kb/s,T = 166:7 ms and varying values ofN . IncreasingN
gives a more accurate approximation to the optimal solution.

IV. EXPERIMENTAL RESULTS

In this section, we present some experimental results that
illustrate the tradeoffs studied in this paper. We consider
transmission of the foreman sequence in QCIF format at
30 fps. The video sequence is encoded with the MPEG-4
implementation provided by MoMuSys. Each MB can be
encoded using one of eight quantization parameters given by

and can be coded as INTRA
or INTER modes. We consider transmission over a channel
with bandwidth kHz and AWGN with variance

. The fading is modeled by a two-state Markov
chain with state space . We use a symmetric
transition probability matrix of the form

(26)

A. Experiment I

In this experiment, we illustrate the effect of different
problem parameters on the solution. First, consider the effect
of the approximation error resulting from the quantization of
the state space. We first consider transmission of the first frame
of the foreman sequence with ms and
in (26). Sweeping the value of in (10), we obtain the
convex hull of operational energy-distortion points. The results
of this procedure are shown in Fig. 4 for .
We can see from the figure that decreasing the value of,
i.e., using a coarser quantization of the state space, results
in a more conservative approximation to the solution of the
problem in (10). Note that as the distortion threshold is
raised, the curves come closer together. This suggests that the
approximation error decreases as increases. Recall that
the error introduced by the approximation affects the set of
feasible choices defined by the delay constraint. Increasing
results in a situation with more flexible delay constraints and,
thus, the effect of the approximation error is reduced. Similarly,
lowering the value of results in greater approximation error.

Fig. 5. Required average transmission energy for different C (starting in good
state).

Fig. 6. Required average transmission energy for different C (starting in bad
state).

B. Experiment II

The following experimental results illustrate the tradeoffs of
channel rate adaptation, transmission scheduling and packetiza-
tion for a single frame. Initially, we consider a system with fixed
packetization using 1 MB per video packet. The effect of pack-
etization is presented in Section IV-B3.

1) Channel Rate Adaptation:First, consider the situation
where a single packet of size bits is to be transmitted at rate

, using the least amount of required energy. Figs. 5 and 6
show the total average transmission energy required to transmit
a packet as a function of its length. In the first figure, the initial
channel state corresponds to , i.e., the good state. This
figure indicates that when transmission starts in the good state,
it is advantageous to transmit at the fastest rate available. An-
other benefit of transmitting at a high rate is that this results in
smaller values waiting times for future packets which eases the
effect of the delay constraint. On the other hand, Fig. 6 depicts
the situation with initial state with , i.e., the bad state.
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Fig. 7. Convex hull of energy-distortion operational points.

This figure indicates that in the bad state, it is advantageous to
transmit at the lowest rate possible. However, transmitting at
a slow rate increases the waiting time for future packets. This
tradeoff will become significant as the distortion threshold
is lowered, as illustrated by the experimental results presented
below.

The effects of data rate adaptation are illustrated in
Fig. 7. This figure depicts the convex hull of operational
energy-distortion points for the first frame of the foreman
sequence. These points were obtained by sweepingin (10).
We consider ms, , and .
The top two curves are for the case where the transmission
rate is constant of either 100 or 300 kb/s. Notice that the
higher the transmission rate the higher the required expected
energy. Also note that the curve corresponding to 100 kb/s
cannot meet the lower distortion thresholds under the delay
constraints considered here. In the case where we allow data
rate adaptation, energy savings can be obtained by increasing
the transmission rate when the channel is in a good state and
vice-versa decreasing the transmission rate when the channel is
in a bad state. As we decrease the level of allowable distortion

, the curves come closer together. As we decrease the value
of , there is less opportunity to decrease the transmission
rate and constant rate transmission policies become a better
approximation to the optimal transmission policies.

Next, we take a closer look at the case with
kb/s. Fig. 8 presents operational energy-dis-

tortion curves with varying values of and with .
As this figure indicates, increasing leads to lower required
energy. This is because the channel state is more likely to stay
fixed longer during transmission of the entire packet. Hence,
the initial channel state gives a better estimate of the energy
required to send the packet.

Fig. 9 shows the expected fraction of packets that begin trans-
mission in the good state. The case with results in 50%
of packets being sent in the good state. The curve corresponding
to shows the fraction of packets starting in the good state
increases with . Setting results in a significant in-
crease in the number of MBs transmitted in the good state.

Fig. 8. Convex hull of operational energy distortion points with transmission
with C = f100; 300g kb/s,N = 200, and varying values ofp.

Fig. 9. Expected fraction of MBs transmitted in the good channel state.

The expected fraction of packets transmitted using the high
transmission rate is shown in Fig. 10. Comparing the curves for

in Figs. 9 and 10, we observe a very strong corre-
lation between channel state and channel rate. In the case of

, we observe the expected number of packets transmitted
at high rate increase with increasing values of for the range

. This correlates with the expected fraction of de-
cisions in the good channel state increasing in Fig. 9. Note also
in Fig. 10 that for values of , the fraction of packets
transmitted at the high rate increases with decreasingin the
range of . The case with shows similar be-
havior in Fig. 10.

2) Packet Transmission Scheduling:In this experiment,
we illustrate the effect of packet transmission scheduling
on the performance of the system. We consider the same
situation as above. In Fig. 11, the convex hull of operational
energy-distortion points is shown for kb/s with
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Fig. 10. Expected fraction of MBs transmitted atC = 300 kb/s.

Fig. 11. Convex hull of energy-distortion operational points. The system with
scheduling hasC = f100; 300;0g kb/s.

and without scheduling. We can see that the policies obtained
with scheduling outperform the policies without scheduling.

The form of scheduling considered here consists of waiting
for a channel time slot and then reconsidering the choice of
transmission rate. If the channel is in a good state, waiting will
result in a channel state transition and, therefore, there is a pos-
itive probability that the channel will be in the bad state when
transmission begins. If transmission starts in the bad channel
state, then a higher amount of transmission energy will be re-
quired. This can be seen by comparing Figs. 5 and 6. Therefore,
waiting is not advantageous when the channel is in the good
state. Similarly, waiting is advantageous when the channel is in
the bad state.

Note that as the allowable distortion decreases the curves
come closer together. This is because as is lowered the
system has less opportunity to wait for better channel condi-
tions. Thus, the policies that do not include scheduling becomes
a better approximation to the optimal policy.

Fig. 12. Convex hull of energy-distortion operational points for system with
different packetization schemes.

3) Packetization:Next, we present the effect of packetiza-
tion on the solution of the problem. Increasing the number of
MBs in a video packet, results in a form of scheduling, intro-
duced by the packetization delay. Also, the amount of over-
head required by the encoder/decoder is reduced. Each video
packet can be independently processed by the encoder/decoder.
To do this, additional information must be included in each
video packet. Also, differentially encoding MBs within a packet
gives more efficient R-D tradeoffs.

The convex hull of operational energy-distortion points
are shown in Fig. 12 for a scheme which uses 1 MB/packet,
2 MB/packet, and one that optimizes between the two. The
scheme with 2 MBs per packet is more energy efficient than
the 1 MB/packet scheme. This is a result of increased source
coding efficiency and the introduction of a limited form of
scheduling. Recall that increasing the number of MBs in a
packet introduces additional waiting time which may lead
to more efficient energy-distortion tradeoffs. The proposed
approach can choose between 1 or 2 MBs per packet by taking
into account the channel state and the delay constraint for the
MBs. The results of the optimization presented here indicate
that as the level of allowable distortion decreases, the advantage
of having a variable packetization scheme increases.

Fig. 13 shows the effect of packetization and scheduling
combined. The system with scheduling and fixed packetization
performs better for high values of than the system with
optimal packetization and no scheduling. As is lowered,
the advantage of packetization becomes more pronounced.

C. Experiment III

In the experiments presented so far, we have studied the
optimal coding and transmission policies for a single frame.
We now present results that illustrate the solution for multiple
frames of a video sequence. We compare the energy con-
sumption of our proposed approach to the energy required to
transmit at a fixed rate an encoded sequence produced by a
rate-distortion optimized MPEG-4 encoder with rate control.
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Fig. 13. Convex hull of energy-distortion operational points for systems
including packetization and scheduling.

The reference system considered here consists of a TM5 rate
controller and a R-D optimized video encoder. The rate con-
troller determines a bit budget for each video frame .
Given this bit budget, the R-D optimized encoder minimizes the
total distortion of the frame subject to a rate constraint given by
the bit budget. The resulting distortion is used as a distortion
constraint in the proposed system. The deadline for arrival at the
decoder buffer is given by the number of bits used to encode the
video frame and the transmission rate of the channelassumed
fixed here. Therefore, the transmission delay for the video frame
is given by . From this transmission delay, we
derive a delay constraint for each MB in the video frame. This
delay constraint is given as the following.

In the proposed system, for each frame, the distortion and
delay constraints are given by the reference system as described
above. The formulation presented here allows the solution of
the problem to be carried out for the whole video sequence.
However, for computational reasons, we solve the problem
independently for each video frame in the video sequence
given the distortion and delay constraints of the reference
system. For the reference system, we consider constant rate
transmission with kb/s and a 2 s buffer. We compare
this reference system to a system that uses data rate adaptation
and packet transmission scheduling. In the proposed system, we
consider kb/s with and without the option
of scheduling. For each frame, we must find the appropriate
value of the Lagrange multiplier .

The results for this experiment are shown in Figs. 14 and
15. In Fig. 14, we show the total expected energy required to
transmit each video frame. The corresponding distortion levels
for each frame are shown in Fig. 15. We can see from these fig-
ures that the system proposed here can match the PSNR for each
frame of the reference system but uses significantly less trans-
mission energy.

Using data rate adaptation yields average energy savings of
30.9% with respect to the system with constant rate transmis-
sion. The system that incorporates scheduling yields savings of

Fig. 14. Required expected energy for each frame.

Fig. 15. Distortion per frame.

67.7% on average. Note that around frame 200 there is a dip
in the savings rate for both systems. This dip corresponds to a
peak in the PSNR obtained by the reference system and, thus,
imposes tighter constraints on the optimization. Note that the
relative advantage of transmission scheduling is also reduced in
this region.

V. CONCLUSION

In this paper, we have considered energy efficient wireless
video streaming. The goal is to transmit a video sequence using
the minimum required transmission energy subject to the video
quality and delay constraints from the streaming application.
Our formulation considers the tradeoffs in the selection of
source coding parameters, packetization, transmitter adaptation
(power and rate), and packet transmission scheduling. Two
algorithms based on DP techniques have been presented. The
experimental results presented here illustrate the tradeoffs
involved.
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The complexity of the resulting optimization problem can be
very large. However, the reduction in required transmission en-
ergy makes this an attractive approach. A topic of further re-
search is the design of more efficient algorithms to solve the
problem. Additionally of great interest would be low complexity
suboptimal approaches that can be devised based on the results
of the optimization.

We have presented a comparison of our system to a reference
system that transmits at a constant rate. In this reference
system, the source coding decisions are done separately from
the transmission decisions. The simulation results show that
our system can achieve over 60% reduction in the required
transmission energy. A direction for future research is the
design of rate controllers based on the delay requirements
of the video application in order to fully exploit the benefits
systems with transmitter adaptation.
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