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Abstract—Rapid growth in wireless networks is fueling demand coding mode for each macroblock (MB) taking into account
for video services from mobile users. While the problem of trans- the probability of packet loss in the channel and the error

mitting video over unreliable channels has received some attention, ~yncealiment technique used by the decoder in order to reduce
the wireless network environment poses challenges such as trans-

mission power management that have received little attention pre- the expected dIS.tOI‘tIOI’] at the recelver: .
viously in connection with video. Transmission power management N the papers cited above, the theme is to adapt the behavior

affects battery life in mobile devices, interference to other users, of the video encoder and decoder to cope with the effects of
and network capacity. We consider energy efficient transmission of 3 |ossy and time-varying channel. Alternatively, through the
avideo sequence under delay and quality constraints. The selection use of transmitter power and rate adaptation, the characteris-

of source coding parameters is considered jointly with transmitter fi f the wirel h | by the vid d b
power and rate adaptation, and packet transmission scheduling. ICS ot the wireless channel as seen Dy the video encoader can be

The goal is to transmit a video frame using the minimal required changed. For example, increasing the transmission power can
transmission energy under delay and quality constraints. Experi- lead to higher throughput. However, this may lead to increased

mental results are presented that illustrate the advantages of the interference for other users or inefficient use of the available

proposed approach. battery energy. The use of transmitter power and rate control
Index Terms—Energy efficiency, power and rate control, video to manage these tradeoffs has received considerable attention
streaming, wireless video. including [8]-[15]. Other approaches include putting a commu-

nication device into “sleep mode” when it is not required by
an application [16]. Similar strategies have been studied within
IEEE 802.11 [17].
APID GROWTH in wireless networks is fueling the de- For streaming traffic, an important consideration is meeting
mand that serv_ices traditior_lally available only inwire-lingne delay constraints of the application. The problem of de-
networks, such as video, be available to mobile users. HOWGVs%ning energy efficient transmission policies for randomly ar-
several important issues, such as transmitter power control, Alfng traffic with delay constraints has been studied in [12],
unique to wireless networks and deserve special attention.[i@], [18], and [19]. The goal in these papers is to minimize
this paper, we consider the interaction of video compression apgd total amount of energy expended at the transmitter while
transmitter power and rate adaptation. Our goal is to efficientijeeting constraints on the delay experienced by the data. Poli-
utilize transmission energy while meeting the delay and vidggs that maintain an average buffer delay were studied in [12].
quality constraints imposed by a video streaming application;, [13], the basic tradeoff between average queueing delay and
In wireless networks, communication takes place over Rerage transmission power was characterized. In [18] and [19],
time-varying and unreliable channel. Video transmission ovg{e problem of scheduling a set of packets by a given deadline
unreliable networks has been an active field of research. Ef@gkn minimum energy is considered.
resilie_nce and error conc_ealment have receiyed considerabl&ireaming video traffic has a specific set of delay constraints
attention [1], [2]. A complimentary approach is to adapt thgyat do not fit into the above settings. Furthermore, the arriving
behavior of the video encoder to the conditions of the channght; is not entirely random, but depends in part on the source
For example, in [3], the objective is to minimize the expecteghding decision made by the video encoder. Our approach here
distortion at the receiver subject to rate constraints derivadiq jointly consider both the physical layer power control and
from a stochastic model of the wireless channel and applicatigéhedu”ng along with adaptation of source coding parameters.
delay constraints. In [4]-[7], the approach is to select thge priefly mention several other approaches along similar
lines. In [20] and [21], a joint source coding and power control
(JSCPC) approach to allocating source rate and transmission
Manuscript received October 15, 2002; revised May 1, 2003. This paperm%@wer under bandwidth constraints for an individual user is
presented in part at the IEEE International Packet Video Workshop, April 20a20nsidered. In [22], the goal is to adjust the source coding
This work was supported in part by the National Science Foundation (NSﬁbrameterS and the allocation of transmitter power in order

under Grant CCR-0311838. Any opinions, findings and conclusions or rec- . . .
in,spend the minimal amount of energy required to transmit
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necessarily reflect the views of the NSF. a video sequence, over a fixed rate channel, subject to an
The authors are with the Department of Electrical and Computer En 'Xpected distortion and delay constraint. The authors extend

neering, Northwestern University, Evanston, IL 60208-3118 USA (e-mail; . . .
carlos@ece.northwestern.edu). his work in [23] by accounting for both the expected value and
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In the next section, we present our problem formulatic
in detail. In Section Ill, we present two algorithms based c.. 6(k;)
dynamic programming (DP) for solving this problem. Several . .

. . . . Fig. 2. Delay constraint components for a video packet.
experimental results illustrating the tradeoffs in energy an
distortion are presented in Section IV. Finally, Section V contains

some concluding remarks. A. Delay Constraints

In this section, we translate the constant end-to-end delay
constraint on a video frame into delay constraints for each video
packet. The diagram in Fig. 2 illustrates the various components

A block diagram of the system considered in this papérpvolveo_l in these delay constraints. First, we consider th_e delay
is shown in Fig. 1. Video frames are captured and stored §anstraint at the MB level. Let/ be the number of MBs in a
the encoder buffer. The video encoder reads video data fryff€0 frame and: the MB index & = 0,..., M —1). Avideo

the encoder buffer and produces a stream of video packiifdne captured attimemustbe displayed attinte-AT', where

that is transmitted over a wireless channel. We utilize in théT is the required end-to-end delay for every video frame.

work a hybrid motion compensated video encoder, such as EH%erefore, MBk and all following MBs, i.e.k +1,..., M -1,

ones implemented by all existing video compression standarlaghe frame_must be availal_ale at the decoder in time to be de-
goded. Thatis, MB: must arrive before+ AT — (M —k)ATy,

e.g.,, H.263, MPEG-1-2, baseline MPEG-4). Each vide . . .
(e.9 ! ) Vi fhereATd is the time required to decode one MB (assumed

packet is made up of a sequence of consecutive MBs and e a known constant). Also, note that MEbecomes avail
i | h e - Also, note . g
be independently processed by the encoder or decoder e at the encoder after the previous MBs in the frame, i.e.,

transmitter (Tx) can dynamically allocate transmission rate aﬁ I — 1 have been encoded. That is. Mibecomes avail-

power at the physical layer for each packet in order to mee‘ble o the video encoder at time- kAT, whereAT. is the

t
the del_ay_ constraints of the _appllcatmn and ensure re“atﬂ?ne required to encode a MB (also assumed to be a known con-
transmission. Several techniques for data rate adaptat

. . o : qgnt). Therefore, the following must hold for the video frame
have been incorporated into existing wireless standards (fqr

. experience constant end-to-end delay:
example, see [24] for a survey of techniques that are currently
cent, the ransmiter may schedule the tme at which packet (¥ + 728 ATa(h)
transmission begins. When the channel conditions are poor, this = AT = (k+ DAT. = (M = k)ATa), vk (1)

allows the transmitter_ to idl_e unt_il a more favorable time. A\}v ere AT, (k) is the encoder buffer delayAT. (k) is the
the receiver (Rx), the incoming video packets are rgcewed ageh nnel transmission time anilT,, (k) is the decoder buffer
stored in the decoder_buffer. The Qecoder reads \{ldeo pa-dﬁ&ay for MB k. Given AT,,(k) and AT.(k), AT (k) rep-
from this buffer and displays the video sequence in real't'mre('%fsents the amount of time a MB waits in the decoder buffer
By real-time display, we mean that once the receiver begifg,re it is decoded. Therefore, in order to avoid stalling, we

displaying the received video, the display process CominuﬁéedATdb(k) > 0. Therefore, for each MB, the following
uninterrupted, without stalling. If video data does not arrive 0k straint must be met:

time to be displayed, then this data is considered lost. In this

situation, if the receiver and transmitter are to operate at the §(k) < AT — (k+ 1)AT. — (M — k)ATy), Vi (2)
same frame rate, then each frame must experience a constant

end-to-end delay. We define the end-to-end delay as the amowheres(k) = AT, (k) + AT.(k). This delay constraint can be

of time between frame capture and display at the decoder. Tdiforced at the encoder for each MB. To simplify our discussion,
size of the delay depends on the nature of the applicatiage assume\T, = AT; = Tug. This implies that the delay
Interactive applications, such as video conferencing, requitenstraint on each MB, in (4), is a constaffit,., = AT —

that the end-to-end delay be on the order of 200 ms. On th&l + 1)7g. In the following, we refer taAT,, (k) asw(k),
other hand, one-way applications, such as video on dematkt waiting time before MB: is transmitted. A video packet is
can tolerate delays on the order of several seconds. made up of a sequence of consecutive MBs and should arrive at

Il. PROBLEM FORMULATION
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the decoder buffer in time to meet the delay constraints for allWe consider a specific example based on a slowly-varying
the MBs in the packet. Note that since we assuxtie¢ = AT,;, wireless channel with frequency nonselective block fading,
it is sufficient to meet the delay constraints for the first MB in anodeled as a finite-state Markov channel (FSMC) [27]. In this
video packet. channel model, the fading process is modeled by a finite-state
The original video frame arrives at the encoder as a stream\déirkov chain with state spad€. The fading transitions occur

MBs spaced every\;g s. Each MB is then encoded and placedveryT, s and are governed by the transition matAixof the

in a video packet. Consider a video packeif size B(j) bits Markov chain. We assume that a function relating transmission
and made up aiV; MBs. We denote the first MB in packgtoy power to the desired transmission rate and channel state
k;, with k; = kj_1 + N;_1. Assume packet is transmitted at information is known at the transmitter. The expected amount
rateC'(j) bits/s. The delay experienced by MB, can then be of energy required to transmit video packetf size B(k) bits

expressed as, at a rate ofC (k) bits/s can be expressed as
Ny BU) Li71
5(k3)—w(kj>+ cG) 3) E(k)=Eg Z P(HkJ./C(k‘))TC Hyo = hio
I=[w(k)/T.]
where B(3)/C(j) is the transmission delay for packgtand (6)

w(k;) is the waiting time for MBk;. The waiting timeaw(k;), where P(Hy;,C(k)) is the required powef Hy;} is the se-

is made up of three components. First, the packetization delgyence of fading states during the packet transmissionand
which is the time for the rest of the MBs in the packet to bas the number of channel blocks it takes to transmit paéket
come available, i.e()N;—1)Tnp. The second component is anyat the given rate. In this expression, we are conditioning on the
additional time the packet must wait for the preceding packietding stateH;, o at the start of the packet’s transmission. We
to finish its transmission. Finally, there is the scheduling delayan expresd.;. as

w(k;), which is the time the transmitter waits to begin transmis- B(k) (k)
sion of the packet. Therefore,(k;) can be expressed as k= {C(k)Tc-‘ { T -‘ (7)
w(kj) = (N; — 1) Typ + (5 (k1) Thus, the expected energy required to transmit a packet depends

only on the statistics of the channel ahg. This expected cost
can be computed off-line, given the channel model, and imple-

The first term in (4) is the packetization delay and the secoﬁ'&emed as a table lookup at the transmitter.

term corresponds to the waiting time before packet transmissir%rgi t:ir:1 ea)\(?:rr?;rlw?e\ivsviiﬁ n;'di?/ reidf;’t:g ttragirr?r;ss't?r:g%\;\sr to
can begin. It will be convenient to rewrite (4) as 9 pacity. 9

we model the channel over which packets are being sent as a
NN SN (N + band-limited additive white Gaussian noise (AWGN) channel
w(kj) = (Nj = 1) Tun + (1 (k) — (N UTM];?’) with gain \/h(l). We assume that the gain stays fixed during
+w (k) (5) each time slotand is assumed to be known at both the transmitter
and receiver.

If the desired transmission rate for thih packet i<(k), we
assume that the required transmission power at each time slot
is the minimum power such that the channel over which this
%cket is sent has Shannon capacity), i.e.,

—(Nj 14+ N;j = 1) Tus) " + @ (k). (4)

wherew(k;) = (8(kj—1) — Nj—1Tus)* is the waiting time
for MB k; if packet;j consists of only one MB and there is
no scheduling delay, i.ely; = 1 andw(k;) = 0 in (3). This
situation is illustrated in Fig. 2.

Our goalis to assign source coding parameters (e.g., quanti%
tion step size and coding mode), and communication resources P (hys, O(k)) = NoW (2C(k)/W' _ 1) (8)

atthe physical layer (e.g., transmission rate, transmission power, b,

and transmission schedule) to each video packet to ensureifirel is the bandwidth of the channel ahgl is the channel
delay constraints are satisfied and that acceptable video quadifiin, IV, is the power spectral density of the noise.

can be maintained while using the minimum required transmis-From Shannon’s coding theorem, (8) gives a lower bound

sion energy. on the transmission power required to reliably transmit at rate
C(k); moreover, for large enough packets, this bound will be ap-
B. Channel Model proachable and will give a reasonable indication of the required

In a wireless setting, communication takes place overp@wer.
channel with a time-varying response. Impairments such o
as fading and multipath have a significant impact on tHe: OPtimization Problem
performance of the communication system. Several dynamicVideo packey is composed oiV; MBs. Each MBE is coded
resource allocation techniques have been developed to comising a quantizerg(k) chosen from a finite se®, resulting
these impairments [10], [25], [26]. The techniques presentaudistortion D(k) and rateR(k) bits. The size of the video
in this paper only require knowledge of a function relatingacket payload is given bi(j) = ’,zgc],vflR(k). We wish
transmission rate and power to channel state information. Suohransmit the resulting video packet at ?ét@’) bits per second
a function can be obtained from an analytical model of thehosen from a finite set of allowable channel rate©ur goal

wireless channel or from empirical measurements. is then to select the number of MBs in each video packet, the
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coding parameters for these MBs, and a transmission rate ¢ MB:k MB: k+1 MB: k+2 MB: k+3
schedule for each packet with the objective of minimizing th ] T
total expected energy required to transmit the video frame st
ject to both an expected total distortion constraint and a del
per packet constraint. The expectations are taken with resp
to the channel state denoted by the random pro£ggs. We
pose this the following constrained optimization problem

k;j+N;—1
S.t IEH Z Z D(/{,) <DT
J k=kj

6(k]) STmaxv Vk_} (9)

wheres(k;) andE(j) are given by (2) and (6), respectively. The
initial conditionsw(0) andh(0) are the initial wait time and the
initial channel state, respectively.

Increasing the number of MBs in a packet can result in it
creased source coding efficiency, which may lead to better ¢
ergy-distortion tradeoffs. Furthermore, under adverse chan
conditions the packetization delay effectively allows us to wa
for more favorable channel conditions, which can result in adc
tional energy savings [28], [29]. On the other hand, more ME
result in larger packets which reduce the ability to adapt ti
transmission rate in response to channel conditions.

I1l. PROPOSEDALGORITHM

In this section, we present a solution to the optimizatic
problemin (9) based on Lagrangian relaxation and DP. First,\
relax the distortion constraint. Thus, we introduce a Lagran

multiplier A > 0 and solve the following relaxed problem: Waiting ~ Transmission After pruning we have
options options one branch emanating
kj+N;—1 from each state
min Ex E(H)+ A D(k) b
N;,C(35),@(k;),q(k) Z ,Z,;_ )
J - Fig. 3. (a) DAG formulation of energy minimization problem. Each branch

s.t. 1 6 (k;j) < Tmax, Vk;j. (10) leads to a deterministic value ef. The channel state is determined by the
channel statistics. (b) DAG formultaion for problem with packet transmission

This relaxed problem can be solved using techniques from Béheduling.
[30]. By appropriately choosing, the problem of (9) can be
solved within a convex-hull approximation by solving (10) [31]{so, ..., sny, }. as will be described later. The resulting opti-
The search for an appropriate choice\atan be carried out by mization problem is equivalent to solving a stochastic shortest
the bisection algorithm or a fast convex search technique. path problem for a directed acyclic graph (DAG) such as the
one depicted in Fig. 3(a), faWy = 2 and’H = {hg, h1}. In

A. DP Solution of Relaxed Problem this diagram, four stages corresponding to MB® / + 3 are

In this section, we describe in detail our solution to the réhown. Each node corresponds to the situation where we start a
laxed problem of (10). Consider the situation where we want pgicket with MBk. Each branch in the graph corresponds to a
transmit a video packet, with initial MB k; = k. Then, we choice of N;, a sequence of quantizers, transmission schedule,

need to specify the number of MBs, the quantizers and tra@d rate. Let/(x(k)) be the set of feasible choices

mission rate for this video packet. These decisions are based on M—k—1
a state defined as Ux(k)) = U Uy, (x(k)) (12)
(k) N;=1
By = |9 } 11
x(k) [h(k) (11) where

wherew (k) is given in (5) andh(k) is the channel state when Un. (x(k)) :{u(k) cONixCxW
we consider MBk. Note thatw(k) € [0, Tiax] IS real-valued ’
and, thus, the resulting state space is infinite. For computational B(j)

reasons, we quantizé/(k) into a set of Ny + 1 values, " C3) +w(k) < Tma"}' (13)
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Here,C represents the set of allowable channel transmissionUsing this new definition ofi(k), we apply the DP algo-
rates, Q™7 represents the possible quantizer sequences of lengthm in (17) to obtain the optimal solution to the approximated
N, and W represents the allowable transmission schedulgspblem. Finer quantization af(k) leads to better approxima-
which are represented by the set of possible additional waititigns to the optimal solution, at the cost of more computation.

times given as Note that the effect of this approximation is to restrict the
set of feasible choice¥(x(k)) for each system state. Thus,
W(x(k)) = {w =0T, :n=01,..., {Tmaz_ww)J } the resulting solution will be a conservative approximation to
o T. the optimal solution.

(14)
Thus, the selty, (x(k)) contains all the feasible choices®} C. A More Efficient Algorithm
MBs starting with MBk when the system is in stat&k).

For each choice ofi(k) € Ux,(x(k)), the cost incurred by
MB £ is given by

In this section, we give an alternative to the previous algo-
rithm, which results in improved performance and faster com-
putation. In the previous section, the decision of which choice

N,—1 u(k) € U(x(k)) is made for each MB only at the time when the
g(x(k),u(k)) = E(j) + A Z D (kj). (15) MB first can be transmitted. In this section, we allow the trans-
' ' =0 mitter to defer this decision. First, we express thelset(k))
as
In Fig. 3(a), each choice af(k) is represented by a branch T —w(k)/T. |

emanating from a node. The waiting time for the next packet Ulx(k)) = un L 21
is given deterministically by.(k). However, the channel state (xe(k)) U v, (x(k)) (1)

depends on the transition probabilities from the statistical model
of the channel. whereld}; (x(k)) is the feasible set af(x(k)) when there are

We want to find a policyy : (x(k),k) — U(x(k)) that N; MBs in the packet and the transmitter waitéime slots
minimizes the total expected cost in (10). We solve this problem

n=0

by using DP. We start the algorithm/at= M — 1, that is Uz (x(k)) :{u(x(k-)) € QxCx {nT.}

-y M—-1)) = i EM -1 D(M -1 B(k
(M 1) = | min | {EQM = 1)+ ADOI - 1)) P L 4 u(h) < T @2

(16)

is calculated. Then, for = M=2,...,0,werecursively define The optimization problem can be solved using the following
the cost-to-gofunctions /i (x(k)) as algorithm. We start the algorithm at= M — 1, that is

“(x(k))= min E (k) + T, (<N Y. e - -
Ti(x(k) = min En {f’(X(k/“(k)HJkMJ(X(H J))(L) Trra(x(M = 1)) = Inln{z&(gl(lle}_l))

In carrying out (17), all feasible combinations of packetization,
guantizers, scheduling, and transmission rates are considere
for each state. This optimization clearly eliminates all branches
but one emanating from each node of the DAG. Given the irfPr each possible system statéM — 1). Note that this pro-
tial statex(0), the optimal solution is obtained by backtrackingeedure must be carried out in order of decreasitig). Then,

Clearly, J; (x(0)) is the optimal total expected cost of (10). for k& = M —2,...,0, we recursively define theost-to-go
functions

J(POT = 1) 42D = 0} 5L (K- 1)} (29)

B. Quantizingw(k)

Note thatd(k) is continuous, which results in an infinite”/s (X(F)) = mm{uf&k)) EH{Q(X(k’“(k))
number of possible system states. We approximate the solution !
to the problem by quantizing (k) and then applying DP to ob- I (x(k + 1))}7 Ji (x'(k))} (24)
tain the optimal solution to the resulting approximate optimiza-
tion problem [3Q]. LetS be a finite subset of the nonnegatlvgNherex,(k) is given by
real numbers given by

_[w(k)+ T
S= {507"'73]\7W} (18) X,(k) - |: h(k+1) :|

with s; = (ITmax)/Nw . Then, we have for all k.
Solving this problem is equivalent to finding a stochastic
W (kjy1) = [(6(kj_1) —(Nj_1+ N; — 1)TMB)+-| (19) shortest path through a graph as depicted in Fig. 3(b) for
S N; = 1. Note that in this graph, the option of waiting is
where represented by a branch that connects to a node in the same
stagek. Solving this via DP is possible, as long as the system
[]s = min{s € S| s > z}. (20) states for each MB are considered in order of decreasitg.

(25)
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Fig. 4. Convex hull of operational energy distortion points with transmission
atC' = 200 kb/s, Tr.x = 166.7 ms and varying values a¥. IncreasingV. Fig. 5. Required average transmission energy for different C (starting in good

gives a more accurate approximation to the optimal solution. state).
IV. EXPERIMENTAL RESULTS ’ ' ' ' ' '

In this section, we present some experimental results tt K
illustrate the tradeoffs studied in this paper. We consid e A
transmission of the foreman sequence in QCIF format
30 fps. The video sequence is encoded with the MPEG - 1
implementation provided by MoMuSys. Each MB can bg 7
encoded using one of eight quantization parameters given g
Q = {2,4,8,16,20,24,28,31} and can be coded as INTRA ;| |
or INTER modes. We consider transmission over a chanrg L
with bandwidthW = 500 kHz and AWGN with variance 1
NoW = 0.39. The fading is modeled by a two-state Markoy
chain with state spac& = {0.9,0.1}. We use a symmetric ESTTRTyA
transition probability matrix of the form T i g 38 (1A

A‘ = [ p 1 - p} * (26) 00 5‘0 1(‘)0 1‘50 2(‘)0 2‘50 3(‘)0 350
1—-p p Total Bits

Fig. 6. Required average transmission energy for different C (starting in bad
A. Experiment | state).

In this experiment, we illustrate the effect of different
problem parameters on the solution. First, consider the effdtt
of the approximation error resulting from the quantization of The following experimental results illustrate the tradeoffs of
the state space. We first consider transmission of the first framigannel rate adaptation, transmission scheduling and packetiza-
of the foreman sequence wifh,.,, = 100 ms andp = 0.7 tionforasingle frame. Initially, we consider a system with fixed
in (26). Sweeping the value of > 0 in (10), we obtain the packetization using 1 MB per video packet. The effect of pack-
convex hull of operational energy-distortion points. The resul&tization is presented in Section IV-B3.
of this procedure are shown in Fig. 4 faf = {100, 200,400} . 1) Channel Rate AdaptationFirst, consider the situation
We can see from the figure that decreasing the valu&of where a single packet of sizZe bits is to be transmitted at rate
i.e., using a coarser quantization of the state space, resdltg C, using the least amount of required energy. Figs. 5 and 6
in a more conservative approximation to the solution of th&how the total average transmission energy required to transmit
problem in (10). Note that as the distortion threshdlg is a packet as a function of its length. In the first figure, the initial
raised, the curves come closer together. This suggests thatahannel state correspondsitc= 0.9, i.e., the good state. This
approximation error decreases &5 increases. Recall thatfigure indicates that when transmission starts in the good state,
the error introduced by the approximation affects the set ibfis advantageous to transmit at the fastest rate available. An-
feasible choices defined by the delay constraint. IncreaBing other benefit of transmitting at a high rate is that this results in
results in a situation with more flexible delay constraints andmaller values waiting times for future packets which eases the
thus, the effect of the approximation error is reduced. Similarlgffect of the delay constraint. On the other hand, Fig. 6 depicts
lowering the value oD results in greater approximation errorthe situation with initial state witth = 0.1, i.e., the bad state.

Experiment I
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with C' = {100, 300} kb/s, N = 200, and varying values af.
This figure indicates that in the bad state, it is advantageous to
transmit at the lowest rate possible. However, transmitting at

a slow rate increases the waiting time for future packets. Tt ‘[~ ' ' =%
tradeoff will become significant as the distortion threshblgd ool S piosl|
is lowered, as illustrated by the experimental results presen

below. o-8r 1

The effects of data rate adaptation are illustrated
Fig. 7. This figure depicts the convex hull of operatione
energy-distortion points for the first frame of the forema:
sequence. These points were obtained by sweepimg(10).
We considerl,.x = 166.7 ms,p = 0.7, and N = 200.
The top two curves are for the case where the transmiss.. °-“f
rate is constant of either 100 or 300 kb/s. Notice that tt5 .|
higher the transmission rate the higher the required expec?3
energy. Also note that the curve corresponding to 100 kk™ °-2r i
cannot meet the lower distortion thresholds under the del
constraints considered here. In the case where we allow d
rate adaptation, energy savings can be obtained by increas 55 3000 2000 5000 5000 7000 3000
the transmission rate when the channel is in a good state ... O
vice-versa decreasing the transmission rate when the chann'e:I i39 Expected fraction of MBs ¢ ted in th d channel stat
in a bad state. As we decrease the level of allowable distortioH ~~ =~ Poc o0 raction ot MES fransmittedin e good channet state.

D, the curves come closer together. As we decrease the value

of D, there is less opportunity to decrease the transmissionThe expected fraction of packets transmitted using the high
rate and constant rate transmission policies become a bettansmission rate is shown in Fig. 10. Comparing the curves for
approximation to the optimal transmission policies. p = 0.99 in Figs. 9 and 10, we observe a very strong corre-

Next, we take a closer look at the case with = lation between channel state and channel rate. In the case of
{100,300} kb/s. Fig. 8 presents operational energy-dig> = 0.7, we observe the expected number of packets transmitted
tortion curves with varying values of and with N = 200. at high rate increase with increasing valueggf for the range
As this figure indicates, increasingleads to lower required D > 4000. This correlates with the expected fraction of de-
energy. This is because the channel state is more likely to stasions in the good channel state increasing in Fig. 9. Note also
fixed longer during transmission of the entire packet. Hencie, Fig. 10 that for values aDr < 4000, the fraction of packets
the initial channel state gives a better estimate of the enertggnsmitted at the high rate increases with decreaBipgn the
required to send the packet. range of Dy < 4000. The case witlp = 0.5 shows similar be-

Fig. 9 shows the expected fraction of packets that begin trafsvior in Fig. 10.
mission in the good state. The case with- 0.5 resultsin50%  2) Packet Transmission Schedulingn this experiment,
of packets being sent in the good state. The curve correspondivey illustrate the effect of packet transmission scheduling
top = 0.7 shows the fraction of packets starting in the good state the performance of the system. We consider the same
increases witlD. Settingp = 0.99 results in a significant in- situation as above. In Fig. 11, the convex hull of operational
crease in the number of MBs transmitted in the good state. energy-distortion points is shown f6r= {100,300} kb/s with

d state

ecisions in goo

0.1F 4
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Fig. 10. Expected fraction of MBs transmitted@t= 300 kb/s. Fig. 12. Convex hull of energy-distortion operational points for system with
different packetization schemes.

0.1 T T T T T

oG 1003000 TS 3) Packetization: Next, we present the effect of packetiza-

tion on the solution of the problem. Increasing the number of
MBs in a video packet, results in a form of scheduling, intro-
duced by the packetization delay. Also, the amount of over-
head required by the encoder/decoder is reduced. Each video
packet can be independently processed by the encoder/decoder.
To do this, additional information must be included in each
video packet. Also, differentially encoding MBs within a packet
gives more efficient R-D tradeoffs.

The convex hull of operational energy-distortion points
are shown in Fig. 12 for a scheme which uses 1 MB/packet,
2 MB/packet, and one that optimizes between the two. The
scheme with 2 MBs per packet is more energy efficient than
the 1 MB/packet scheme. This is a result of increased source

0.02

Fooo 3000 2000 5000 5000 7000 w00 coding efficiency and the introduction of a limited form of
scheduling. Recall that increasing the number of MBs in a
Fig. 11. Convex hull of energy-distortion operational points. The system wiff@Cket introduces additional waiting time which may lead
scheduling hag” = {100, 300,0} Kb/s. to more efficient energy-distortion tradeoffs. The proposed
approach can choose between 1 or 2 MBs per packet by taking

and without scheduling. We can see that the policies obtain8 account the channel state and the delay constraint for the

MBs. The results of the optimization presented here indicate
The form of scheduling considered here consists of waititBat a; the Ievell of aIIowabI(_a digtortion decrt_aases, the advantage

for a channel time slot and then reconsidering the choice $fhaving a variable packetization scheme increases. _
transmission rate. If the channel is in a good state, waiting will F19- 13 shows the effect of packetization and scheduling
result in a channel state transition and, therefore, there is a pg&MPined. The system with scheduling and fixed packetization
itive probability that the channel will be in the bad state wheb€rforms better for high values dbr than the system with
transmission begins. If transmission starts in the bad chanfBiiMal packetization and no scheduling. A% is lowered,
state, then a higher amount of transmission energy will be f8€ advantage of packetization becomes more pronounced.

quired. This can be seen by comparing Figs. 5 and 6. Therefore,
waiting is not advantageous when the channel is in the gOGd
state. Similarly, waiting is advantageous when the channel is inin the experiments presented so far, we have studied the
the bad state. optimal coding and transmission policies for a single frame.

Note that as the allowable distortidn decreases the curvesWe now present results that illustrate the solution for multiple
come closer together. This is becauselas is lowered the frames of a video sequence. We compare the energy con-
system has less opportunity to wait for better channel condamption of our proposed approach to the energy required to
tions. Thus, the policies that do not include scheduling beconteansmit at a fixed rate an encoded sequence produced by a
a better approximation to the optimal policy. rate-distortion optimized MPEG-4 encoder with rate control.

with scheduling outperform the policies without scheduling.

Experiment Ill
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Fig. 13. Convex hull of energy-distortion operational points for systemFslg' 14. Required expected energy for each frame.

including packetization and scheduling.

33 T T T

00 kb/s

The reference system considered here consists of a TM5 1 5, |- ‘; c: §188:§88:§88?o?%i/s 1
controller and a R-D optimized video encoder. The rate co
troller determines a bit budget for each video frafig,qget -
Given this bit budget, the R-D optimized encoder minimizes tt . s}|
total distortion of the frame subject to a rate constraint given |
the bit budget. The resulting distortion is used as a distortitz Y
constraint in the proposed system. The deadline for arrival at 12057
decoder buffer is given by the number of bits used to encode 1=
video frame and the transmission rate of the chatha$sumed
fixed here. Therefore, the transmission delay for the video frar 2°-s
is given by>" ! B(k)/C. From this transmission delay, we
derive a delay constraint for each MB in the video frame. Th
delay constraint is given as the following. 28.5

In the proposed system, for each frame, the distortion a
delay constraints are given by the reference system as descri ’
above. The formulation presented here allows the solution of
the problem to be carried out for the whole video sequendgg. 15. Distortion per frame.
However, for computational reasons, we solve the problem

in.dependentlly for each video frame in. the video sequengs 7 o average. Note that around frame 200 there is a dip
given the distortion and delay constraints of the referengene savings rate for both systems. This dip corresponds to a
system. For the reference system, we consider constant i@, i the PSNR obtained by the reference system and, thus,
transmission withC' = 200 kb/s and a 2 s buffer. We Compareﬁmposes tighter constraints on the optimization. Note that the

this reference system to a system that uses data rate adaptglipfve advantage of transmission scheduling is also reduced in
and packet transmission scheduling. In the proposed system e region

considerC = {100, 200, 300} kb/s with and without the option
of scheduling. For each frame, we must find the appropriate
value of the Lagrange multipliek. V. CONCLUSION

The results for this experiment are shown in Figs. 14 and|n this paper, we have considered energy efficient wireless
15. In Fig. 14, we show the total expected energy required Jftleo streaming. The goal is to transmit a video sequence using
transmit each video frame. The corresponding distortion levelse minimum required transmission energy subject to the video
for each frame are shown in Fig. 15. We can see from these figirality and delay constraints from the streaming application.
ures that the system proposed here can match the PSNR for eagh formulation considers the tradeoffs in the selection of
frame of the reference system but uses significantly less tragsurce coding parameters, packetization, transmitter adaptation
mission energy. (power and rate), and packet transmission scheduling. Two

Using data rate adaptation yields average energy savingslfgjorithms based on DP techniques have been presented. The
30.9% with respect to the system with constant rate transméxperimental results presented here illustrate the tradeoffs
sion. The system that incorporates scheduling yields savingsrofolved.

32
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The complexity of the resulting optimization problem can be[1g]
very large. However, the reduction in required transmission en-
ergy makes this an attractive approach. A topic of further re-
search is the design of more efficient algorithms to solve thg19]
problem. Additionally of great interest would be low complexity
suboptimal approaches that can be devised based on the restfligﬁ
of the optimization.

We have presented a comparison of our system to a reference
system that transmits at a constant rate. In this referengg,
system, the source coding decisions are done separately from
the transmission decisions. The simulation results show that
our system can achieve over 60% reduction in the requiregzl
transmission energy. A direction for future research is the
design of rate controllers based on the delay requiremen}s]
of the video application in order to fully exploit the benefits

systems with transmitter adaptation.
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