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Abstract—We investigate issues that Bluetooth may face in
evolving from a simple wire replacement to a large-scale ad hoc
networking technology. We do so by examining the efficacy of
Bluetooth in establishing a connected topology, which is a basic
requirement of any networking technology. We demonstrate that
Bluetooth experiences some fundamental algorithmic challenges
in accomplishing this seemingly simple task. Specifically, deciding
whether there exists at least one connected topology that satisfies
the Bluetooth constraints is NP-hard. Several implementation
problems also arise due to the internal structure of the Bluetooth
protocol stack. All these together degrade the performance of
the network, or increase the complexity of operation. Given the
availability of efficient substitute technologies, Bluetooth’s use
may end up being limited to small ad hoc networks.

Index Terms—Bluetooth, performance, scatternets, topology for-
mation, wireless ad hoc networks.

I. INTRODUCTION

B LUETOOTH, a short-range low-power communication
protocol, was initially envisioned as a wire replacement

solution. Bluetooth uses a design paradigm that is fundamen-
tally different from that of competing technologies like IEEE
802.11. This motivates an examination of the extent to which
Bluetooth can be used in a networking context, and in partic-
ular, large ad hoc networks. IEEE 802.11 is a simple distributed
protocol, where a node can transmit whenever it senses a free
channel. The resulting collisions, however, waste bandwidth
and power. On the other hand, Bluetooth is partly distributed
and partly centralized. It has a hierarchical organization where
the nodes are organized in groups denoted as piconets. In
each group, a master node controls the transmissions of other
nodes. This local control eliminates collisions and is, therefore,
expected to offer high throughput and low power consumption.
We, however, demonstrate that this organization introduces
significant complexity in establishing a connected topology
in large and dynamic ad hoc networks. Given Bluetooth’s
difficulty in fulfilling the simplest of all networking tasks, that
of attaining connectivity, its use is likely to be limited to small
ad hoc networks.
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The difference between 802.11 and Bluetooth is analogous
to that between Ethernet and token ring. Token ring offered
a higher throughput but was more complex. The increase in
transmission speeds more than compensated for Ethernet’s
throughput inefficiency. Although bandwidth constraints are
greater in the wireless setting, we believe that the choice be-
tween 802.11 and Bluetooth will also be guided by simplicity
of operation. This is because operational complexity seriously
undermines the operation of large dynamic ad hoc networks as
nodes have limited processing power and computations cannot
be offloaded to an infrastructure.

We focus on the basic aspect of topology formation as it
illustrates the problems that Bluetooth encounters when used
as a networking technology. First, we investigate this problem
from an algorithmic perspective to gain a basic understanding
of its fundamental complexity. In Section II, we describe
the technical challenges related to topology formation in ad
hoc networks using Bluetooth. Although Bluetooth nodes are
functionally equivalent, communications proceed according
to a “master–slave” model, with a constraint on the number
of slaves that a master can support. This introduces a degree
constraint on the resulting topology graph. Furthermore, the
topology formation algorithms need to determine which nodes
will be masters and appropriately assign slaves to those masters.
In Section III, we show that these constraints have a significant
impact on connectivity. Specifically, deciding whether there
exists at least one connected topology that satisfies the degree
constraint of Bluetooth is NP-hard. This explains why forming
a Bluetooth topology in a short time while satisfying all the
Bluetooth constraints has been a topic of extensive research for
several years.

Next, we explore topology formation algorithms of different
complexity (Sections IV and V). We present a polynomial com-
plexity topology formation algorithm that, under some simpli-
fying assumptions, yields a connected topology whenever one
exists. We then present several heuristics that produce good re-
sults when these simplifying assumptions do not hold, including
an efficient and natively distributed algorithm. In Section VI,
we develop a detailed emulator of the Bluetooth stack, and use
it to evaluate the performance of our most promising solution.
Our investigation reveals that in spite of several simplifying as-
sumptions that made for a “best case” evaluation, performance
and, in particular, the time it takes to form a stable connected
topology, is poor and in some cases (large networks) unaccept-
able. We confirm that this disappointing showing is not specific
to our algorithm through a comprehensive comparison with pre-
viously proposed algorithms. This comparison helps highlight
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Fig. 1. Example of a Bluetooth topology is illustrated. The nodes are
organized into three piconets. The masters of these piconets are M , M ,
and M , respectively. The remaining nodes are slave or bridge nodes. Slave
nodes S and S can communicate via master M . Nodes S and S can
communicate via master M , bridge B, and master M .

key properties and assumptions that are important when eval-
uating Bluetooth’s performance, and leads us to conclude that
the performance-minded design choices that were behind Blue-
tooth’s specifications make it difficult, if not impossible, for it to
be successful in large-scale ad hoc networks. We examine some
related works in Section VII, and conclude in Section VIII.

II. CHALLENGES AND OBJECTIVES IN

BLUETOOTH TOPOLOGY FORMATION

We first describe the basic features of the Bluetooth tech-
nology that are relevant to topology formation. Bluetooth nodes
are organized in small groups called piconets. Every piconet has
one “master” node and up to seven “slave” nodes. Refer to Fig. 1
for a sample organization. Slaves in a piconet do not directly
communicate with each other, but rely on the master as a transit
node. Communication between nodes in different piconets relies
on bridge nodes that belong to multiple piconets. A bridge node
can only be active in one of the piconets it is connected to at a
time. Bluetooth allows different activity states for nodes: active,
idle, parked, and sniffing. However, data exchange takes place
between two nodes only when both are active, and nodes period-
ically change their activity state. This combination of flexibility
and constraints on which Bluetooth is based raises a number of
questions and challenges. We list those that are most relevant to
topology formation.

1) How should nodes select their role (master or slave)?
2) Which piconet(s) should a (slave) node join?
3) How many slaves should a master accept (below the spec-

ified maximum of seven)?
4) How many piconets should a bridge node belong to?
5) Should a master serve as a slave in other piconets?
When Bluetooth is used as a wire-replacement technology,

the above questions have trivial answers. There is only one pi-
conet and one obvious choice for the master, e.g., the computer
rather than the keyboard, or the cell phone rather than the head
set. The master accepts new slaves as long as the maximum

number of seven has not been reached. In ad hoc networks con-
sisting of a small number of piconets, answering the above ques-
tions may not incur significant additional complexity. Bluetooth
is ideally suited for such simple scenarios. Power consumption
is low, and resources can be allocated more efficiently due to the
masters’ local control.

In a large distributed environment, however, appropriately
answering the above questions introduces significant added
complexity that can affect network connectivity.1 For example,
the answer to question 2) depends on how busy the node is,
how well connected the topology is, whether the node can
play a dual role, etc. Also, answers to the above questions can
seriously affect a number of network attributes, e.g., throughput.
For example, consider questions 4) and 5). Since a bridge node
can only be active in one piconet at a time, the greater the
number of piconets to which a node belongs, the poorer the
data rate it can provide between them. Thus, it is desirable
for a bridge node to be involved in as small a number of
piconets as possible, while preserving connectivity. The impact
on throughput is compounded when a bridge node is a master
in one piconet. This is because all slaves in the piconet are
in a communication blackout, when the master is active in
other piconets. Thus, it is desirable for a master not to be a
slave in other piconets, provided that this does not substantially
complicate forming and modifying topologies.

Since nodes select their roles based on local information, ef-
ficient algorithms will most likely allow nodes to modify their
earlier decisions, e.g., by allowing some slaves to leave one pi-
conet and join another piconet, or by allowing nodes to change
their role from slave to master or vice versa. Identifying when
and how to allow such changes while preserving the degree con-
straint or improving connectivity is a challenging task, espe-
cially when assuming distributed decisions.

There are several other difficulties above and beyond the de-
velopment of “clever” topology formation algorithms that intro-
duce additional challenges when using Bluetooth in large ad hoc
networks. First, during topology formation, nodes might need
to exchange information with each other, and this means es-
tablishing a connection where one node will act as the master
and the other as a slave. This is easy when neither node belongs
to a piconet, but introduces significant complexity when either
one or both nodes are engaged in some piconet. For example, a
slave and a master can communicate only after they negotiate a
time window, called a “sniff” window. In the sniff period, a slave
must communicate with or listen to its master. If the slave is not
there during this time, then the master terminates the connection
(see [1, pp. 163–164]). We demonstrate next through a simple
example that determining sniff windows can introduce signifi-
cant complexity when nodes try to establish a new connection.

Suppose slave S in piconet with master is trying to join
piconet with master . Let have several other slaves,
and let the only available sniff window overlap with the sniff
window that S has already established with . Now, either S
and have to negotiate a different sniff window, or has

1Note that these issues do not arise in 802.11, which highlights the
tradeoff associated with different design criteria and their different impact
in different environments.
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to move the sniff window of one of its existing slaves. This in-
curs additional complexity. Now, if neither nor the slaves of

have any other available sniff windows, then the changes in
sniff windows can propagate over the whole network! Further-
more, if the master of a piconet is also the slave in some other
piconet, determining sniff windows becomes increasingly com-
plex. Thus, topology formation becomes a stumbling block even
when we do not consider mobility, or nodes periodically turning
their power on or off. Note again that the determination of sniff
windows is not an issue in a wire replacement setting, and less
likely to be a problem when the number of piconets is small.

The inquiry and page modes used in Bluetooth to allow nodes
to discover each other pose yet another challenge. Suppose two
nodes A and B receive an “inquiry response” message from node
C at roughly the same time. Then, A and B will both page C
repeatedly and their “page” messages will collide. Although this
may be solved via randomization, it can introduce a delay in the
node discovery process and in the formation of connections.

In conclusion and as we quantify later, by focusing exten-
sively on controlling the use of resources, Bluetooth ends up
violating a basic design principle in networking—simplicity of
operation—which is critical in large distributed systems. The
complexity it introduces in providing connectivity more than
offsets any resource optimization capabilities it may afford.

III. NETWORK MODEL AND PROBLEM COMPLEXITY

We formulate next a mathematical model for the system’s
objectives and constraints. There can be two types of links be-
tween any two nodes. One is a physical (layer) link that exists
between any pair of nodes that are in communication range of
each other. The other is a logical Bluetooth link that exists if the
Bluetooth topology establishes an actual communication link
between the two nodes. The physical topology graph is deter-
mined by the positions and the transmission radii of the nodes,
while the logical topology graph is generated by the topology
formation algorithm.

The logical topology graph must have certain properties. Ac-
cording to the Bluetooth specification, vertices that will be as-
signed the role of a master can have a maximum degree2 of 7.
For the vertices that will serve as slaves, it is desirable that their
degree be kept as small as possible. Regular slave nodes have
a degree of only 1, but bridge nodes have a degree equal to the
number of piconets they participate in. Since a bridge node with
a degree more than 7 would provide poor data rate between the
piconets it connects, we assume that the degree constraint of
7 applies to the bridge (slave) nodes as well. We choose the
number 7 as this will give the same degree constraint for master,
slave and bridge nodes. The logical topology graph is bipartite3

when the desirable condition that a master is not a slave in an-
other piconet holds.

Connectivity is then deemed feasible if there exists a con-
nected4 subgraph of the physical topology graph which satisfies
the degree constraint (maximum degree of 7). If connectivity is

2The degree of a vertex is the number of edges originating from the vertex.
3A bipartite graph is one where the vertex set can be partitioned in two sets

such that there is no edge connecting two vertices in the same set.
4A graph is connected if there is a path between any two nodes.

feasible, then we want to construct a connected logical topology
graph that satisfies the desired degree constraint. Otherwise, any
logical topology graph will consist of “islands” or components,5

and we then seek to minimize the number of components in the
logical topology graph.

Note that a connected logical subgraph exists if and only if the
physical topology graph has a spanning tree6 that satisfies the
degree constraint of a logical topology graph. This is because a
spanning tree of any graph is connected and bipartite [2]. In a
spanning tree, the partition that has a maximum degree less than
or equal to 7 is chosen as the master set, while the other with a
potentially lower maximum degree forms the slave/bridge set.

Let the degree of a spanning tree be the maximum degree of
its vertices. A spanning tree with degree less than or equal to 7
exists if and only if the maximum degree of a spanning tree in a
graph is upper bounded by 7, and deciding this is NP-hard [3].
Thus, deciding whether connectivity is feasible and constructing
a connected logical topology graph which satisfies the desired
degree constraint is NP-hard.

Nevertheless, polynomial time algorithms are available in
certain practical scenarios, where additional constraints are
imposed on the underlying network graph (Section IV-B). Fur-
thermore, we show how those polynomial time algorithms can
be extended to provide efficient heuristics in general scenarios
(Section IV-C). Many of these algorithms are centralized, but
the basic intuition behind them motivates a fully distributed
and dynamic approximation (Sections V and VI).

IV. EXPLORING THE RANGE OF POSSIBLE SOLUTIONS

We explore the range of algorithms that are capable of
forming the desired topologies. We start with a naïve algorithm,
continue with algorithms for nodes on a plane, and finally
present algorithms that operate in three-dimensional (3-D)
space.

A. Naïve Algorithm for Topology Formation

We first consider a naïve algorithm where a node randomly
chooses its role as either master or slave [4]. Then, if it is a
slave, it accepts every connection request up to the limit of 7,
and if it is a master, it pages slave nodes until it forms seven
connections. Here, using the emulator described in Section VI,
we quantify how often this algorithm generates a disconnected
topology, even when a connected one exists.

When 100 nodes are uniformly placed on a square of size
1 unit and the transmission radius of each node is 0.25 units,
the algorithm forms a connected topology with probability 0.39.
However, a connected topology exists with probability 0.86.
Thus, the algorithm fails to form a connected topology about
55% of the time. We simulated various other combinations of
numbers of nodes (10, 25, 50, and 100) and transmission radii
(0.1, 0.17, 0.25, 0.32, 0.4, 0.5, 0.6, and 0.75 units). The algo-
rithm failed to construct a connected topology in more than

5A component of a graph is a connected subgraph that cannot be expanded
any further while retaining connectivity.

6A spanning tree is a connected subgraph which does not have a cycle and
spans all vertices in the graph.
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20% of the cases. Moreover, in many cases, this failure prob-
ability is much higher than 0.5 (see Fig. 2 for the 50 node case).
These results motivate us to develop “smarter” topology forma-
tion algorithms.

B. Topology Formation Algorithms for Nodes With Identical
Power Levels on a Plane

We now approach the connectivity problem under certain
simplifying assumptions, which we describe and justify next.
First, we assume that nodes constitute points on a plane. This
assumption is justified in several ground-based civilian and
military communication networks where the transceivers are at
similar heights and there is no air to ground communication.
Second, we assume that nodes have the same transmission
range . This happens if the propagation conditions are similar
throughout the network and nodes have the same maximum
transmission power limitation and similar reception capabili-
ties. Now, a physical link exists between any two nodes if and
only if their Euclidean distance is upper bounded by .

Under these two assumptions, the connectivity problem be-
comes of polynomial complexity. The following Lemma pro-
vides the cornerstone for designing a simple polynomial com-
plexity, distributed algorithm that generates a connected logical
topology whenever connectivity is feasible.

Lemma 1: Connectivity is feasible if and only if the physical
topology graph is connected. A minimum weighted spanning
tree (MST) in the physical topology graph, with the weight of
an edge equaling the Euclidean distance between the nodes, is a
connected logical topology graph that satisfies the constraints.

We first present the following result obtained by Monma et
al. [5], which we will use in proving this lemma.

Proportion 1: Consider a complete7 graph with nodes corre-
sponding to points on a plane and the weight of the edges being
the Euclidean distance between them. Any MST in such a graph
has degree less than or equal to 6.

The intuition behind this proposition is provided in Fig. 3.
Proof of Lemma 1: Clearly, a necessary condition for

connectivity to be feasible is that the physical topology graph
be connected. We will show that this condition is sufficient as
well. Assume that the physical topology graph is connected.
Consider a new graph formed by adding edges between all pairs
of nodes in the physical topology graph. This graph is referred
to as the completion of the physical connectivity graph. The
weights of the new edges equal the Euclidean distance between
the nodes. The physical topology graph is a subgraph of this
completion graph consisting of all edges of the completion
graph with weight less than . From Proposition 1, the degree
of any MST in the completion graph is less than or equal to 6.
Any MST in the physical topology graph is also an MST in the
completion graph. This follows from the following facts: 1) all
edges in the completion graph with weight less than belong
to the physical topology graph and 2) the physical topology
graph is connected. Thus, any MST in the physical topology
graph has degree less than or equal to 6. Therefore, such an
MST satisfies the degree constraint, and is a bipartite graph by
virtue of being a tree. Hence, any MST in the physical topology

7A graph is complete if it has edges between any pair of vertices.

Fig. 2. The line denoted by � corresponds the probability that a connected
topology exists. The line denoted by + corresponds to the probability that a
connected topology is actually achieved by the naïve algorithm.

Fig. 3. We explain intuitively why in a complete graph with edge weights
equaling the Euclidean distance between the corresponding vertices, the degree
of an MST is no more than 6. Consider a complete graph with vertices O, A,
. . ., G. Assume that vertex O in an MST has degree 7. Let its neighbors in the
MST be fA; . . . ; Gg. Note that the Euclidean distance between nodes A and B
is less than the distance between (O, A) or (O, B). Thus, the MST will include
the edge (A, B) rather than (O, A) or (O, B).

graph is a connected logical topology graph which satisfies the
required constraints.

Next, we consider the case when connectivity is not feasible.
This happens only when the physical topology graph is dis-
connected. The objective in this case is to construct a logical
topology graph with the minimum number of components. The
following lemma gives the basis for the procedure we follow.

Lemma 2: The subgraph of the physical topology graph con-
sisting of the MSTs in each component of the physical topology
graph is a logical topology graph with the minimum number of
components.

Proof of Lemma 2: Since a logical topology graph is a sub-
graph of the physical topology graph, the former has at least as
many components as the latter. Thus, the logical topology graph
has at least as many components as the subgraph consisting of
MSTs in each component of the physical topology graph. It is,
thus, sufficient to show that this subgraph satisfies the degree
constraint of a logical topology graph. Now, consider each com-
ponent of the physical topology graph separately. Since each
component is connected, then by Lemma 1, the MST in it sat-
isfies the degree constraint of a logical topology graph. Thus, a
collection of such disjoint MSTs satisfies the degree constraint
of a logical topology graph.
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Lemmas 1 and 2 show that constructing an MST in the phys-
ical topology graph will provide a logical topology graph which
1) is connected if connectivity is feasible and 2) consists of the
minimum number of components if connectivity is not feasible.

Let the physical topology graph have links and nodes.
Then, an MST can be constructed in a centralized manner with
time complexity [6]. A distributed construction has
time complexity and exchanges
messages [7].

The design of a logical topology is not complete without as-
signing master/slave/bridge roles to the nodes. Since an MST is
a bipartite graph, and all nodes have degree less than or equal
to 6, any one partition can be selected as the master set, and the
other partition as the slave set. Since we would like to minimize
the degree of the bridge nodes, the partition with the smallest
degree can be chosen as the slave set.

The MST-based algorithm has, however, some disadvan-
tages. First, if all nodes have low degrees, which is typically
going to be the case in an MST, then the end-to-end path
between certain nodes may be long, and this causes large
end-to-end delay. Thus, the piconet size can be a design param-
eter. We need to tune the degree of masters to a certain desired
value, and the degree of bridges to a different, possibly lower
value. The MST algorithm does not allow us to selectively
decrease the degrees of the bridges, once the universal degree
constraint of 7 is satisfied. We next propose algorithms that
can accommodate such a discriminatory treatment, and more
importantly, are capable of generating connected topologies
when the simplifying assumptions of this section do not hold.

C. Topology Formation Algorithms for Networks With Nodes
in 3-D Space

We assume that nodes are located in 3-D space and can have
different communication ranges. Robins et al. [8] showed that
in a 3-D scenario the degree of an MST can be as large as 14,
even when all nodes have the same communication range. As
a result, enabling an MST-based algorithm to find a connected
topology in a 3-D space requires that we relax Bluetooth’s con-
straint to allow up to 15 (instead of 7) active slaves in a piconet.
Similarly, when communication ranges are different, even in
the two-dimensional (2-D) case, the degree of an MST can ex-
ceed 7 (Fig. 4). Hence, the problem needs to be investigated
in the framework of a minimum degree spanning tree, which
is an NP-hard problem (Section III). We, therefore, investigate
heuristics and approximation algorithms.

We next present a topology design procedure that provides a
“knob” for separately tuning the degrees of masters and bridges.
This is based on an approximation algorithm [minimum degree
spanning tree (MDST)] guaranteed to generate a spanning tree
with degree at most one more than the minimum possible value
in any arbitrary graph (see [9, pp. 272–276]). Thus, MDST gen-
erates a connected logical topology in “most” of the instances in
which connectivity is feasible. Specifically, the only exception
occurs when MDST generates a spanning tree of degree 8 and
there exists a connected logical topology with degree 7. MDST
starts with any spanning tree, and replaces edges from vertices
of high degree with those from vertices of low degree. Refer

Fig. 4. An example where an MST in a physical topology graph has a degree
of 8. Here, nodes are on a 2-D plane and nodes m, v, and u have transmission
ranges 100 m, while all other nodes have transmission range 10 m. The solid
lines show the MST. Node m has a degree 8.

Fig. 5. We explain the operation of the MDST algorithm in this figure. Let the
MDST algorithm start with the spanning tree shown in the figure. Node v has
degree 8, while all other nodes have degree less than 5. Node v is marked as
“bad,” and all other nodes are marked as “good” (since their degrees are less
than d � 1 = 8 � 1 = 7). Now, the algorithm considers the cycle generated
when edge (u, x) is added to the tree. The degree of node v can now be reduced
by including edge (u, x) in the tree and deleting one of the edges (u, v) or (v, w).

to Fig. 5 for an illustrative example. MDST runs in polynomial
complexity .8

We now discuss how to extend MDST to separately control
the degrees of the masters and bridges. The goal is to first sat-
isfy a degree constraint of, say, for all vertices (where is the
desired maximum number of slaves in a piconet and ),
and then reduce the maximum degree of the bridges to a de-
sired value, . For this, we use MDST to decrease the degree
of a spanning tree generated by breadth first search (BFS) to

. Now, edges originating from slaves with degree greater than
are removed from the spanning tree, and replaced by those

originating from the masters with degree less than and slaves
with degrees less than . The pseudocode for this extension,
which is referred to as extended-MDST (E-MDST), follows.

Step 1) Execute MDST on a spanning tree generated by
BFS.

8More precisely, the run time is O(V E�(V;E) logV ), where � is the in-
verse of Ackermann’s function and grows slowly. For all practical purposes,
�(V;E) can be treated as a constant [9].
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TABLE I
DEGREE STATISTICS FOR THE THREE PROPOSED ALGORITHMS. N IS THE NUMBER OF NODES;
M IS THE AVERAGE DEGREE OF MASTERS; M IS THE MAXIMUM DEGREE OF MASTERS;
B IS THE AVERAGE DEGREE OF BRIDGES; B IS THE MAXIMUM DEGREE OF THE BRIDGES

Step 2) Let MDST output a spanning tree with degree .
Step 3) The partition with a larger maximum degree is the

master set and the other partition is the slave/bridge
set. Consider the physical topology graph with
edges between the master and slave sets only.

Step 4) Terminate if the maximum degree in of the
slave set is less than or equal to .

Step 5) Mark all master nodes of degree and all slave
nodes of degree and as “bad.” A vertex
is marked “good” if it is in the “forest”

.
Step 6) While there exists an edge of that connects two

different components of .
a) Consider the cycle generated by spanning

tree together with .
b) If has a slave node of degree , then

denote the edge in incident on as , update
by , and go to Step 4).

c) If does not have any slave node of de-
gree , then mark all “bad” vertices in as
good. Update by combining the components
along and these newly marked vertices into
a single component.

Step 7) Output .
We tested MST, MDST, and E-MDST in networks with nodes

whose and coordinates are uniformly distributed in a square
of size 1 unit and coordinates uniformly distributed between
0 and 0.3 units. We also consider “clustered networks,” where
the coordinates of the nodes are selected as above, but the
and coordinates are clustered. Three square clusters of size
0.4 each are placed randomly in a square of size 1. A node may
belong to one of the three clusters, or it may not belong to any
cluster. These four events are equiprobable. If a node belongs to
a cluster then its and coordinates are uniformly distributed
in the corresponding square, otherwise, these are uniformly dis-
tributed in the original square of size 1 unit. For each of these
two types of node distributions, we evaluate the performance of
the algorithms for different number of nodes (25, 50, 100) and
two different transmission radii (0.4 and 0.6 units), averaging
the results over 100 runs. In all scenarios, node degrees remain
well below 7. Table I shows the results with transmission radius
of 0.4 units. The average degree of the masters indicate
that E-MDST achieves its objective of generating a “bushier”
topology, while at the same time attaining a small average de-
gree for the bridges (around 2.7). The results remain similar in
the 2-D case and for other node distributions and transmission
radii in the 3-D case.

We conclude that all algorithms (MST, MDST, and E-MDST)
easily achieve the degree bound imposed by Bluetooth, even

in the 3-D case for which MST could possibly yield a degree
larger than 7. Hence, the added complexity of MDST over MST
does not appear warranted. However, when comparing MST and
E-MDST, we see that the latter yields much more compact trees.
This motivates considering E-MDST, despite its greater com-
plexity, given that long trees can significantly degrade the net-
work’s performance [4].

V. TOWARDS DISTRIBUTED AND DYNAMIC ALGORITHMS

In this section, we first illustrate how an MST-based algo-
rithm can be extended to operate in a distributed and dynamic
setting. Since this extension is complex, even for an algorithm
as simple as MST, we then introduce an algorithm that is inher-
ently distributed and provides similar, albeit somewhat weaker,
analytical guarantees.

A. Distributizing an MST-Based Algorithm

An MST can be constructed by distributed computation
at the nodes. Gallager et al. [7] show how Prim’s algorithm
(see [6, p. 505]) for constructing an MST can be distributized.
A node only needs to know an ordering of the weights of its
incident edges. In the Bluetooth setting, a node can acquire this
knowledge by measuring the signal strength of the synchroniza-
tion messages sent by its neighbors. If all nodes transmit these
messages at the same power level, the signal will be stronger
for a neighbor that is closer.

The logical topology needs to be constantly updated due to
changes in the physical topology. These changes occur because
nodes move and new nodes join and existing nodes leave the
system. The spanning tree needs to be updated in response to
these topology alterations. See [10] and [11] for efficient algo-
rithms for the dynamic update of MSTs.

The complexity of a distributed and dynamic version of the
MST algorithm can, however, be high. In the distributed im-
plementation, nodes are initially singletons, and they gradually
merge to form fragments which again merge in order to finally
yield an MST. The nodes need to maintain and broadcast a frag-
ment ID, as well as certain information about their outgoing
edges in order to decide in a distributed manner which edges
to add next [7], [10]. Sniff windows must be established and
continuously updated for enabling this exchange of information.
But as discussed in Section II, this is a complicated task. More-
over, because of the distributed operation, some nodes will be
assigned dual roles. Consider, for example, two fragments
and that are trying to merge by forming a link between nodes
A (which belongs to ) and B (which belongs to ). If both A
and B are masters (or slaves) in their piconets, then forming the
link means that one of the two nodes will have to assume a
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dual role, or invoke a complex role switching operation for all
the nodes in one of the two fragments.

All these complications motivate the consideration of a sim-
pler distributed algorithm that provides weaker analytical guar-
antees than an MST, but may offer a better tradeoff between
performance and complexity.

B. Fully Distributed and Dynamic Algorithm

We now describe a fully distributed and dynamic algorithm,
that results in a topology known as the relative neighborhood
graph (RNG) in computational geometry [12]. We refer to this
algorithm as the RNG algorithm. RNG adds links as and when
they are discovered. Let denote the Euclidean distance be-
tween nodes and . RNG adds a link between two nodes
and in the logical topology if and only if and are in each
others transmission range and for
any other node which is in ’s and ’s transmission ranges
(“RNG rule”). After RNG has added , if a node that vio-
lates the above condition is discovered, then RNG deletes .
Fig. 6 illustrates this rule.

We assume that each node knows its neighbors in the phys-
ical topology graph . A node also knows an ordering among
the Euclidean distances between its neighbors from power mea-
surements and subsequent information exchange with its neigh-
bors. Observe that the addition and/or deletion of a link do not
affect any other link additions or deletions, and depend only on
local information. Hence, there is no need to broadcast any in-
formation throughout the graph. Thus, RNG exchanges fewer
messages and is simpler than the distributed MST algorithm.

Lemma 3: RNG generates a topology that is a superset of the
MST.

Proof of Lemma 3: For simplicity, we assume that there
exists a unique MST. Let there exist an edge that is chosen
by the MST algorithm but not by the RNG algorithm. Thus,
there exists a node such that and are less than
or equal to . Note that in the MST, at least one of the paths,

to , or to must use the link (else there is a cycle).
Let the path between and use this link. Thus, edge
does not exist (else there is a cycle). Thus, add edge to the
MST. The earlier path from to forms a cycle with edge ,
and this cycle contains edge (as is in the path between

and by assumption). Remove edge from the MST, to
construct a spanning tree whose weight is not more than that of
the earlier MST (since ).

Observe that the above proof holds for any link weights
(not just for Euclidean distances). Thus, the lemma holds for all
graphs. The following corollary follows directly from Lemma 3.

Corollary 1: RNG generates a connected logical topology.
Unlike in an MST, there may be multiple paths between any

two nodes in an RNG. Thus, an RNG has better connectivity
than an MST.

Now, assume that nodes are on a plane and have equal trans-
mission radii. Then, we prove that RNG satisfies the degree con-
straint of Bluetooth in most cases.

Lemma 4: Let all nodes be on a plane and have equal
transmission radii. Let different pairs of nodes have distinct
Euclidean distances. Then, the degree of any node in the logical
topology generated by RNG is at most 6.

Fig. 6. The two circles in the figure have radii jABj and centers A and
B, respectively. RNG would add link AB, if there is no other node in the
intersection of the circles (shaded area). Link AB is not added in this case as
node C is in the shaded area.

Proof of Lemma 4: Let the degree of a node in the log-
ical topology generated by RNG exceed 6 (refer to Fig. 3 for
an illustration). Then, there exist at least two nodes , such
that RNG selects edges and , and the angle
is less than or equal to . Without loss of gen-
erality, let . Note that

by assumption. Let , where by our assump-
tions . From standard geometry, we have that

. Since , we have
that , and using the relation , we get

. Thus, .
Since RNG selects edge and all nodes have equal transmis-
sion ranges, is in both ’s and in ’s transmission ranges.
Thus, RNG will not select edge , which contradicts our as-
sumption that node has degree greater than 6.

Note that different pairs of nodes have distinct Euclidean
distances with probability 1 if the and coordinates of the
nodes are independent continuous random variables with arbi-
trary density functions. Thus, this condition is satisfied in many
practical instances. However, if different pairs of nodes have
equal Euclidean distances, then a slight modification of RNG
still satisfies the degree bound of 6 [13].

The overall RNG algorithm works as follows. Two nodes
and that have recently discovered each other, first decide as
per the RNG rule9 whether to form a connection (i.e., add the
link between them to the logical topology). If a connection is
to be formed, and next decide on their respective roles as
masters and/or slaves, according to the following rules. Let
have a higher ID than .

Case 1) When a node powers on, it has an unassigned state.
Case 2) Let and have unassigned states when they dis-

cover each other. Then, becomes master, and
becomes a slave in ’s piconet.

Case 3) When one node is unassigned and the other is a
master, the unassigned node becomes a slave in the
piconet of the master if the piconet has less than
seven slaves.

Case 4) When one node is unassigned and the other is a
slave, the unassigned node becomes the master of

9A link is not added if one of the incident nodes has a degree of 7. This sit-
uation may arise when nodes are in 3-D space or have unequal transmission
ranges.
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TABLE II
EVALUATION OF THE RNG ALGORITHM IN A 3-D CLUSTERED TOPOLOGY. N IS THE NUMBER OF

NODES; E IS THE NUMBER OF EDGES IN THE RESULTING TOPOLOGY; D IS THE AVERAGE

NUMBER OF NODES WITH DEGREE i; M IS THE AVERAGE DEGREE OF MASTERS;
B IS THE AVERAGE DEGREE OF BRIDGES; M=S IS THE NUMBER OF NODES

WITH A DUAL ROLE; D IS THE AVERAGE DEGREE OF DUAL ROLE NODES

a new piconet and the other node joins the piconet
as a slave (bridge).

Case 5) If neither nor is unassigned, then we consider
the following cases separately.
a) If both are masters, then becomes ’s slave

(bridge).
b) If one is a master and the other is a slave in

a different piconet, then the slave becomes a
bridge between the two piconets.

c) If both are slaves, then becomes the master
and becomes the slave (bridge).

Thus, some nodes assume dual roles, i.e., they are both a
master and a slave [Cases 5a) and 5c)]. This cannot be avoided
as the resulting graph is not necessarily bipartite. This situation
is not desirable even though the Bluetooth standard allows it.
We, therefore, assess the percentage of dual role nodes.

We evaluated the RNG algorithm in the same topologies we
considered for MST, MDST, and E-MDST (see Section IV-C).
In all scenarios, the degrees of the nodes are below 6 (Table II).
The percentage of nodes that have to play a dual role is approxi-
mately between 17% and 19% of the total number of nodes, but
their average degree is still low (around 2.7). The simplicity of
the RNG algorithm together with its ability to meet the degree
constraint that Bluetooth imposes, make it appealing for prac-
tical implementation. However, as we show in the next section,
implementing even this simple algorithm in a realistic setting is
challenging, and more importantly, its performance may not be
adequate.

VI. INVESTIGATING THE RNG ALGORITHM FURTHER

This section is devoted to investigating the behavior of
the RNG algorithm in terms of its ability to form connected
topologies in reasonably large ad hoc networks. Our focus
is twofold. First, we want to assess RNG’s performance in
a realistic setting and for a variety of scenarios. Second, we
want to compare the RNG algorithm with several existing
topology formation algorithms that have been proposed by
others. Our main purpose for performing such a comparison
is to establish that the conclusions we reach based on the
performance of the RNG algorithm, extend to systems using
other algorithms as well. Specifically, while be believe that
the combination of a native distributed operation, minimum
reliance on external information (i.e., only the relative distance
between nodes is needed), and strong algorithmic guarantees
make the RNG algorithm an ideal candidate for topology
formation in Bluetooth, we also want to ensure that this is
not achieved at the cost of significantly lower performance

(i.e., much larger topology formation times) when compared
with other alternatives.

For the purpose of evaluating the performance of the RNG
algorithm in a realistic setting, we developed a low level emu-
lator of the Bluetooth protocol stack. The neighbor discovery
process, i.e., the inquiry/inquiry_scan and page/page_scan
modes, is modeled as described in the Bluetooth specifications
[1]. The emulator also includes a limited version of the HCI
layer, the interface that allows the control layer to communicate
with the lower layers of the stack. The emulator controls the
operation of the nodes and gets the information needed for
topology formation via specific HCI commands and events
(see [1, pp. 373–579]). For example, the emulator computes
the distances between the devices from the strength of the re-
ceived signal, which can be measured by using the Read_RSSI
command of HCI. Other commands allow the control layer
to instruct nodes to switch between Inquiry and Inquiry_scan
modes, create a connection, accept a connection request, etc.

We test the performance of the RNG algorithm in several
different scenarios and for different numbers of nodes. In all
scenarios, nodes are powered on at random times that are uni-
formly distributed in an interval between 0–3 s, and node po-
sitions are generated as described in Section IV-C. During our
initial experiments, we allow nodes to conduct device discovery
and topology formation in parallel. When two nodes discover
each other, they decide whether to form a logical link as per
the RNG rule. However, for simplicity, if two nodes decide to
form a logical link, they follow the default Bluetooth behavior,
namely, the node performing inquiry becomes the master and
the node performing inquiry-scan becomes the slave (or bridge).
This differs from the role selection rule specified in Section V-B,
which would have required the implementation of a more com-
plex role switching capability. Our goal in following the default
Bluetooth behavior is to evaluate the percentage of dual role
nodes it would produce and, therefore, better assess the need
for implementing a more complex approach that would also af-
fect the time required to form a stable, connected topology.

In addition to basic topology statistics such as average and
maximum degrees of nodes of different types and percentage
of dual role nodes, we also track several other parameters of
interest. The first is the average time required to con-
verge to the final topology. Convergence to a stable topology
is obviously important, as it affects the time taken by routing
algorithms to converge and effectively deliver information. We
also consider the average time required to form a connec-
tion (measured from the start of Inquiry until the connection is
formed) and the average time a node requires to establish
its first link. The latter should be representative of the time it
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TABLE III
EVALUATION OF THE RNG ALGORITHM IN A DYNAMIC SCENARIO WITHOUT DATA TRANSFER

TABLE IV
EVALUATION OF THE RNG ALGORITHM IN A DYNAMIC SCENARIO WITH DATA TRANSFER

would take a new node to connect to an existing network. We
consider both the case of nodes spending all their time doing
topology formation (Table III), and of nodes that spend 15% of
their time10 in data transmission mode (Table IV) during which
they are, therefore, not available for topology formation.

In conformance with the results of Section V-B all exper-
iments produce a connected topology (when one exists), and
the degrees of all nodes are kept below 7. Due to the device
discovery scheme of Bluetooth, the average time to connect

is around 10 s, while a node may have to wait about
20 s before entering an existing topology. We next in-
vestigate and observe that even in the ten-node case,
it takes about 1 min to form a stable topology. This time in-
creases to nearly 7 min when the number of nodes goes up to
100. When nodes are allowed to spend 15% of their time in
“data transfer” mode, as expected, the time increases even fur-
ther (Table IV). In addition and consistent with our expectations,
the percentage of nodes that assume a dual role is substantially
higher in this version of RNG than for the one presented in
Section V-B (Table II). This is caused by the difference in the
master-slave role selection rules between the two versions of
RNG. Allowing role switching as proposed in Section V-B can
help lower the number of dual role nodes down to about 20%
(see Table II), which while still high, it may be worth the added
complexity.

Those results indicate that even under relatively benign condi-
tions, e.g., no node mobility, homogeneous transmission ranges,
etc., and using a simple distributed algorithm such as RNG,
forming stable connected topologies in large (of the order of 100
nodes or more) ad hoc Bluetooth networks may take too long to
be practical.

Our next step is to confirm those conclusions by comparing
the results obtained for the RNG algorithm to data available for
other algorithms. Several scatternet formation algorithms have
been previously proposed in [15]–[20], and from the results re-

10This is approximately the time that a slave spends in data transmission if its
master has seven slaves. Obviously, masters and bridges will in general spend
more time transmitting data. Our model corresponds, therefore, to an optimistic
scenario for topology formation.

ported on their performance (see Table VI11), it appears that they
yield significantly lower topology formation times. It is, there-
fore, important to determine whether this difference is attribut-
able to deficiencies in the RNG algorithm. Upon investigating
the characteristics of the above algorithms, and more impor-
tantly the operating assumptions used when evaluating them, it
appears that there are two main reasons behind the reported dif-
ferences in performance. The first one is a different model for
how node discovery and topology formation are carried out, and
the second is a different definition of topology formation time.
Specifically, the results are obtained by sequentially carrying out
node discovery for a fixed amount of time, and only then initi-
ating the topology formation part. In particular, Basagni et al.
[14] assumed in their evaluation of several different algorithms
that topology formation was preceded by a fixed 20-s period
of node discovery. In addition, the times reported for topology
formation are not always the times until a stable topology has
formed, and instead often measure the time it takes to first form
a connected topology.

Those two differences, and especially the first one, i.e.,
sequentially performing the node discovery and topology for-
mation, introduces several significant limitations. First, because
device discovery is executed only for a fixed amount of time,
not all nodes and links are discovered. Thus, it is possible that
some nodes are ultimately unable to communicate. Second,
since the full physical topology is not discovered, the ana-
lytical guarantees offered by the MST algorithm (Lemma 4),
the RNG algorithm (Lemma 1), and several other algorithms,
e.g., [15], [17], [19], and [21], no longer hold. Specifically,
Basagni et al. [14] show that for a network of 110 nodes,
after 20 s of device discovery, a node only discovers about
88% of its neighbors. If connectivity depends on the remaining
12% of the neighbors, then the algorithms will obviously fail
to construct a connected topology. Both of those issues are
probably not of much significance in small ad hoc networks,

11Table VI reports the topology formation times for most of those algorithms,
as well as additional information regarding their main features. Statistics for
LSBS [21], BlueTrees [18], Bluenet [19], and BlueStars [20] were taken from
[14] as it provides a detailed comparison of those algorithms. Statistics for the
remaining algorithms were taken from the original papers. Note that in several
instances, those statistics were obtained using simulators instead of low-level
emulators and, thus, the resulting estimates may be somewhat optimistic.
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TABLE V
EVALUATION OF THE RNG ALGORITHM: TIME TO FORM THE FIRST

CONNECTED TOPOLOGY (USING THE ORIGINAL DEVICE DISCOVERY

SCHEME) AND TIME TO FORM A STABLE TOPOLOGY WHEN

FOLLOWING THE DEVICE DISCOVERY SCHEME OF [14]

i.e., around ten nodes, where a discovery phase of 20 or even
10 s will typically be sufficient to discover all nodes, but are
likely to result in much more severe problems in large-scale
networks. Third but not least, the enforcement of a fixed dis-
covery period that precedes topology formation is difficult, if
not impossible, to be implemented in a dynamic environment
where nodes power on and off or are mobile.

We believe that the definition of topology formation time
and the methodology (parallel and ongoing node discovery and
topology formation, progressive power-up of nodes, etc.) used
in our experiments with the RNG algorithm, provide for a more
realistic and meaningful assessment of topology formation
in large Bluetooth ad hoc networks. Nevertheless, in order to
allow for a consistent comparison of RNG and the algorithms
of Table VI, we perform additional experiments. The first set of
experiments still uses our original assumption of parallel and
ongoing node discovery and topology formation, but instead of
measuring the time it takes for RNG to form a stable topology,
we instead track the time it takes to first form a
connected topology. The second set of experiments reproduces
the operating conditions of [14], and tracks the time
for RNG to form a topology in such a setting. Those results are
shown in Table V, where the column labeled reports
on the first set of experiments, and the column labeled
on the second.

From the values reported for in Table V, we see
that the time taken by RNG to first form a connected topology
is much smaller12 than the time (from Tables III and
IV) it takes for this topology to stabilize. This is because the
“device discovery” process constantly discovers new nodes and
links, which occasionally modifies the topology. As discussed
earlier, it is difficult for routing to converge until the topology
has settled, which may affect reliable data delivery. Thus, we
believe that is a more realistic measure of the time it
would take before an ad hoc network forms and becomes oper-
ational. Turning to the second column of Table V, we see that
when evaluating RNG in a manner consistent with that used
to evaluate other algorithms, it yields similar topology forma-
tion times. This confirms our initial assessment that the larger
topology formation times we had initially observed for RNG
are essentially caused by the different operating assumptions we
used. As discussed earlier, we believe that our assumptions are
more representative of a realistic environment. It should also
be pointed out that there are other differences between RNG
and some of the algorithms of Table VI. In particular, several
of them assume that all nodes are within communication range,

12And much closer to the topology formation times of algorithms in Table VI.

which essentially eliminates the connectivity constraint but is
unlikely to hold in large scale networks.

Finally, we want to point out that there are several additional
difficulties in forming stable, connected topologies in large ad
hoc networks that neither our Bluetooth emulator nor any of
the other simulation results mentioned in Table VI have mean-
ingfully incorporated. One of these factors is the establishment
of compatible sniff windows across piconets. Another aspect
is node mobility, which would require constant changes to the
topology and possibly frequent renegotiations of sniff windows
in the different piconets. Both of these are likely to increase
topology convergence times, so that the reported figures should
probably be considered “best case scenarios,” especially for
large numbers of nodes. These, together with long topology
formation times and the emergence of a relatively large number
of dual role nodes, are the bases for our general conclusion that
the deployment of Bluetooth as a core technology for building
large-scale ad hoc networks is unlikely, especially given the
availability of seemingly more suitable alternatives such as
802.11.

VII. RELATED RESEARCH

We briefly mention a number of previous works that have
been motivated by the ambition to use Bluetooth in ad hoc
networks. They span two related areas: 1) assessing the po-
tential of Bluetooth in comparison to other technologies and
2) developing algorithms for forming and maintaining network
topologies.

Johansson et al. investigate the suitability of Bluetooth as a
networking technology [23], [24]. The authors identify Blue-
tooth’s potential in building personal area networks [23]. They
compare Bluetooth to IEEE 802.11 and conclude that in small
personal area networks, Bluetooth is better suited than IEEE
802.11. Their conclusions do not apply to large ad hoc networks
as they do not consider topology formation and the effects of de-
vice discovery.

A few authors have already acknowledged that building Blue-
tooth-based networks is complex. Basagni et al. [14] identify
several problems that the Bluetooth technology gives rise to.
They observe that the device discovery process consumes a lot
of time, and propose modifications to the Bluetooth standard
that may make its operation more efficient. They conclude that
forming scatternets is still a formidable task. Liu et al. [25]
present an on-demand approach for building a path between
Bluetooth devices. However, the delay incurred in their route
discovery process is large. Moreover, their results suggest that
scatternets face scalability problems. Zheng et al. [26] briefly
comment on the complexity of Bluetooth when comparing it to
other technologies. Law et al. [15] mention that the problem
of collisions of paging messages becomes significant when the
number of nodes exceeds 64. Salonidis et al. [27] prove that the
average delay involved in synchronizing two nodes is infinite if
the nodes rely on a deterministic pattern of alternating between
paging and paged modes. This is another issue that is irrele-
vant when Bluetooth is used as a wire replacement technology,
but that is important in a networking context. Chiasserini et al.
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TABLE VI
COMPARISON OF VARIOUS TOPOLOGY FORMATION ALGORITHMS

[28] consider procedures to handle topology changes in an al-
ready existing Bluetooth network. Kallo et al. [29] also consider
topology maintenance.

BTCP [27] describes a leader election process to control
the topology formation process. It requires all nodes to be in
each others transmission range in order to carry out the leader
election. This condition is unlikely to hold in general, and
also means that the leader election approach of BTCP is not
truly a distributed algorithm since all nodes have access to
global information to elect a leader. Barrière et al. [30] have
proposed a dynamic and distributed algorithm that is capable of
achieving not only connectivity, but also of controlling the size
of piconets, as well as the desired degrees of masters and slaves.
However, it requires that all nodes be capable of communicating
with each other, which will often not hold. Finally, Marsan et
al. [31] formulate an integer linear program for computing the
“optimal” Bluetooth topology. The complexity of the proposed
algorithm is, however, high. Furthermore, the integer linear
program can only be solved in a centralized manner.

As discussed earlier, several topology formation algorithms
have been proposed and evaluated, and Table VI summarizes
their main properties and performance. Additional comments
and clarification regarding the properties of the different algo-
rithms are provided in the notes that accompany Table VI. None
of the distributed algorithms listed in Table VI are guaranteed
to produce connected topologies that satisfy the degree con-
straints of Bluetooth in general settings. This can be explained
by our result that satisfying both requirements is an NP-hard
problem. Like the MST and RNG algorithms we presented in
Sections IV-B and VI, BlueMesh [17] and LSBS [21] satisfy
both these requirements only when nodes are on a plane and
have equal transmission ranges. In addition, LSBS assumes

that each node knows its own and its neighbors’ locations.
This requires additional hardware, e.g., a GPS receiver and
is, therefore, not consistent with Bluetooth’s design goal of
providing low cost energy-efficient transceivers. By using the
relative neighborhood graph structure, which is a subset of the
geometric structure (Delauney triangulation) that LSBS uses,
the RNG algorithm achieves similar connectivity and degree
constraint guarantees as LSBS, but does not require nodes to
be location aware.

Notes on Table VI.

1) Tan et al. [16] do not provide statistics on the percentage
of nodes that assume a dual role. However, since compo-
nents (subtrees) merge only from their root nodes, some
roots will have to assume a dual role. The nodes can sub-
sequently switch their roles, but switching roles would re-
quire network-wide changes.

2) Petrioli et al. [17] mention that on average about four
iterations are required to complete the scatternet forma-
tion process for 120 nodes. However, there is no infor-
mation on how much time each iteration takes. Moreover,
there is no information on how much time the first phase
(topology discovery) of the protocol takes. Given the re-
sults of [14], it is likely that each node takes more than
20 s to discover its one- and two-hop neighbors.

3) Since each leader executes SEEK (i.e., Inquiry) or SCAN
(i.e., Inquiry_Scan) using a randomized procedure, some
nodes will have dual roles. However, no statistics on the
percentage of nodes that assume a dual role are available.

4) The authors focus on the case where all devices are within
range. However, in [14, Sec. 8.3, p. 11], they discuss a
scenario allowing out of range devices, and mention that
in this case the degree constraint is not guaranteed.
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5) For uniform comparison (as in [14]), we report the run-
ning time of the algorithm when devices discover each
other for 20 s (Table V).

VIII. CONCLUSION

In this paper, we investigate the feasibility of using Blue-
tooth as the base communication technology in large-scale ad
hoc networks, a task that significantly exceeds its initial scope
of a “wire replacement” technology. Our investigation is mo-
tivated by Bluetooth’s design paradigm that is fundamentally
different from that of competing technologies such as IEEE
802.11. We focus on the basic aspect of topology formation as
it illustrates the problems that Bluetooth encounters when used
as a networking technology. We first investigate this problem
from an algorithmic perspective to gain a basic understanding of
its fundamental complexity, and establish that deciding whether
there exists at least one connected topology that satisfies the
degree constraint of Bluetooth is NP-hard. This explains why
forming a topology in a short time while satisfying all the Blue-
tooth constraints has remained elusive even after several years
of extensive research. However, we also prove that an MST-
based algorithm is guaranteed to satisfy Bluetooth’s constraints
under some simplifying assumptions. We also propose several
heuristics that satisfy Bluetooth constraints under most con-
ditions and do not rely on those assumptions. Some of these
heuristics can differentially control the degrees of masters and
slaves, and thereby attain a better delay/throughput tradeoff.
These results provide the foundation for an in-depth investiga-
tion of Bluetooth’s implementation complexity and operational
overhead when used as an ad hoc network technology.

For a comprehensive and realistic investigation of Blue-
tooth’s implementation complexity, we designed a detailed
low-level emulator of the Bluetooth stack, and used it to
examine the convergence time and complexity of a simple,
distributed algorithm (RNG) that is capable of satisfying
Bluetooth guarantees in most environments. Our findings are
that although the algorithm succeeds in forming connected
topologies, the time required to generate a stable topology in
the presence of a large number of nodes is large enough that it
is unlikely to be practical. Furthermore, the presence of a large
percentage of dual role nodes substantially impacts the network
throughput. These already poor results would only worsen if
all the other constraints imposed by the Bluetooth protocol,
e.g., sniff window negotiations, handling of node mobility and
topology adjustments, etc., were taken into account. Several
topology formation algorithms proposed by other authors also
perform similarly. As a result, we believe that in spite of the sig-
nificant attention it has received over the past few years and the
many interesting proposals and results it has generated, Blue-
tooth’s inherent complexity as a networking protocol makes
it unlikely that it will be widely used in building large ad hoc
networks. Nevertheless, it is certainly possible for Bluetooth to
be successfully used in building small ad hoc networks, where
the issue of topology formation is of much lesser concern.
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