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Abstract—Within the realm of network security, we interpret the
concept of trust as a relation among entities that participate in var-
ious protocols. Trust relations are based on evidence created by the
previous interactions of entities within a protocol. In this work, we
are focusing on the evaluation of trust evidence in ad hoc networks.
Because of the dynamic nature of ad hoc networks, trust evidence
may be uncertain and incomplete. Also, no preestablished infra-
structure can be assumed. The evaluation process is modeled as
a path problem on a directed graph, where nodes represent enti-
ties, and edges represent trust relations. We give intuitive require-
ments and discuss design issues for any trust evaluation algorithm.
Using the theory of semirings, we show how two nodes can estab-
lish an indirect trust relation without previous direct interaction.
We show that our semiring framework is flexible enough to express
other trust models, most notably PGP’s Web of Trust. Our scheme
is shown to be robust in the presence of attackers.

Index Terms—Trust evaluation, trust metric, trust model,
semiring.

I. INTRODUCTION

HE NOTION of trust, in the realm of network secu-

rity, will for our purposes correspond to a set of relations
among entities that participate in a protocol [1]. These relations
are based on the evidence generated by the previous interac-
tions of entities within a protocol. In general, if the interactions
have been faithful to the protocol, then trust will “accumulate”
between these entities. Exactly how trust is computed depends
on the particular protocol (application). The application deter-
mines the exact semantics of trust, and the entity determines
how the trust relation will be used in the ensuing steps of the
protocol. Trust influences decisions like access control, choice
of public keys, etc. It could be useful as a complement to a
public key infrastructure (PKI), where an entity would accept
or reject a public key according to the trustworthiness of the
entities that vouch for it (i.e., have signed a certificate for
it)—this is the idea behind PGP’s Web of Trust [2]. It can
also be used for routing decisions: Instead of the shortest path,
we could be looking for the most trusted path between two
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nodes [this has been already proposed in peer-to-peer (P2P)
networks [3]].

For an illustration associated with public keys, suppose that
entity A wants to determine the public key that entity B controls.
In this case, the trust relation would be: “A does (or does not)
believe that B’s key is Kp.” A and B have had no previous inter-
actions, hence no trust relation, so A has to contact entities that
have some evidence about B’s key. Relevant pieces of evidence
in this case are certificates binding B’s key to B’s identity. Also,
the trustworthiness of the entities that issued these certificates
should be taken into account.

In a regular PKI with a trusted third party (TTP), A would
now contact the TTP for B’s key. Since the TTP is trusted by ev-
eryone, A would believe that B’s key is what the TTP provided,
and that would be the end of the story. In this paper, however,
we do not assume the existence of any globally trusted entity: on
the contrary, everything is up to the individual nodes of the net-
work. They themselves sign certificates for each other’s keys,
and they themselves have to judge how much to trust these cer-
tificates and, essentially, their issuers. If A has had previous in-
teractions with these issuing entities, then their public keys as
well as their trustworthiness will be known to A, who will now
decide whether to accept Kp as B’s key or not. Otherwise, the
same steps will have to be repeated to establish a trust relation
with the issuing entities, recursively, until A can reach a deci-
sion, which could very well be that there is not (trustworthy)
enough evidence to establish the relation. This is what the trust
computation algorithm does (Section III-D4), but in a forward
way: A first computes trust values for his one-hop neighbors,
then two-hop, and so on until the destination is reached (or, in
the general case, until A has computed a trust value for all other
entities).

The specification of admissible types of evidence, the genera-
tion, distribution, discovery, and evaluation of trust evidence are
collectively called Trust Establishment. In this paper, we are fo-
cusing on the evaluation process of trust evidence in ad hoc net-
works, i.e., we are focusing on the trust metric itself. In partic-
ular, we are not dealing with the collecting of evidence from the
network, and the accompanying communication and signaling
overhead. This issue is important, and obviously needs to be ad-
dressed in a complete system.

We will be using the terms “trust evaluation,” “trust compu-
tation,” and “trust inference” interchangeably. The evaluation
process is formulated as a path problem on a weighted, directed
graph. In this graph, nodes represent users, and edges represent
direct trust relations, weighted by the amount of trust that the
first user places on the second. Each user has direct relations
only toward the users he has interacted with, so all interactions
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are local (in the trust graph). The aim is to establish an indirect
relation between two users that have not previously interacted;
this is achieved by using the direct trust relations that interme-
diate nodes have with each other. Hence, we assume that trust
is transitive, but in a way that takes into account edge weights,
too.

Ad hoc networks are envisioned to have dynamic, sometimes
rapidly changing, random, multihop topologies which are
composed of bandwidth-constrained wireless links. The nodes
themselves form the network routing infrastructure in an ad hoc
fashion [4]. Based on these characteristics, we are imposing the
following three main constraints on our scheme:

First, there is no preestablished infrastructure. The computa-
tion process cannot rely on, e.g., a TTP. There is no centralized
PKI, Certification Authorities, or Registration Authorities with
elevated privileges.

Second, evidence is uncertain and incomplete. Uncertain, be-
cause it is generated by the users on the fly, without lengthy
processes. Incomplete, because in the presence of adversaries
we cannot assume that all friendly nodes will be reachable: the
malicious users may have rendered a small or big part of the
network unreachable. Despite the above, we require that the re-
sults are as accurate as possible, yet robust in the presence of at-
tackers. It is desirable to, for instance, identify all allied nodes,
but it is even more desirable that no adversary is misidentified
as good.

Third, the trust metric cannot impose unrealistic communica-
tion/computation requirements. Although, we are not modeling
or measuring the communication in any detail, we are looking
for a scheme that would lend itself to an efficient implementa-
tion. In other words, it should be as light as possible since it is
a complement to the real operation of the network.

We use a general framework for path problems on graphs as
a mathematical basis for our proposed scheme, and also give in-
tuitive requirements that any trust evaluation algorithm should
have under that framework. The formalism of semirings high-
lights that our algorithm is a member of a larger family of well-
studied algorithms, collectively described under the term Factor
Graphs [5], or Generalized Distributive Law [6]. Such algo-
rithms include Dijkstra’s shortest path algorithm, the Viterbi
decoding algorithm, the Kalman filter, etc. So, analytical re-
sults about these algorithms can be directly used. Moreover, be-
cause of a particular property of semirings (distributivity, see
Section III-D), we can do in-network processing of trust ev-
idence, thus reducing the amount of data that needs to reach
the source. In other words, local computation and message ex-
change is possible, which is a feature of all algorithms under the
Factor Graph umbrella. We argue that it is especially useful in
the context of ad hoc networks.

This paper is organized in five sections. After the Introduc-
tion in Section I, Section II describes and comments on trust
design issues that frequently appear in related work. Section III
explains our approach, proposes a flexible mathematical mod-
eling framework for trust computation, and describes intuitive
properties that any scheme under this framework should have. In
Section IV, our proposed scheme is used for actual computation
scenarios, and the results are discussed. Section V concludes the
paper and suggests future directions for improvement.

II. TAXONOMY OF RELATED WORK

In this section, we are examining important issues that should
be considered by designers of trust metrics. For more specific
examples of related work, please see [7].

A. System Model

The most commonly used model is a labeled, directed graph.
Nodes represent entities, and edges represent binary trust rela-
tions. These relations can be (for an edge : — 7): a public key
certificate (issued by ¢ for j’s key), the likelihood that the cor-
responding public key certificate is valid, the trustworthiness of
7 as estimated by ¢, etc.

B. Centralized Versus Decentralized Trust

By centralized trust, we refer to the situation where a globally
trusted party calculates trust values for every node in the system.
All users of the system ask this trusted party to give them in-
formation about other users. The situation described has two
important implications. First, every user depends on the trust-
worthiness of this single party, thus turning it into a single point
of failure. Second, it is reasonable to assume that different users
are expected to have different opinions about the same target;
this fact is suppressed here.

The decentralized version of the trust problem corresponds to
each user being the “center of his own world.” That is, users are
responsible for calculating their own trust values for any target
they want. This “bottom-up” approach is the one that has been
most widely implemented and put into use, as a part of Pretty
Good Privacy (PGP) [2] for public key certification.

Note that the distinction just mentioned refers to the seman-
tics of trust. The actual algorithm used for the computation of
trust is a separate issue: all data may be gathered at a single user,
where the algorithm will be executed; or the computation may
be done in a distributed fashion, throughout the network; or the
algorithm may even be localized, in the sense that each node
only interacts with his local neighborhood, without expecting
any explicit cooperation from nodes further away.

C. Proactive Versus Reactive Computation

This is an issue more closely related to the communication
efficiency of the actual implementation. The same arguments
as in routing algorithms apply: Proactive trust computation uses
more bandwidth for maintaining the trust relationships accurate.
So, the trust decision can be reached without delay. On the other
hand, reactive methods calculate trust values only when explic-
itly needed. The choice depends largely on the specific circum-
stances of the application and the network. For example, if local
trust values change much more often than a trust decision needs
to be made, then a proactive computation is not favored: The
bandwidth used to keep trust values up to date will be wasted,
since most of the computed information will be obsolete before
it is used.

D. Extensional Versus Intensional Metrics

As mentioned in [8], one possible criterion to classify uncer-
tainty methods is whether the uncertainty is dealt with exten-
sionally or intensionally. In extensional systems, the uncertainty
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of a formula is computed as a function of the uncertainties of
its subformulas. In intensional systems, uncertainty is attached
to “state of affairs” or “possible worlds.” In other words, we
can either aggregate partial results in intermediate nodes (in-net-
work computation), or we can collect all data (opinions and trust
topology) at the initiator of the trust query and compute a func-
tion that depends on all details of the whole graph.

For example, the scheme proposed by Jgsang [9] is inten-
sional, whereas ours is extensional. As pointed out by Maurer,
there seems to be a tradeoff between computational effi-
ciency and correctness. Extensional systems are more efficient,
whereas intensional are more correct. For more on this, see the
discussion on the distributivity property (Section III-D).

E. Attack Resistance (Node/Edge Attacks)

Levien [10] suggested a criterion for measuring the resistance
of a trust metric to attackers. First, he distinguished between two
types of attacks: node attacks, and edge attacks. Node attacks
amount to a certain node being impersonated. So, the attacker
can issue any number of arbitrary opinions (public key certifi-
cates in Levien’s case) from the compromised node about any
other node.

Edge attacks are more constrained: Only one false opinion
can be created per each attack. In other words, an attack of this
type is equivalent to inserting a false edge in the trust graph.
Obviously, a node attack is the more powerful of the two, since
it permits the insertion of an arbitrary number of false edges.

The attack resistance of a metric can be gauged by the number
of node or edge attacks, or both, that are needed before the
metric can be manipulated beyond some threshold. For instance,
in [11] Reiter and Stubblebine show that a single misbehaving
entity (a one-node attack) can cause the metric proposed in [12]
to return an arbitrary result.

Here an important clarification has to be made: there are trust
graphs that are “weaker” than others. When, for example, there
exists only a single, long path between the source and the des-
tination, then any decent metric is expected to give a low trust
value. So, the attack resistance of a metric is normally judged
by its performance in these “weak” graphs. This line of thinking
also hints at why intensional systems (group metrics) perform
better than extensional: They take into account the whole graph,
so they can identify graph “weaknesses” more accurately.

F. Negative and Positive Evidence (Certificate Revocation)

It is desirable to include both positive and negative evi-
dence in the trust model. The model is then more accurate and
flexible. It corresponds better to real-life situations, where in-
teractions between two parties can lead to either satisfaction
or complaints. When a node is compromised (e.g., its private
key is stolen) the public key certificates for this node should
be revoked. So, revocation can be seen as a special case of
negative trust evidence.

On the other hand, the introduction of negative evidence com-
plicates the model. Specifically, an attacker can try to deface
good nodes by issuing false negative evidence about them. If, as
a countermeasure to that, issuing negative evidence is penalized,
good nodes may refrain from reporting real malicious behavior
for fear of being penalized.
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Fig. 1. Opinion space.

G. What Layer Should Trust be Implemented in?

An important issue that is often glossed over is the layer
at which the trust protocol will operate. That is, the services
required by the protocol and the services it offers should be
made clear, especially its relationship to other security com-
ponents. As pointed out in [13], some secure routing proto-
cols assume that security associations between protocol enti-
ties can be established with the use of a trust establishment
algorithm, e.g., by discovering a public key certificate chain
between two entities. However, in order to offer its services,
the trust establishment algorithm may often assume that routing
can be done in a secure way. This creates a circular dependency
that should be broken if the system as a whole is to operate as
expected.

III. SEMIRING-BASED TRUST EVALUATION METRICS
A. System Model

We view the trust inference problem as a generalized shortest
path problem on a weighted directed graph G(V, E) (trust
graph). The vertices of the graph are the users/entities in the
network. A weighted edge from vertex ¢ to vertex j corresponds
to the opinion that entity ¢, also referred to as the issuer, has
about entity 7, also referred to as the farget. The weight function
isl(i,7) : V. xV — S, where S is the opinion space.

Each opinion consists of two numbers: the trust value,
and the confidence value. The former corresponds to the is-
suer’s estimate of the target’s trustworthiness. For example, a
high trust value may mean that the target is one of the good
guys, or that the target is able to give high quality location
information, or that a digital certificate issued for the target’s
public key is believed to be correct. On the other hand, the
confidence value corresponds to the accuracy of the trust value
assignment. A high confidence value means that the target
has passed a large number of tests that the issuer has set, or
that the issuer has interacted with the target for a long time,
and no evidence for malicious behavior has appeared. Since
opinions with a high confidence value are more useful in
making trust decisions, the confidence value is also referred
to as the quality of the opinion. The space of opinions can be
visualized as a rectangle (ZERO_TRUST,MAX_TRUST) x
(ZERO_CONEMAX_CONF) in the Cartesian plane (Fig. 1,
for S = [0,1] x [0, 1]).
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Both the trust and the confidence values are assigned by the is-
suer, in accordance with his own criteria. This means that a node
that tends to sign public key certificates without too much con-
sideration will often give high trust and high confidence values.
The opposite holds true for a strict entity. When two such enti-
ties interact, it is important for the stricter entity to assign a low
enough trust value to the less strict one. Otherwise, the less strict
entity may lead the stricter one to undesirable trust decisions.
This situation is easier to picture in the context of Certification
Authorities and public key certification. In that context, a certi-
fication authority A will only give a high trust value to B, if B’s
policy for issuing certificates is at least as strict as A’s and has
the same durability characteristics [1].

Also, it is assumed that nodes assign their opinions based on
local observations. For example, each node may be equipped
with a mechanism that monitors neighbors for evidence of ma-
licious behavior, as in [14]. Alternatively, two users may come
in close contact and visually identify each other, or exchange
public keys, as suggested in [15]. In any case, the input to the
system is local: however, extant pieces of evidence based on,
e.g., previous interactions with no longer neighboring nodes can
also be taken into account for the final decision. This would
come into play when two nodes that have met in the past need
now to make a trust decision for each other. Of course, the con-
fidence value for such evidence would diminish over time. One
consequence of the locality of evidence gathering is that the trust
graph initially overlaps with the physical topology graph: The
nodes are obviously the same, and the edges are also the same
if the trust weights are not taken into account. As nodes move,
opinions for old neighbors are preserved, so the trust graph will
have more edges than the topology graph. However, as time goes
by, these old opinions fade away, and so do the corresponding
edges.

In the framework described, two versions of the trust
inference problem can be formalized. The first is finding the
trust-confidence value that a source node A should assign to a
destination node B, based on the intermediate nodes’ trust-con-
fidence values. Viewed as a generalized shortest path problem,
it amounts to finding the generalized distance between nodes
A and B. The second version is finding the most trusted path
between nodes A and B. That is, find a sequence of nodes
(vo = A,v1,...,0 = B) 1 (vi,vi41) € E,0 <4 < k-1
that has the highest aggregate trust value among all trust paths
starting at A and ending at B. A high level view of the system
is shown in Fig. 2.

Both problems are important: finding a target’s trust value
is needed before deciding whether to grant him access to
one’s files, or whether to disclose sensitive information, or
what kind of orders he is allowed to give (in a military
scenario, for instance). With this approach, a node will be
able to rely on other nodes’ past experiences and not just
his own, which might be insufficient. The second problem is
more relevant when it comes to actually communicating with
a target node. The target node being trustworthy is one thing,
but finding a trusted path of nodes is needed, so that traffic
is routed through them. Note that in the usual shortest path
problem in a graph finding the distance between two nodes,
simultaneously finds the actual shortest path. In the trust case,
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Fig. 2. System operation.

we will usually utilize multiple trust paths to compute the
trust distance from the source to the destination, since that
will increase the evidence on which the source bases its final
estimate. The first problem is addressed with what we call
“distance semiring” (Section III-D3), and the second with the
“path semiring” (Section III-D2).

The core of our approach is the two operators used to com-
bine opinions: One operator (denoted ®) combines opinions
along a path, i.e., A’s opinion for B is combined with B’s
opinion for C into one indirect opinion that A should have
for C, based on B’s recommendation. The other operator (de-
noted @) combines opinions across paths, i.e., A’s indirect
opinion for X through path p; is combined with A’s indirect
opinion for X through path p, into one aggregate opinion.
Then, these operators can be used in a general framework for
solving path problems in graphs, provided they satisfy certain
mathematical properties, i.e., form an algebraic structure called
a semiring. More details on this general framework are in Sec-
tion III-B. Two existing trust computation algorithms (PGP [2]
and EigenTrust [16]) are modeled as operations on two partic-
ular semirings. Note that our approach differs from PGP in that
it allows the user to infer trust values for unknown users/keys.
That is, not all trust values have to be directly assigned by the
user making the computations. The operators are discussed in
greater depth in Section III-D.

B. Semirings

For a more complete survey of the issues briefly exposed
here, see Rote [17], and also (for more applications in commu-
nications and other areas) Kschischang et al. [5], and Aji and
McEliece [6].

1) Definitions: A semiring is an algebraic structure
(S,®,®), where S is a set, and @, ® are binary operators
with the following properties (a,b,c € S).

e @ is commutative, associative, with a neutral element

©es

adb=bda
(a®db)@c=a® (bPc)
a® © =a.
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* ® is associative, with a neutral element 1) € S, and ©)
as an absorbing element

(a®@b)®@c=a® (b®c)
a®D=0D®a=a
a®@@®=0®a=0Q0.

* ® distributes over ¢
(a®b)®@c=(a®c)®(a®c)
aRb®c)=(a®b)® (a c).

A semiring (S, @, ®) with a partial order relation < that is
monotone with respect to both operators is called an ordered
semiring (S, ®,®, <)

a<bandd SV —=a®d R b@b anda®@d bRV

An ordered semiring (S, &, ®, <) is ordered by the difference
relation if

Va,be S:(ab<=3Jz€S:a®dz=0).
A semiring is called idempotent when the following holds:
YVaeS:ada=a.

2) Semirings for Path Problems: One way we can see semir-
ings in action is when computing a generalized shortest path
weight in a weighted graph. In that case, ® is the operator used
to calculate the weight w(p) of a path p = (vg,v1,...,Vk)
based on the weights of the path’s edges

w(p) = w(ve,v1) @ W(v1,v2) @ ... w(vk_1,Vk).

The ¢ operator is used to compute the shortest path weight
d;; as afunction of all paths from the source 4 to the destination j

D w.

p is a path
from i to j

dqjj =

Suppose we want to compute the delay of the shortest path
from ¢ to j in a network. We model the network as a weighted
graph, where edge weights correspond to link transmission de-
lays. Since link delays are nonnegative, the set S is going to
be $; U {oo}. The total delay of a path is equal to the sum
of all link delays (edge weights) along the path. So, the ® op-
erator is +, and @ (neutral element for ®) is O: if we add a
zero-delay link in a path, the total delay does not change. This
is regular addition. Now, we have all the path delays from ¢ to j,
and we want to somehow combine them so as to come up with
the shortest path delay. The way to combine them is take the
minimum among their values. So, the @ operator is min, and (©)
(neutral element for @) is oo, since min(z, c0) = z, Vo € Ry
if we find an infinite delay path, the shortest path delay does not
change. In summary, the semiring we should use for this situa-
tion is (R4 U {oo}, min, +).

Suppose now that we are given all link capacities instead of
delays. We want to compute the highest possible rate of traffic
from 1 to j along any single path (i.e., all paths are candidates,
but we have to pick one). Link capacities, like link delays, are
nonnegative so S is again 1 U{oo}. The highest possible traffic
rate along a path (the path capacity) is the minimum among all

links along the path (bottleneck capacity). So, the ® operator is
min, and (D is co. Now, we have the capacities of all paths from
1 to 7, and we want to find the largest among them. So, the &
operator is max, and (0) is O: if we find a O capacity path, the
maximum path capacity does not change. The semiring is now
(R4+ U {00}, max, min).

Note that the ¢ operator may pick a single path weight (as
is case above with max and min) or it may explicitly combine
information from all paths (addition or multiplication).

3) Semirings for Systems of Linear Equations: An equiva-
lent way to describe the previous shortest path problem is by
way of a system of equations that the shortest path weights and
the edge weights should satisfy. If a;; is the weight of the edge
(¢,7), with (© being the weight of nonexistent edges, and z;; is
the shortest path weight from ¢ to 7, then the following equation
has to hold (assume there exist n nodes):

Tij = @(aik ® Tkj).
k=1
For example, when edge weights are transmission delays, this
equation becomes

T = min (a;r + Tri).
5= i (ag+ o)

Note, also, that if @ and ® are the usual addition and multiplica-
tion, respectively, then the first of the above equations becomes
exactly matrix multiplication

n
Tij = Zaikxkj <~ X =AX
k=1

where X = [xij]an, A= [(l,;j]an.
We will use this fact in a later section to model an existing
trust computation algorithm.

C. Semirings as a Model for Trust Computations

In order to show the modeling power of this framework, we
now model PGP’s web of trust computations [2] as a semiring.
Remember that PGP computes the validity of an alleged key-to-
user binding, as seen from the point of view of a particular user,
henceforth called the source. The input to the computation al-
gorithm consists of three things: The source node, the graph of
certificates issued by users for each other, and the trust values
for each user as assigned by the source. Note that the validity of
all key-to-user bindings has to be verified, since only certificates
signed by valid keys are taken into account, and any certificate
may influence the validity of a key-to-user binding.

The validity of the key-to-user binding for user 7 will be de-
duced from the vector d; € N*, where k is the number of dif-
ferent trust levels defined by PGP. It seems that &k is 4 (“un-
known,” “untrusted,” “marginally trusted,” “fully trusted”), but
some include a fifth level: “ultimately trusted.” Our analysis is
independent of the exact value of k. The vector d; will hold the
number of valid certificates for user 7 that have been signed by
users of each trust level. For example, d; = (0, 1,2, 3) means
that one “untrusted,” two “marginally trusted,” and three “fully
trusted” users have issued certificates for user ¢’s public key. In
addition, all six of these certificates are signed by valid keys,
i.e., keys for which the key-to-user binding has been verified.
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In order to verify the actual validity of the binding, we will
use the function val : N* — V, where V is the space of
admissible results. For simplicity, we will be assuming that
V = {“nvalid,” *“valid”}, although values such as “mar-
ginally valid” have also been proposed. The output of val
for a specific input is determined by thresholds such as: “A
key-to-user binding is valid if at least two “marginally trusted”
users have issued a certificate for it.”” These thresholds are
incorporated in val and will be transparent to our analysis.
Finally, for computation simplicity, we will be assuming that
V = {0,1}, where “invalid” = 0, and “valid” = 1.

The edge weights w;; € N*1 < i,j < n, where n is the
number of users, correspond to the certificate from ¢ about j’s
alleged public key. A weight can only have one of k£ + 1 possible
values. Either it consists only of 0’s, or of exactly £k — 1 0’s and
one 1. An all-zero weight means that there is no certificate from
1 about j’s key. A one in the position that corresponds to trust
level ¢ means that the source has assigned trust level ¢ to 2, and
7 has issued a certificate for j.

The ® operator is defined as follows (a, b € NF):

a®b=val(a)b € N*,

The @ operator is defined exactly as vector addition in N*.
Verification of the Semiring Properties: For ®, the absorbing
element is @ = (0,...,0) € N*, and the neutral element is
® = {z € N¥ : val(z) = 1}. That is, all such vectors are
mapped to (D); for our purposes, they are equivalent. It is trivial
to prove that (0) is a neutral element for &.
The ® operator is associative

a®(b®c)=a® (val(b)c) = val(a)val(b)c
(a®b)®c= (val(a)b) ® c = val (val(a)b)c
and these two are equal because val((©) = 0.
The @ operator is commutative and associative, because it is

vector addition.
The ® operator distributes over &

a® (b&dc) =val(a)(b+c)
(a®b)® (a®c)=val(a)b+ val(a)c.
The computation algorithm below uses the above semiring to
compute the validity or otherwise all of the keys in the certificate

graph G. The source node is s and the function w maps edges
to edge weights.

PGP-SEMIRING-CALCULATION (G, w,s)

1 for i — 1 to |V]|

2 do dli] — ©

3 dls] = ©

4 § — s

5 while S # ()

6 do u «— DEQUEUE(S)

7 for each v € Neighborsju] with val(djv]) =0
8 do

9 d[v] — d[v] ® (d[u] ® w(u,v))
10 if val(dv]) =1

11 then ENQUEUE(S,v)

The computation starts at the source s, and progressively
computes the validity of all keys reachable from s in the cer-
tificate graph. The queue S contains all valid keys for which
the outgoing edges (certificates signed with these keys) have
not been examined yet. When a key is extracted from S, its
certificates to other keys are examined, and their d-vectors are
updated. Only certificates to so-far-invalid keys are examined,
since adding a certificate to the d-vector of a key already
shown to be valid is redundant. If a so-far-invalid key obtains
enough certificates to become valid, it is added to the queue for
future examination. Each key is enqueued at most once (when
it becomes valid), and all keys in the queue are eventually
dequeued. Ergo, the algorithm terminates. After termination,
all valid keys have been discovered.

Note that if s is only interested in the validity of a particular
key-to-user binding, then the algorithm can stop earlier: as soon
as its validity is determined, or after all certificates for that key
have been examined.

We can also model the FigenTrust algorithm [16] as a
semiring. Using the system of linear equations interpretation
of a semiring, the EigenTrust algorithm solves the following
matrix equation for 7"

T=CT & t,;j = Z Ciktkj
k=1

where the semiring operators are the usual addition and
multiplication.

D. Trust Semirings

1) Trust Interpretation of Semiring Properties: Based on in-
tuitive concepts about trust establishment, we can expect the bi-
nary operators to have certain properties in addition to those re-
quired by the semiring structure.

Since an opinion should deteriorate along a path, we require
the following for the ® operator (a,b € S):

a®b=<a,b

where < is the difference relation defined in Section III-B. Note
that the total opinion along a path is “limited” by the source’s
opinion for the first node in the path.

Regarding aggregation across paths with the & operator, we
generally expect that opinion quality will improve, since we
have multiple opinions. If the opinions disagree, the more con-
fident one will weigh heavier. In a fashion similar to the ® op-
erator, we require that the @ operator satisfies (a,b € S)

a®b>a,b.

The (0 element (neutral element for @, absorbing for ®)
corresponds to the opinion “I don’t know” (not the most neg-
ative opinion). This corresponds to nonexistent trust relations
between nodes. The rationale is that if a (0) is encountered along
a path, then the whole path “through” this opinion should have
weight equal to (©). Also, such opinions should be ignored in
@-sums.

The element @) (neutral element for ®) is the “best” opinion
that can be assigned to a node. This can also be seen as the
opinion of a node about itself. If encountered along a path, (1)
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source destination

Fig. 3. Real topology.

source destination

Fig. 4. Topology as perceived by the source.

effectively contracts the corresponding edge and identifies the
nodes at its endpoints for the purposes of the concatenation.

The associativity property for both operators allows the in-
cremental calculation of results: If one more opinion needs to
be aggregated into the current “total,” then it can be done in one
step, without having to recall all opinions that were aggregated
for the current total. The same goes for concatenation. Com-
mutativity for aggregation makes irrelevant the order in which
opinion are taken into account (i.e., which one is first, which one
is second, etc.).

The distributivity property is potentially more double-edged,
in the sense that its desirability has been disputed by Jgsang
[9]. Briefly stated, the argument is that distributivity ignores
opinion dependence when aggregating. To visualize the situa-
tion, consider the following two graphs (Figs. 3 and 4). If dis-
tributivity holds, then the source cannot distinguish between
the two topologies, and, in fact, for the source all topologies
are indistinguishable from the one in Fig. 4. So, even though
the intermediate nodes are depending on the same node (the
question-marked) for information on the destination, this fact
is hidden from the source. This is called opinion dependence,
and it is a problem because the real trust topology becomes
equivalent to the topology that is perceived by the source (for
an appropriate assignment of numerical values to the opinions).
In other words, the question-marked node becomes a single
point of failure, borrowing a term from the distributed systems
terminology.

The situation at hand is an example of the extensional versus
intensional approach (see Section II). Clearly, if complete in-
formation about the graph is available to the source, then the
decision will be better. However, this means that all opinions in
the trust graph will have to be sent to the source. On the other
hand, if we make use of the distributivity property, in-network
computation is possible: each node will only pass a single ag-
gregate opinion to the upstream neighbor (the node on the way

back to the source). This will save a significant amount of band-
width, which is particularly suitable for resource-constrained ad
hoc wireless networks.

Finally, distributivity is defensible from the trust perspective,
too. Namely, the shaded node is indeed a single point of failure,
on which the source’s opinion depends, but it is also a node with
multiple independent trust paths leading to it. So, if this node
would turn out to be, say, malicious, it would mean that all other
nodes independently vouching for it would be simultaneously
wrong. That said, it is certainly better if there exist completely
independent paths all the way from the source to the destination.
But this is not always the case.

2) Path Semiring: In our first semiring, the opinion space is
S = [0,1] x [0, 1] Our choice for the ® and @ operators is as
follows (Fig. 5):

(tiks Cik) @ (tj, crj) = (tintrjs CinCry) (1)
(). e > o

() it <t @
RN

ij
where (t];, c} ) is the opinion that ¢ has formed about j along
the path pi, and t;; = max(t};, 7).

Since both the trust and the confidence values are in the [0,1]
interval, they both decrease when aggregated along a path.
When opinions are aggregated across paths, the one with the
highest confidence prevails. If the two opinions have equal
confidences but different trust values, we pick the one with
the highest trust value. We could have also picked the lowest
trust value; the choice depends on the desired semantics of the
application.

This semiring essentially computes the trust distance along
the most confident trust path to the destination. An important
feature is that this distance is computed along a single path, since
the @ operator picks exactly one path. Other paths are ignored,
so not all available information is being taken into account. One
of the advantages is that if the trust value turns out to be high,
then a trusted path to the destination has also been discovered.
Also, fewer messages are exchanged for information gathering.

3) Distance Semiring: Our second proposal, the distance
semiring, is based on the expectation semiring defined by Eisner
in [18], and used for speech/language processing (Fig. 6)

(a1,01) ® (a2,b2) = (a1ba2 + azb1, b1b2)
(a1,01) & (a2,b2) = (a1 + a2,b1 + b2).

The opinion space is S = [0, 00] x [0, 1]. Before using this
semiring, the pair (trust, confidence) = (¢, ¢) is mapped to the
weight (¢/t, ¢). The motivation for this mapping becomes clear
when we describe its effect on the results of the operators. The
binary operators are then applied to this weight, and the result
is mapped back to a (trust, confidence) pair. For simplicity, we
only show the final result without the intermediate mappings

(B cbr) @ (857, ¢7) =

ij 7 ig ij 7 ig

1
(tiks Cik) @ (trj, Crj) — <1717 Cikckj>
tik K

1 D2
A&+
pP1 1 p2 2 ] ] D1 2
(tijvc{‘)j) & (tijvc{‘)j) | A 2 Gy + CZ
ij ij
i
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Fig. 6. © and & operators for the distance semiring.

So, when aggregating along a path, both the trust and the con-
fidence decrease. The component trust values are combined like
parallel resistors. Recall that two resistors in parallel offer lower
resistance than either of them in isolation. Also, a zero trust
value in either opinion will result in a zero trust value in the re-
sulting opinion (absorbing element), while a trust value equal to
infinity will cause the corresponding opinion to disappear from
the result (neutral element). On the other hand, the component
confidence values are between 0 and 1, and they are multiplied,
so the resulting confidence value is smaller than both.

When aggregating across paths, the total trust value is the
weighted harmonic average of the components, with weights ac-
cording to their confidence values. So, the result is between the
two component values, but closer to the more confident one.
Note, also, the behavior caused by extreme (zero or infinity)
trust values: A zero trust value dominates the result (unless its
corresponding confidence is zero); a trust value equal to in-
finity results in an increase in the trust value given by the other
opinion. In order for the resulting trust value to be the maximum
possible, both opinions have to assign the maximum. So, in gen-
eral, we can say that this operator is conservative. A zero confi-
dence value (neutral element) causes the corresponding opinion
to disappear from the result.

4) Computation Algorithm: The algorithm below, due to
Mohri [19], computes the &-sum of all path weights from a des-
ignated node s to all other nodes in the trust graph G = (V, E).

Revisiting the illustrative example described in Section I, re-
member that entity A wanted to judge the validity of entity B’s

BAD GOOD
AeB=A
8
=
5]
<
=]
=1
(o]
®]
B
[
T T
BAD GOOD
A©@B=C
g
=
]
<
(3=}
=
o
O
B
[
T 11

public key based on certificates signed by other entities in the
network. Using the trust computation algorithm, A will compute
those entities’ trustworthiness. If they are trustworthy enough,
then A will believe their certificates are true, and will accept
B’s key. If not, A will not accept it. Of course, the above as-
sumes that A already knows the public keys of the entities that
issued the certificates for B. If that is not the case, then the whole
process will be repeated for the public key of each one of the un-
known issuers.

GENERIC-SINGLE-SOURCE-SHORTEST-DISTANCE (G, s)
1 for i — 1 to |V]|
2 do d[i] « r[i] — ©

3 d[s] < r[s] — ©

4 S «— {s}

5 while S # 0

6 do a « head(S)

7 DEQUEUE(S)

8 r’ — r[q]

9 g ~ ©

10 for each v € Neighborslq]

11 do if dlu] £ de] ® (¥ ® wl(g,v))
12 then d[v] — d[v] ® (' ® w](q,v)])
13 ] — riv] @ (r' @ w((g, v)])
14 ifvgS

15 then ENQUEUE(s, v)

16 d[s] — ©
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This is an extension to Dijkstra’s algorithm [20].! S is a queue
that contains the vertices to be examined next for their contri-
bution to the shortest path weights. The vector d[i],7 € V holds
the current estimate of the shortest distance from s to <. The
vector 7[i],% € V holds the total weight added to d[i] since the
last time ¢ was extracted from S. This is needed for nonidem-
potent semirings, such as the one proposed. Its computational
complexity depends on the semiring used, and also on the ac-
tual topology of the network. As the reader can see in [19], the
crucial parameter of the topology is the number of paths from
the source to the other nodes. So, the more sparse the network,
the more efficient the algorithm. But, in any case, the algorithm
can be executed in a distributed fashion just like open shortest
path first (OSPF) [21] with local data exchanges only.

Our computation algorithm is based on Mohri’s, but with
three adjustments which are needed when considering the
problem from the perspective of trust. Lines 11-13 of the
algorithm will be referred to as “node g votes for node v.”

First of all, some nodes may be prevented from voting. Only
if anode’s trust value exceeds a predefined trust threshold, is the
node allowed to vote. This is motivated from the common sense
observation that only good nodes should participate in the com-
putation, and bad nodes should be barred. Note that there is no
restriction on the corresponding confidence. This will initially
lead to bad nodes being allowed to vote, but after some point
they will be excluded since good nodes will acquire evidence
for their maliciousness.

Second, no node is allowed to vote for the source (s). Since
it is s that initiates the computation, it does not make sense to
compute s’s opinion for itself.

Third, no cyclic paths are taken into account. If that were
the case, we would be allowing a node to influence the opinion
about itself, which is undesirable. Unfortunately, there is no
clear way to discard any single-edge opinion of the cycle. So,
the approach taken is to discard any edges that would form a
cycle if accepted. As a result, the order in which the voters are
chosen in line 6 is important. We argue that it makes sense to
choose the node for which the confidence is highest.

These adjustments introduce characteristics from the Path
semiring into the distance semiring. For example, the node
with the maximum confidence gets to vote first. Moreover,
some paths are pruned which means that fewer messages are
exchanged, thus saving bandwidth, but also some of the existing
information is not taken into account.

IV. EVALUATION AND EXPERIMENTAL RESULTS

In this section, we are describing the scenarios that were ex-
amined in the simulations. The results obtained are discussed,
and explained in terms of the parameters and properties of the
algorithms.

A. Good and Bad Nodes

We assume that some nodes are good, and some are bad. Good
nodes adjust their direct opinions (opinions for their neighbors)

INote that Dijkstra’s algorithm is essentially the base for the OSPF protocol
[21], as pointed out by Reviewer 1. The extra 7 vectors take care of the contri-
butions of additional paths to the trust value of a node.
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Fig. 7. Opinion convergence. Opinions for good nodes are drawn as crosses,
opinions for bad nodes as squares.

according to some predefined rules (explained in Section [V-B).
Bad nodes, however, always have the best opinion (1,1) for their
neighboring bad nodes, and the worst opinion (0,1) for their
neighboring good nodes.

We expect that the opinions of a Good node for all other nodes
would evolve as in Fig. 7. That is, all good and all bad nodes will
be identified as good and bad, respectively.

B. Simulation Details

When the network is “born,” the nodes are partitioned into
good and bad. We pick a good node, which will be computing
indirect opinions to all other nodes. Initial direct opinions are all
set to values randomly distributed in (0.5,0.1), i.e., medium trust
and low confidence. The trust threshold, which decides which
nodes are allowed to vote, is empirically set to 0.3. Time is dis-
crete and is measured in rounds.

Ateach round, two things happen. First, the direct opinions of
each node for his neighbors approach the correct opinion, which
is (0,1) for the bad neighbors, and (1,1) for the good neigh-
bors. The motivation is that the longer two nodes interact, the
better they can estimate each other’s trustworthiness. Second,
the designated good node calculates his indirect opinions for all
other nodes. These indirect opinions are the experimental results
shown in Figs. 8 and 9. Also, the confidence for some indirect
opinions may be too low (within ¢ = 0.01 of zero), so these
nodes are not assigned any opinion.

The most important evaluation metric is whether the nodes
are correctly classified as good and bad. In other words, we want
the opinions for all bad nodes to be close to (0,1) and the opin-
ions for all good nodes close to (1,1). Moreover, we want this to
happen as soon as possible, i.e., before all direct opinions con-
verge to the correct ones, since the users in the real network may
be forced to make an early trust decision. Furthermore, a fail-
safe is desirable: If trust evidence is insufficient, we prefer not
to make any decision about a node, rather than make a wrong
one. Of course, we have to evaluate the robustness of each of
the above mentioned metrics as the proportion of bad nodes
increases.

The trust topology we are using is a Small World-type
topology: The total number of nodes is 100, a few of which
have a high degree, and all the rest have many fewer neighbors.
The average degree is 8, but the highest is 19. The Small World
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Fig. 10. Node classification, 10%—-50%—-90% bad nodes.

topology for trust has also been used in [22]. A comparison with
two other topologies, as well as the complete list of obtained
results, is in [7].

C. Results and Discussion

We now present and discuss some representative results ob-
tained through simulations. The percentage of bad nodes is in-
creased from 10% to 50% to 90% (Fig. 10). Figs. 8 and 9 show
the opinions of the source node (s) for every other node after the
computations of rounds 30 and 70 for a 50% percentage of Bad
nodes. The nodes originally designated as good are pictured as
crosses, whereas the bad ones as squares. The aim is, first and
foremost, for the good nodes to be separated from the bad ones.
Also, the good nodes should be as close as possible to the upper
right corner (GOQOD corner, corresponding to the (1,1) opinion),
and the Bad nodes to the upper left corner (BAD corner, (0,1)
opinion).

We were able to observe some general trends in the results
obtained. First of all, in the early rounds, good and bad nodes
are intermixed: there is no clear separating line. Moreover, bad
nodes seem to be given better opinions than good nodes, which
is clearly undesirable. The explanation for this is based on two
aspects of the scheme; namely, the trust threshold and the bad
nodes’ way of assigning direct opinions. Initially, bad nodes are
allowed to vote, since the trust threshold (0.3) is lower than the
initial default trust value (0.5), i.e., they have not been “discov-
ered” yet. So, their (0,1) opinions for good nodes are taken into
account and the result is that good nodes appear to be bad. Also,
bad nodes give (1,1) opinions to each other, hence reinforcing
each other.

The situation in later rounds improves. The good nodes move
toward the upper right corner, the bad ones toward the upper
left. There is also a clear separating line between the two groups
of nodes. For an actual implementation a practical guideline
could be derived from the above observation, i.e., to be espe-
cially careful when making important trust decisions in early
rounds. The trust computation may be based on too little raw
evidence (direct opinions) to be relied upon. In all cases, how-
ever, the good and bad nodes are separated eventually (in the
last rounds). This serves as a sanity check for the algorithm.

As the percentage of bad nodes increases, we can see that the
separation is still successful sooner or later, but the main obser-
vation is that the number of classified nodes is decreasing. Clas-
sified nodes are those for which the evidence was sufficient, i.e.,
the confidence of the source’s opinion for them was more than
€ = 0.01. The following graphs show the number of nodes clas-
sified, for different percentages of bad nodes, after every round
of computation. The general effect of Bad nodes on the number
of classified nodes is that, after they are discovered, they block
the trust paths they are on since they are not allowed to vote. So,
nodes that are further away from the source than these bad nodes
can be reached by fewer paths. They may even be completely
isolated. In any case, the confidence in the source’s opinion for
them is decreased, so some of them cannot be classified.

In our Small World topology the average path length is short,
since there are some highly connected nodes. However, it is
exactly these highly connected nodes that degrade the perfor-
mance of the computation when they are bad. The reason is,
again, that they block many paths and affect opinions for most
nodes. If the majority of these highly connected nodes are Bad,
few trust paths will be able to be established.

For the 50% and 90% bad node cases, there is a noticeable
drop in the number of classified nodes between rounds 30 and
40. This is so, because at this point the opinions for Bad nodes
acquire trust values that are lower than the trust threshold, so
they become ineligible to vote and block the paths they are on.
This effect is more pronounced in the 90% case, but despite the
Bad node preponderance, almost 40 nodes are classified. This
happens because the source node is one of the highly connected
nodes (19 neighbors, when the average degree is 8). So, all of the
19 neighbors, and some of the nodes that are two hops away are
classified for a total of about 40 nodes. A practical guideline for
the Small World topology would then be that highly connected
nodes should be protected, better prepared to withstand attacks,
or, in general, less vulnerable.
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V. CONCLUSION AND FUTURE WORK

We have presented a scheme for evaluating trust evidence in
ad hoc networks. Our scheme is entirely based on information
originating at the users of the network. No centralized infra-
structure is required, although the presence of one can certainly
be utilized. Also, users need not have personal, direct experi-
ence with every other user in the network in order to compute an
opinion about them. They can base their opinion on secondhand
evidence provided by intermediate nodes, thus benefitting from
other nodes’ experiences. Of course, we are taking into account
the fact that secondhand (or third, or fourth. . .) evidence is not
as valuable as direct experience. In this sense, our approach ex-
tends PGP, since PGP only uses directly assigned trust values.

At each round of computation, the source node computes
opinions for all nodes. This means that information acquired at
a single round can be stored and subsequently used for many
trust decisions. If there is not enough evidence to determine an
opinion, then no opinion is formed. So, when malicious nodes are
present in the network they cannot fool the system into accepting
amalicious node as benevolent. A failsafe state exists thatensures
graceful degradation as the number of adversaries increases.

In future work, we plan to implement more elaborate models
for the attackers’ behavior, and for the measures taken against
nodes that are being assigned low trust values (i.e., detected to
be bad). So, the attackers will be facing a tradeoff between the
amount of damage they can inflict, and the possibility of being,
for instance, isolated from the rest network. Suitable strategies
will be developed for good, as well as bad nodes.
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