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Abstract—Recently, the notion that a logical next step towards
future mobile radio networks is to introduce multihop relaying
into cellular networks, has gained wide acceptance. Nevertheless,
due to the inherent drawbacks of multihop relaying, e.g., the
requirement for extra radio resources for relaying hops, and the
sensitivity to the quality of relaying routes, multihop cellular net-
works (MCNs) require a well-designed radio resource allocation
strategy in order to secure performance gains. In this paper, the
optimal radio resource allocation problem in MCNs, with the ob-
jective of throughput maximization, is formulated mathematically
and proven to be NP-hard. Considering the prohibitive complexity
of finding the optimal solution for such an NP-hard problem, we
propose an efficient heuristic algorithm, named integrated radio
resource allocation (IRRA), to find suboptimal solutions. The
IRRA is featured as a low-complexity algorithm that involves not
only base station (BS) resource scheduling, but also routing and
relay station (RS) load balancing. Specifically, a load-based scheme
is developed for routing. A mode-aware BS resource-scheduling
scheme is proposed for handling links in different transmission
modes, i.e., direct or multihop. Moreover, a priority-based RS
load balancing approach is presented for the prevention of the
overloading of RSs. Within the framework of the IRRA, the above
three functions operate periodically with coordinated interactions.
To prove the effectiveness of the proposed IRRA algorithm, a case
study was carried out based on enhanced uplink UMTS terrestrial
radio access/frequency-division duplex with fixed RSs. The IRRA
is evaluated through system level simulations, and compared with
two other cases: 1) nonrelaying and 2) relaying with a benchmark
approach. The results show that the proposed algorithm can
ensure significant gains in terms of cell throughput.

Index Terms—Cellular networks, fixed relay stations (RSs),
multihop, radio resource allocation (RRA).

1. INTRODUCTION

ULTIHOP RELAYING has traditionally been studied
Min the context of ad hoc wireless networks mainly as a
means of enabling the network operation without any infrastruc-
ture. In recent years, an upsurge of interest has been observed
in the application of multihop relaying in cellular networks in
order to create multihop cellular networks (MCNs) [1].

The propagation attenuation of a radio signal is proportional
to the link distance raised to the power of a loss exponent. This
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exponent can be up to 5.0 in shadowed urban cellular radio
environments [13]. Therefore, by breaking a long-distance
path into several segments, much lower path loss at each path
segment can be achieved. Moreover, heavily shadowed users
can employ multihop relaying to bypass obstacles, thereby
gaining improved radio channel conditions. Due to the above,
multihop relaying provides an opportunity for performance
improvements in cellular systems. Nevertheless, multihop
relaying has inherent drawbacks, e.g., the requirement for
extra radio resources for relaying hops, and the sensitivity to
the quality of relaying routes. Therefore, well-designed radio
resource allocation (RRA) algorithms are crucial in MCN:s,
in order to effectively exploit the benefits of relaying, while
minimizing its disadvantages.

For RRA in MCNs, aside from the scheduling of the conven-
tional radio resources (this is termed as radio resource sched-
uling in this paper), transmission route selection should also
be considered. In the literature, these two issues have generally
been addressed separately.

In the mobile ad hoc network (MANET) research com-
munity, many routing algorithms have been proposed [17].
Some examples are optimized link state routing (OLSR), ad
hoc on-demand distance vector (AODV), and dynamic source
routing (DSR). In essence, these algorithms are designed with
network infrastructureless in mind, and their main objective
is to establish/maintain network connectivity, rather than to
maximize system capacity. As a result, these algorithms are
not suitable for MCNss. In recent years, routing in the context
of MCNs has become a research issue, and a few algorithms
have been proposed so far, e.g., location-based routing [4],
path-loss-based routing [7], transmission-power-based routing
[8], and congestion-based routing [3]. These algorithms can,
to some extent, solve the route selection problem in MCNs.
However, the selected routes are not necessarily optimal in
terms of the system resource utilization efficiency.

In conventional cellular networks, the radio resource sched-
uling algorithms have been investigated thoroughly. Currently,
the widely used algorithms in practical packet-based cellular
networks are usually based on user prioritization combined with
greedy resource loading [12]. However, these algorithms are all
designed based on the assumption that every user in the system
is directly connected to the BS, whereas this assumption is no
longer valid in MCNs. Some work on resource scheduling in
multihop systems has been published recently. In [2], a frac-
tional bandwidth and power allocation algorithm is proposed
for orthogonal regenerative frequency-division multihop com-
munication systems, and in [9] a centralized downlink sched-
uling scheme is proposed for cellular networks utilizing small
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Fig. 1. An example of connectivity of network nodes in the system scenario.

number of relays. However, these algorithms generally do not
take the capacity limits of RSs into account, and therefore during
the resource scheduling, no consideration is given to the preven-
tion of RS overloading.

The coordination between routing and resource scheduling in
MCNs is also crucial and warrants careful investigation, espe-
cially since strong interdependency between the two functions
is envisioned in MCNs. The strategy for effective coordination
of routing and packet scheduling in packet-based MCNs, how-
ever, has not yet been fully investigated.

In this paper, transmission routes are treated as one extra
dimension of the resource space of conventional cellular net-
works. The route selection and conventional radio resource
scheduling are then integrated into one problem in the context
of MCNs. The throughput maximization RRA problem is
mathematically formulated and proven to be NP-hard. Consid-
ering the prohibitive complexity of searching for the optimal
solution to such an NP-hard problem, we propose instead an
efficient heuristic algorithm, named integrated radio resource
allocation (IRRA) algorithm to find suboptimal solutions. To
prove the effectiveness of the proposed algorithm, a case study
was carried out based on enhanced uplink UMTS terrestrial
radio access/frequency division duplex (UTRA/FDD) with
fixed relay stations (RSs). As shown by the simulation results,
the proposed algorithm can ensure significant throughput
gains compared with the nonrelaying case and to a benchmark
relaying approach.

The rest of this paper is organized as follows. The system sce-
nario is described in Section II. In Section III, the throughput
maximization RRA problem is formulated and proven to be
NP-hard. In Section I'V, a discussion on the design of an efficient
algorithm for the NP-hard problem is presented. Next, based on
the conclusions, the IRRA algorithm is proposed. A case study
of the IRRA follows in Section V. Finally, Section VI concludes
this paper.

II. SYSTEM SCENARIO

A multicell cellular radio scenario is considered. In each cell,
a number of fixed RSs are deployed. A user terminal can either
connect to the BS directly, or via an RS. Between RSs and the
BS, good channel conditions (e.g., line-of-sight) are assumed,
and hence direct transmissions are envisioned. An RS is as-
sumed to be able to act as a relay for multiple users and has
large enough buffer to hold the data being relayed. An example
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TABLE 1
POSSIBLE FREQUENCY-DIVISION RELAYING CASES

BS-MS links RS-MS links BS-RS links
Case A fbAl fbAl fbA2
Case B fb BI /b B2 fb Bl
Case C /b Cl /b C2 /b C3

of connectivity of network nodes in our system scenario is illus-
trated in Fig. 1.

In order to avoid the self-interference of RSs, the transmis-
sion and reception of an RS should not take place on the same
frequency at the same time. Consequently, two basic relaying
strategies are envisioned for multihop systems: frequency-di-
vision relaying and time-division relaying [2]. Under these
schemes, the transmission and reception of an RS are either
separated in the frequency-domain, e.g., by using different
carrier or subcarrier frequencies, or in the time-domain, e.g., by
employing different time slots or medium access control (MAC)
frames. The study in this work is based on frequency-division
relaying.

In order to reduce system complexity, in our work, it is as-
sumed that each type of link has a fixed frequency band assigned
to it. Therefore, three possible frequency-division relaying cases
are envisioned, as shown in Table I.

In case A, BS-MS and RS-MS links share the same frequency
band, and thus a user terminal does not need to switch frequency
bands during a change of transmission/reception mode (from di-
rect to multihop or vice versa). From the perspective of terminal
complexity and mode switching latency, this is an advantage
compared with cases B and C, especially when the respective
frequency bands used in BS-MS and RS-MS links are spectrally
distant.

In cases A and C, one frequency band is dedicated solely to
BS-RS links. This configuration can effectively exploit the ca-
pacity of these links, which normally have high resource uti-
lization efficiency due to very good radio channel conditions, as
well as high traffic volume due to the fact that one RS can serve
multiple users.

In this work, case A is assumed. Nevertheless, cases B and C
will be studied and evaluated in our future work.

It is worth noting that the algorithm in this work is derived
from frequency-division relaying case A. However, it can also
be applied to the similar scenario of time-division relaying, in
which BS-RS links have dedicated time resources but BS-MS
and RS-MS links share the same time resources.

III. PROBLEM FORMULATION AND PROOF OF NP-HARDNESS

In this section, we formulate the throughput maximization
radio resource allocation (TM-RRA) problem and prove it to
be NP-hard.

We assume that the area of interest consists of M cells, each
of which is overlaid by V,,, RSs and serves K, users, where

M Nn=Nand > M_ K, =K.

We define a radio resource unit in the underlying cellular net-
work (e.g., the combination of a data rate and a time slot) as
a conventional resource unit (CRU), and the combination of a
CRU and a transmission route as a general resource unit (GRU).
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System Resource Pool

S1: CGRU Set of User 1
S,: CGRU Set of User 2
S;: CGRU Set of User 3

Fig. 2. System resource pool and user CGRU sets.

A GRU is essentially one allocation choice for a user, and it can
be characterized by multiple attributes, which might vary de-
pending on the nature of the cellular system considered. For ex-
ample, in a TDMA-based MCN, one GRU may be characterized
by three attributes: a time slot, a data rate, and a route. By con-
trast, in an FDMA-based MCN, a GRU might be characterized
by a frequency, a data rate, and a route.

GRUs in the system can be easily determined based on a
preexisting knowledge of the system’s conventional resource
and the network topology. An example of the system resource
pool is shown in Fig. 2, where the GRUs are indexed by
A, B, C, and so on. Different shapes or fill patterns of GRUs
represent different attributes. For example, we let the round,
hexangular, and square shapes correspond to rates of 32, 64,
and 128 kb/s, respectively, whereas “backward diagonal line,”
“forward diagonal line,” “vertical line,” and “horizontal line”
fill patterns represent routes 1-4, respectively. Then, GRUs
A = (32kb/s,route 1), B = (32 kb/s, route2), and so on.

In our work, we assume that a user can only be allocated one
GRU, i.e., one combination of a CRU and a route, at any alloca-
tion instant in time. In the case where multiple CRUs or multiple
routes can be used for a user simultaneously, to keep the above
assumption valid, we regard each combination of the multiple
CRUs or routes as one extended CRU or route. GRUs containing
normal or extended CRUs/routes will all be considered so that
the RRA algorithm still only produces at most one GRU per user
at any one allocation instant in time.

During resource allocation, not all the GRUs in the system
resource pool would be valid candidates for each user. Some of
them may not be required by a user, for instance if the data rate
of the GRU is too high for a user given its queue size. We define
these kinds of GRUs as unneeded GRUs (UNGRUESs). In other
cases, GRUs may not be usable by a user, for instance if the
data rate is too high for the user to reach given its power limit.
We define these kinds of GRUs as unusable GRUs (UUGRUS).
We regard all other resource units, which are not UNGRUSs or
UUGRUES, as candidate GRUs (CGRUs), which are to be sched-
uled by the RRA algorithm.

Let S;, denote the CGRU set (CGRUS) of user k, which in-
cludes all the CGRUs of that user. It can be easily precalculated
based on the knowledge of the system resource pool, as well as
on the system status and the user’s profile (e.g., queue size and
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Fig. 3. User CGRU sets and relevant CGRU groups.

power headroom). As shown by the example in Fig. 2, GRUs
A,D,E H,I,L,...are valid candidates for user 1, and there-
fore S ={A-1,D-1,F—-1,H-1,1-1,L—1,...}.
Each of the elements represents a resource allocation choice for
user 1.

It is worth noting that one CGRU essentially contains two
pieces of information: the GRU and the associated user. For ex-
ample, CGRU A — 1 = (GRUA, user 1). CGRUs in different
CGRUSs have different associated users, hence should be re-
garded as different items. Consequently, S, NS, = ®if h # k.

We let S denote the union of all the CGRUSs from .S;
to Sk, as shown in Fig. 3. We define the action selecting
an element (CGRU) j from set S as having the meaning of
allocating the corresponding GRU to the associated user. Each
such action achieves a certain amount of throughput, while
consuming some of the system’s capacity. We let =; denote a
Boolean variable indicating whether element j is selected (1
for “Yes” and O for “No”), and d;, ¢; Bsm, and g; rs, denote
the achieved throughput, the consumed capacity of the BSm
and the consumed capacity of the RS n, respectively, if element
7 is selected.

We note that in .S, some elements might share exclusive
attributes. For example, in a time-division multiple-access
(TDMA) system, a time slot is normally treated as an exclusive
resource, i.e., if assigned to a user, it should not be used by
others. In order to take this issue into account, we assume that
set S includes totally I relevant CGRU groups (RCGRUGS)
(G1,...,Gr), each of which shares a certain attribute (e.g., a
data rate or a route). As shown by the example in Fig. 3, all
the items in (; share the attribute of hexangular shape (i.e.,
64 kb/s), whereas all the items in GG share the attribute of
having “vertical line” fill pattern (i.e., route 3). An element of
S can be a member of multiple groups, such as G — 2, which is
in both G; and (5. To introduce the aforementioned resource
exclusivity, we assume that for G;,(: = 1,...,1I), at most v;
elements can be selected for assigning to their associated users.
The value of v; is known depending on the attribute that the
group is sharing. For instance, it is infinite for a group sharing a
certain data rate, i.e., a data rate can be given to infinite number
of users simultaneously. By contrast, in a TDMA system, it is
1 for the group sharing a particular time slot.

Assuming the above, the TM-RRA problem can be described
as follows: given a particular system snapshot (system capacity,
user profiles, etc.), select elements from the set S so as to
achieve maximum system throughput, while adhering to the
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following three constraints: 1) for each BS or RS, the aggregate
capacity consumption by the selected elements of S is less
than the corresponding capacity limit c; 2) for each CGRUS
(S1,...,SK), only one element is selected; and 3) for each
RCGRUG (GYy,...,Gr), at most v; elements are selected.
Mathematically, the TM-RRA problem can be formulated as

Maximize 2z = Z djz; )
JES

Subject to

Z‘Ij,BSmxj <ecps, Ym=1,...,M )
jeS

Z'Ij,Rsnl“j <cgs, Yn=1,...,N 3)
JjES

dai=1 k=1,...,K o))
JESK

Zl’jfvi 1=1,...,1 5)
JEG;

:I?jZOOI‘l JES (6)

Theorem 1: The TM-RRA problem is NP-hard.

Proof: We restrict the TM-RRA problem to the special
case, where M is 1, N is 0, and v; is infinite for all 7 from 1
to I. In this case, the constraints (3) and (5) are removed, and
(2) is changed to the following form with the subscript m being
dropped:

Z ;,BsTj < CBS- @)
jes

For CGRU j in set S, the achievable throughput d; is known
and the BS capacity consumption ¢; s can be easily precalcu-
lated in this case based on the interference status of the GRU,
and on the channel gains and QoS requirements, etc. Moreover,
cell capacity cpg is normally a pre-known hardware limitation
(e.g., maximum transmission power) or a value preset by the net-
work operator (e.g., maximum load or rise over thermal (RoT)
[11]). Furthermore, as mentioned earlier, all CGRUSs (S7 to
Sk) can be precalculated, and hence, it is clear that the only
unknown in this special case is z;.

Now, we recall a well-known NP-hard problem, the multiple
choice knapsack problem (MCKP) [15], as follows: Given a
knapsack, an item set B including b items, and a partition of
the item set By, Bs, ..., B,, with p; = profit of item j,w; =
weight of item 7, and ¢y, = capacity of the knapsack, select
items from set B so as to maximize the aggregate profit from all
the selected items, while adhering to the following constraints:
1) the aggregate weights of the selected items should be less
than the (weight bearing) capacity of the knapsack and 2) for
each item subset (B1 to B,.), only one item is selected.

Note that any arbitrary instance of the MCKP can be viewed
as an instance of the aforementioned special case of the
TM-RRA problem, by applying the following mappings: the
item set B is mapped to the set S (including the mappings from
p; and w; of the items in set BB to d; and g; of the elements in
set .S, respectively), the item subsets By, ..., B, are mapped to
the CGRUSs 51, . .., Sk, respectively, and finally, the knapsack
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capacity cy, is mapped to the BS capacity cps. The item
selection for that MCKP instance is in one-to-one correspon-
dence with the CGRU selection for the mapped instance of the
special case of the TM-RRA problem. Thus, the MCKP can
be regarded as a restricted version of the TM-RRA problem.
Since the MCKP has already been proven to be NP-hard [15],
we conclude that the TM-RRA problem is NP-hard.

IV. KEY ISSUES OF THE RRA DESIGN IN MCNS AND A
HEURISTIC ALGORITHM

Due to the NP-hardness of the TM-RRA problem, the time
required to find its optimal solution increases exponentially with
the size of the problem. This prohibitive processing complexity
is intolerable in practical systems.

In this section, to aid with the design of a practical RRA al-
gorithm for MCNs, we discuss routing, radio resource sched-
uling, and their interactions. Based on the conclusions, an effi-
cient heuristic algorithm, named IRRA, is derived.

A. Routing

From the architectural perspective, two basic routing strate-
gies are envisioned in relay-based systems: centralized and
distributed. Under the centralized strategy, routing is performed
in a central controller, which normally possesses powerful
processing capabilities so that sophisticated routing algorithms
may be adopted to optimize the system performance. However,
this strategy requires extensive information gathering from
the distributed network nodes to the central controller, which
inevitably results in signaling overheads and processing delay.
With the distributed strategy, all network nodes from the source
to the destination jointly perform route determination. This
strategy can function when no central controller is reachable,
but its performance is normally limited by network nodes’
processing capabilities and knowledge of the network status.

In our system scenario, a BS could serve as a central con-
troller in a cell, and, since maximally two hops are considered
in our study, the signaling overhead as well as the signaling
delay would be acceptable. Therefore the centralized strategy is
chosen in our work in order to optimize the system performance.

As for the algorithm of routing, take a close look at the
TM-RRA problem in (1)—(6), we can easily conclude that the
optimal route of a user is the one that has highest achievable
throughput with unit amount of induced system load. In our
work, such a load-based routing algorithm is proposed, and its
routing cost function is as follows:
Cwus,—cxx

®)

Gus,—CxXx Ryvis, —oxx

where (nvisk—coxx 18 the load cost indicator (LCI) of the route
from user k to its connected receiver/transmitter CXX (a BS
or an RS), and Cyisk—cxx and Rysk—cxx represent the con-
sumed system capacity of the route and the data rate on the route,
respectively.

This cost function reflects the consumed system capacity
when delivering unit amount of traffic on a particular route.
Given a certain system capacity constraint, if every user em-
ploys the route with the least LCI from among the possible
routes, the system throughput can be maximized.
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It is worth noting that in the route-selection process for a
user, in order to guarantee a fair comparison, it is important to
calculate the LCIs of all of its routes based on the same data
rate. However, the choice of this data rate normally does not af-
fect the routing result as long as it is the same for all routes.
This is shown in the case study in Section V, where after fur-
ther derivation of (8), the data rate is removed completely from
the cost function. However, if the result of routing does de-
pend on the choice of the data rate in (8), the routing process
should be performed based on the current data rate, or on the
one that is assigned by the network and thus will be employed
in the forthcoming transmission time intervals (TTIs). If these
rates are zero, the minimum nonzero rate can be taken as an
approximation.

B. Radio Resource Scheduling

As for the radio resource scheduling in MCNs, two basic
strategies are envisioned: centralized and hierarchical. With the
centralized strategy, the radio resource scheduling is mainly
performed by the BS. By contrast, in the case of the hierar-
chical strategy, a layered algorithm architecture is foreseen:
at the higher layer, the BS splits the radio resource space into
fragments for individual RSs and itself, respectively. At the
lower layer, the actual radio resource scheduling is performed
by RSs (for multihop users) and the BS (for direct transmission
users) according to their given resource spaces.

In general, the centralized strategy is simpler than the hierar-
chical one. The latter, on the other hand, is able to perform faster
radio resource scheduling in order to quickly adapt to system
dynamics. For the sake of simplicity, and easier coordination
with the centralized routing, the centralized (BS-based) radio
resource scheduling strategy is employed in our work. Never-
theless, the hierarchical strategy is an interesting topic for our
future study.

In our system scenario, the resource scheduling for BS-RS
links can still use the conventional algorithm due to the fact that
these links are always in direct transmission mode and have ded-
icated frequency band. This issue will not be discussed further
in this paper.

The scheduling for BS-MS and RS-MS links, on the other
hand, is more complicated due to the sharing of the frequency
spectrum. In this case, when allocating resources to users, not
only the capacity constraint of the BS, but also those of RSs
should be respected. Towards that end, we propose the following
strategy: first, perform BS resource scheduling based on the ca-
pacity constraint of the BS, and then carry out RS load bal-
ancing to fine-tune the resource assignments in order to prevent
the overloading of RSs. There are two issues requiring attention
under this strategy.

First, BS resource scheduler should be aware of users’ trans-
mission/reception modes, and treat users in different modes dif-
ferently. The main reason is that multihop users are not directly
connected with BSs, hence the estimation of their consumed
BS capacities is different from the conventional case for direct
transmission users.

Second, the RS load balancing function should have a user
prioritization mechanism in order to decide whose resource as-
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signments should be tuned when an RS is overloaded. For in-
stance, the following priority function can be used:

Y (MS) —BS
" (Ms,—Rs,

©)

where z\sy is the priority of user k, and RS n is the tentative
RS (overloaded) of user k. Apparently, the higher the z s, the
greater benefits this user can potentially bring to the system by
using its tentative relaying route (instead of the direct transmis-
sion route). Therefore, if we use this priority function and start
the overloading relief process from the user with the lowest pri-
ority, the benefit of multihop relaying can be preserved as much
as possible.

C. Interactions Between Routing and Radio Resource
Scheduling

In MCNs, multihop transmissions normally consume less
system capacity if routing is appropriately performed, and the
radio resource scheduler should promptly capture the saved
resources and assign them to others who suffer a deficit. Con-
sequently, radio resource scheduling should be based on the
results of routing. On the other hand, radio resource scheduling
affects the system interference/loading pattern, which in turn
might affect the decisions of user route selection.

To perform RRA in the context of the above strongly interde-
pendent scenario, the best mechanism is to perform global cross-
optimization with lots of iterations. But as proven in Section III,
the problem is NP-hard. Thus, the optimization algorithms are
hardly to be feasible in practical systems.

A more practical solution would be to perform routing and
resource scheduling within one algorithm framework, where re-
source scheduling always takes place immediately after routing.
This allows the saved resources from multihop relaying to be
captured promptly. Moreover, RS load balancing is considered
within resource scheduling so that overloading of the RSs can
be effectively avoided. This algorithm can be run periodically
to quickly adapt resource assignments as required by the system
dynamics.

D. Integrated Radio Resource Allocation (IRRA)

Based on the above discussions, we propose an IRRA algo-
rithm, and it comprises three entities. The first entity, named,
Load-Based Route Manager (LBRM), is responsible for the se-
lection of user routes based on (8). The second, named, Base
Station Resource Scheduler (BSRS) is for the scheduling of
user resource assignments based on the available BS capacity.
Users in different modes should be treated differently during this
scheduling process. Finally, the third entity, named, Relay Sta-
tion Load Balancer (RSLB), is responsible for the fine-tuning
of user assigned resources/routes, based on a priority function,
e.g., the one shown in (9), in order to avoid the overloading of
RS:s.

The IRRA is executed periodically as illustrated in Fig. 4, and
the basic procedure in each execution is as follows.

1) The LBRM is run first, and outputs user routes.

2) Based on the user routes from the LBRM, the BSRS is
executed and outputs user resource assignments (e.g., data
rates) based on the available BS capacity.
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User Profiles,
Sys. Status

User Profiles,
Sys. Status

User Profiles,
Sys. Status

Res. Alloc. Res. Alloc. Res. Alloc.
(incl. routes) (incl. routes) (incl. routes)
i i+1 i+2 Time

(IRRA Instant)

Fig. 4. The overall operating procedure of the IRRA.

3) Finally, the RS load balancing is carried out based on the
user routes and resource assignments from the LBRM and
the BSRS, respectively. The outputs of the RSLB are fine-
tuned user resource allocations (including user routes).

The IRRA is generally a low complexity algorithm. Never-
theless, it is worth mentioning that at one execution instant,
the above basic procedure can also be run iteratively, i.e., after
step 3), return to step 1) to do the routing again based on the
updated system status, then step 2), and so on, until the output
converges or a predefined maximum number of iterations is
reached. However, if the iterative procedure is used, the com-
putational complexity of the algorithm increases.

V. A CASE STUDY IN ENHANCED UPLINK UTRA-FDD
WITH FIXED RSS

To prove the effectiveness of the IRRA algorithm, in this sec-
tion, we apply it to enhanced uplink UTRA-FDD [11] with fixed
RSs. The entities of the IRRA are described in greater detail, the
algorithm complexity is estimated, and finally, the system per-
formance is evaluated through system level simulations.

A. System Scenario

In this case study, to apply the frequency-division relaying
explained in Section II, we introduce an extra carrier frequency
for RS-BS links, whereas MS-RS links share the original carrier
frequency with MS-BS links.

The resource scheduling in enhanced uplink UTRA-FDD is
essentially transport format combination (TFC) selection [11].
Note that each TFC corresponds to a certain transmission data
rate, and hence transmission rates are the major type of resource
in enhanced uplink UTRA-FDD.

It is worth mentioning that the allocation of spreading codes
is not considered in enhanced uplink UTRA-FDD, due to the
fact that each user has a uniquely assigned scrambling sequence,
thus the spreading code resources in use by a user do not affect
those available for others.

B. Application of the IRRA

1) Load-Based Route Manager (LBRM): In the LBRM, the
route selection of each user is based on the LClIs of all of its pos-
sible routes. For MCNs with different underlying cellular sys-
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tems, the LCI formula (8) can be derived into different concrete
forms, depending on the interpretation of the system capacity.
In the context of this case study, (8) can be derived further as
follows.

Since the capacity of enhanced uplink UTRA-FDD is inter-
ference-limited, we define the consumed system capacity of a
route as the total induced system interference by the transmitter

Cwms,—CRX
M N
= E Pra:,MS,\.—BSm‘i‘E P, MS, RS,
m=1 n=1
M N
1 1
= P M5, * E —+ E —_—
— Lms,-Bs, ‘= Lus,-gs,
= Pz Ms, * PMS,, (10)
where P, mskp i the transmission power of user

k, Prz Mmsk—-Bsm and Pr; Msk—rsn represent the received
power of user k at BS m and at RS n, respectively, Lyisk—Bsm
and Lysk—rsn, respectively, represent the end-to-end
transmission losses between user £ and BS m, and between
user k and RS n, and finally, pysi is a user-specific factor
largely determined by the user’s location.

Similar as the load factor in [14, Sec. 8.2.2.1], the load of user
k at any receiver of interest, nysk—RrxX, is defined as follows in
this case study:

(11)

where P,; msk—rx is the received power of user k at the re-
ceiver of interest, and ;¢ Rx represents the total interference at
the receiver. In order to guarantee the quality of signal reception,
the signal-to-interference ratio (SIR) of the user at its connected/
targeted receiver should be maintained around a certain target
value, which normally is a pre-known value depending on the
user data rate and the quality-of-service (QoS) (e.g., block error
rate) requirement. Therefore, the load of user k at its connected
receiver, Nyvsk—CRrX, can be calculated as follows [12], [14]:

IS, —RX = Pra Ms, —rX/Ttot,RX

Pz nvs,—crx  SIRms, —crx
Liotcrx 1+ SIRms,—crx

. SIR¢ ms,—crx

" 1+ SIR: ms, —cRX

where SIRysk—crx and SIR¢ msk—crx represent the actual
received SIR and the SIR target of user k£ at its connected re-
ceiver, respectively.

Then, P, msk can be obtained from the following equation:

IMS, —CRX =

(12)

Py msy, = Prams,—crx * Lns, —crx

= s, —CRX * ltot,crRx * Lnms,—crx  (13)

where nuvsk—crx can be calculated with (12), and Jio,crx
and Lyisg—crx can normally be estimated based on system
measurements.

Considering (8), (10), (12), and (13) all together, we obtain

(MS,—CRX
__ SIR¢,ms, —cRX * Lrot,cRX * LMs, —CRX * pMs,
(1 4 SIR¢ Ms, —cRrX) * RMs, —CRX

(14)
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( Stat )

For every user, calculate the
LCls of all of its possible routes

L]

’ Get the first user from the user list ‘

4>*
Find the best route (the one with
the least LCI)

ALCI = LCl(current route) -
LCl(best route) (all in dBs)

(__End )

Fig. 5. The operating procedure of the LBRM.

Since during the route determination, the comparison of LCIs
is always performed between all the possible routes of a partic-
ular user, pumsk, Rvsk—crx and SIR¢ msk—crx can be consid-
ered to be fixed values. Therefore, (14) can be redefined, without
affecting the routing results, as follows:

CMS;, —CRX & ltot,crX * Lars, —CRX- (15)

Based on (15), the LBRM can easily determine and select the
route with the highest load efficiency for each user. However,
in order to avoid “ping-pong” effects causing unnecessary sig-
naling overheads and oscillations, an LCI hysteresis (e.g., 2 dB)
should be applied when updating user routes. The operating pro-
cedure of the LBRM is illustrated in Fig. 5.

It is worth noting that in the LBRM, the route selections for
individual users are performed independently. Consequently, a
number of users may happen to choose the same RS, which
then becomes overloaded. Therefore, the routes selected in the
LBRM might require fine-tuning by the subsequent RSLB. The
reason for such a design, instead of performing the fine-tuning
in the LBRM itself, is that the RSLB has full knowledge of
all users’ routes and resource assignments as calculated by the
LBRM and the BSRS, respectively, and therefore, it is able to
make better decisions.

2) Base Station Resource Scheduler (BSRS): The operating
procedure of the BSRS is shown in Fig. 6. Note that the rate
allocated to a user could be zero, which would indicate that the
user is not allowed to transmit in the next IRRA period. Load es-
timation needs to be performed for both the current and the new
rates, in order to see how much extra load will be incurred at
the BS. Unlike conventional scheduling algorithms in enhanced
uplink UTRA-FDD [12], the BSRS employs different load es-
timation approaches for users in different transmission modes.
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Rate allocation for users who do not need higher rates
(based on users’ queue sizes, power headroom)

v

I Estimate the available BS capacity ‘

1]

‘ Prioritize users who demand higher rates ‘

|

\ Get the first user from the prioritized user list ’

available BS capacity > 07

1 Calculate Load(current rate) ‘

| The new rate = the user’s desired rate |
v

‘ e
1 Calculate Load(new rate) ‘

L]

‘ Extra Load = Load(new rate) - Load(current rate) ‘

Reduce the new
rate by one step

Extra Load <=
available BS capacity?

The next
user

Allocate the rate and update the
available BS capacity

Fig. 6. The operating procedure of the BSRS.

For a user in direct transmission mode, the load of the user
at the BS can be easily calculated with (12). On the other hand,
for a user in multihop mode, since its connected receiver is a
RS, not the BS, (12) can only be employed to calculate its load
at the connected RS. Nevertheless, based on (11) and (13), it is
not hard to see that the load of user k at its interfered receiver, 7
MSk—IRX, can be derived from the load at its connected receiver
musk—crx With the following equation:

1MMS, —CRX * Ltot,cRX * Lvs, —CRX

TIMS), —IRX = (16)

Tiot,IRX * Lvis, —TRX

Therefore, the load at the BS of a user in multihop mode
should be calculated based on (12) and (16) together.

3) Relay Station Load Balancer (RSLB): As illustrated in
Fig. 7, the operating procedure of the RSLB is: first, estimate
the loads of RSs with (12) and (16) based on the tentative user
transmission routes and rates from the LBRM and the BSRS,
respectively, then check whether any RSs would be overloaded,
and if so, commence the overloading-relief process for those
overloaded RSs in order of descending load.

During the overloading-relief process of a particular RS, as
mentioned in Section I'V-B, a user prioritization mechanism is
required in order to decide from which user the process starts,
and with what sequence it proceeds. The priority function em-
ployed in this case study is provided in (9).
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‘ Estimate RS loads I

W
Y

‘ Sort the overloaded RSs in order of descending load ‘

L]

’Get the first overloaded RS from the sorted RS Iist‘
‘ Prioritize all connected users of the RS l

]

] Get the first user from the prioritized user list ‘

The next | * ‘

overloaded RS ‘ Reduce user rate by one step ‘
A

Overloading relieved?

N
% The next user

onnected user?

_— Y

Fig. 7. The operating procedure of the RSLB.

As for the overloading-relief approaches, two basic options
are envisioned: switching the chosen user from the overloaded
RS to an underloaded one, or reducing its data rate. The first
scheme is generally applicable in scenarios where the RS ca-
pacity is limited by transmission power or by time slots, etc., in-
stead of by interference. In these cases, if we switch a user from
an overloaded RS to an underloaded one, the load caused by that
user is then completely shifted from the old RS to the new one.
However, if the capacity of the RS is limited by interference, the
first scheme is not effective, since the load (i.e., interference in
this case) cannot be completely shifted between RSs, and if the
underloaded RS is too far away, the user might generate even
more load on the old RS after being switched to the new one. In
this case study, the second approach is employed.

C. Algorithm Complexity

We consider the cell of interest to be cell m, which includes
one BS, N,, RSs, and K,,, users. We assume that each user has
D candidate rates Ry > Ro > ... > Rp, and that a user
can only be relayed by RSs in the same cell, and thus the total
number of possible routes for a user is N,,, + 1.

As for the RBLM, the LCI calculation for a particular user
requires N, + 1 multiplications based on (15), the searching
for its best route requires N,;, comparisons, and the subsequent
user route updating with respect to the given hysteresis at most
requires two operations. Hence, at most, K, (2N,, + 3) opera-
tions are required in one execution of the LBRM.
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It is not hard to see that the worst case of the BSRS is when
all users are in multihop mode and are demanding higher rates.
In this case, the BSRS involves two steps only. The first one is to
prioritize all the users, and this requires at most (K,,, — 1) K, /2
operations [18]. The second step is to allocate rates to indi-
vidual users. We assume that user k’s current rate is rate number
fe(l < fr < D). Then, at most, fj rates (Rq,...,Ryx)
need to be tested for this user. In each of these tests, six op-
erations are required to calculate the new load based on (12)
and (16), and two operations are required to calculate the extra
load and compare it with the available BS capacity. Hence, to-
gether with the six operations required by the estimation of a
user’s current load, at most, Y K™ (8 f;. + 6) operations are re-
quired in the second step. Therefore, the BSRS involves at most
K2 /2 +11K,,/2+ Y Km 8, operations in each execution.

The worst case of the RSLB is when all users are connected
to a single (overloaded) RS so that the complexity for priori-
tizing the connected users is maximized. In this case, the RSLB
involves three steps. The first step is to estimate the load of
the RS, and this requires load estimations of K, users based
on (12), and then a summation of K,, load values. These re-
quire totally 3K,,, — 1 operations. The second step is to prior-
itize the connected users of the RS, and this requires at most
(K, — 1)K, /2 operations [18]. The finial step is the over-
loading-relief for the RS. We assume that user £ is assigned rate
number f;(1 < f; < D) by the BSRS. Then, at most, D — f;,
rates (Rfx+1,- .., Rp) need to be tested for this user in the re-
lief process. Each test involves two operations for calculating
the load of the new rate based on (12), and two operations for
checking whether or not the resulting load reduction is sufficient
for relieving the overloading. Hence, at most, > K™, 4(D — f1)
operations are required in the finial step. Therefore, the RSLB
involves at most K2,/2 + K,,(5/2 + 4D) — 1 — > Kmy4 ¢/
operations.

Note that in the worst case of the BSRS, rate number f;, is
finally assigned to user k (k = 1 to K,,). Therefore, the f;, used
in the RSLB should the same as the fj, employed in the BSRS.
Consequently, the total number of operations in the three entities
isatmost K2, + K,,,(2N,,, + 4D + 11) — 1 + Y  Em4fy 1tis
not hard to see that the global worst case occurs when f, = D
(k = 1to K,,,). Therefore, the worst-case algorithm complexity
can be approximated as O(K 2, +2N,, K, +8DK,, + 11K ,,).

It is clear that this quadratic complexity is far lower than the
complexities of optimal algorithms which grow exponentially
with the size of the problem.

D. Simulation Results

By system level simulation, the IRRA is evaluated and com-
pared with the nonrelaying case, as well as with a benchmark re-
laying approach that adopts pathloss-based routing [7] for user
route determination and a conventional scheduling algorithm
[12] for rate scheduling. The simulation parameters and settings
are listed in Table II.

Fig. 8 demonstrates the obtained throughput with different
session arrival rates. We observe that when the offered traffic
load (reflected by the session arrival rate) is light, without the
help of relaying, traffic can still be delivered satisfactorily. How-
ever, when the offered traffic load becomes heavy, systems with
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TABLE II
SIMULATION PARAMETERS

Parameters Settings/Explanations

Cellular layout Hexagonal grid,
omni-directional sites, 3 tiers

with wrap around

Cell radius R (km) 1.8

Propagation model (dB) 128.1 +37.6 log,((R)
Channel type 3GPP Pedestrian A
Std. deviation of slow fading (dB) 8.0

Correlation distance of slow fading (m) 50

BS antenna gain plus cable loss (dBi) 14

User antenna gain (dBi) 0

Maximum user power (dBm) 21

Maximum RS power (dBm) 24

Links with closed-loop power control MS-BS, MS-RS, RS-BS
Closed-loop power control step size (dB) 1

User TFCS (Transport Format 8,16,32,64,128.256,384
Combination Set) (kbps)
RS TFCS (kbps) 8,16,32,64,128,256,384,768,
1000

TTI (Transmission Time Interval) (ms) 10

Scheduling period / IRRA period (ms) 100

Priority function for BS scheduling Proportional fairness[12]
Traffic model Near real time video[10]
Session arrival distribution model Poisson

Session arrival rate (session/cell/s) 0.25;0.5;0.75;1.0; 1.25
Session duration distribution model Shifted exponential [10]
Minimum session duration (s) 20

Mean session duration (s) 40

Number of fixed RSs per cell 6, symmetrically located on
the perimeter of a circle
0.65*%R; 0.75*R; 0.85*R
70%

RS-to-BS distance r
BS/RS load threshold

-©- Relaying with IRRA, r=0.65*R
Relaying with IRRA, r=0.75*R
Relaying with IRRA, r=0.85*R 7

—%- Relaying with benchmark algorithm, r=0.65*R

- Relaying with benchmark algorithm, r=0.75*R

-<- Relaying with benchmark algorithm, r=0.85*R

2000 H = Non-relaying o

2500

1500

Throughput(kbps)

1000

500

1 1 1
0.25 0.5 0.75 1.0 1.25
Session arrival rate(session/cell/s)

Fig. 8. Average cell throughput versus session arrival rate.

relaying perform significantly better than that without. More-
over, in the case of relaying with the IRRA, the ratio of relayed
cell throughput to total cell throughput can be up to 75%, as in-
dicated in Fig. 9.

The IRRA can achieve much higher cell throughput than the
benchmark relaying approach. This is mainly due to the fol-
lowing reasons: first, the routing criterion used in the IRRA, i.e.,
LCI, can well reflect the most beneficial route for a certain user
in terms of uplink resource/load efficiency. Second, the bench-
mark relaying approach has no mechanism to effectively avoid
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-©- Relaying with IRRA, r=0.65'R
Relaying with IRRA, r=0.75*'R
Relaying with IRRA, r=0.85*R

1 H —*% Relaying with benchmark algorithm, r=0.65*R -

B~ Relaying with benchmark algorithm, r=0.75*R

-<- Relaying with benchmark algorithm, r=0.85*R

-5~ Non-relaying

08 -

0.2 - 4

Ratio of relayed cell throughput in total cell throughput
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Fig. 9. Ratio of relayed cell throughput to total cell throughput versus session
arrival rate.
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Fig. 10. Average relayed cell throughput versus session arrival rate.

the overloading of RSs. As a result, RSs are very likely to be
overloaded when offered traffic load becomes heavy. For ex-
ample, as indicated by Fig. 9, in the case of relaying with the
benchmark algorithm, ratios of relayed cell throughput to total
cell throughput decrease dramatically when the session arrival
rate increases. Third, in the IRRA, the radio resource scheduling
is well coordinated with routing, and therefore the benefits of re-
laying can be promptly captured and translated into throughput
improvements. Finally, the IRRA is run periodically, hence the
user transmission rates and routes are able to effectively adapt
to system dynamics, e.g., traffic bursts.

It can also be observed that the gain of the proposed IRRA al-
gorithm varies with the RS-to-BS distance r, and the maximum
cell throughput gain is about 215% in comparison to the nonre-
laying case, obtained when r equals 65% of the cell radius. This
is because currently, we assume users can only be relayed by the
RSs in the same cell. Consequently, when r becomes bigger, the
number of eligible users for relaying will decrease. This is indi-
cated in Fig. 10, where the average relayed cell throughput de-
creases as r increases. This reveals that the actual performance
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of a MCN depends not only on the RRA algorithm character-
istics, but also on how many users employ relaying. Therefore,
the deployment of RSs should try to match user distributions in
order to increase the number of users around RSs, thereby po-
tentially increasing the number of users using relaying.

VI. CONCLUSION

We studied the RRA problem in MCNs. The optimization
problem with the objective of system throughput maximization
was mathematically formulated and proven to be NP-hard. Con-
sidering the prohibitive processing complexity of finding the op-
timal solution for such an NP-hard problem, we proposed an
efficient heuristic algorithm, named IRRA, to provide subop-
timal RRA in practical systems. To prove the effectiveness of the
IRRA algorithm, a case study was carried out based on enhanced
uplink UTRA-FDD with fixed RSs. As shown by the simulation
results of the case study, the IRRA can ensure significant gains
in terms of cell throughput compared with the nonrelaying case
and to a benchmark relaying approach.
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