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Abstract— Information about the topology and link-level char-  reliance on network cooperation. The architecture can provide
acteristics of a network is critical for many applications including  topological information to supplement that provided by more
network diagnostics and management. However, this information direct approaches, and can generate estimates of link-level
is not always directly accessible; subnetworks may not cooperate N . i . .
in releasing information and widespread local measurement performance metrics, offering an efficient alternative to link-
can be prohibitively expensive. Network tomographic techniques |€vel measurement. In order to be scalable to larger networks,
obviate the need for network cooperation, but the majority the architecture must not overload the network with probes nor
assume probing from a single source, which imposes scalability concentrate its traffic on any one link or region. This is one
limitations because sampling traffic is concentrated on network of the main shortcomings of many of the previously proposed

links close to the source. We describe a multiple source, end-to- link-| It hic techni th ies in 3
end sampling architecture that uses coordinated transmission of ink-level tomographic techniques (see the summaries in [3],

carefully engineered multi-packet probes to jointly infer logical [4]); network sampling is performed from a single source to
topology and estimate link-level performance characteristics. We multiple destinations, so all probing traffic flows across the

commence by demonstrating that the general multiple source, egress link from the sampling source. The obvious way to
multiple destination tomography problem can be formally re- gjgyrinyte the sampling load more evenly is to perform probing

duced to the two source, two destination case, allowing thef ltiol Alth h thi t first lik
immediate generalization of any sampling techniques developed rom muitiplé Sources. oug IS may at first seem like

for the simpler, smaller scenario. We then describe a method for @ Simple extension of single source sampling, the challenge
testing whether links are shared in the topologies perceived by of coordinating spatially distributed sampling and fusing the
individual sources, and describe how to fuse the measurementsinformation is far from trivial. New sampling strategies are
in the shared case to generate more accurate estimates of theyeqired to determine how the topologies perceived by the
link-level performance statistics. . )
different sources overlap and which measurements can be
Index Terms— Internet tomography, end-to-end measurements, combined.
active probing, topology discovery, loss rate estimation. In this paper, we describe a multiple source end-to-end
sampling architecture that addresses the joint problem of
|. INTRODUCTION monitoring link-level performance and identifying tihegical

- . . .. topology of generalized networks @ff sources transmitting

Eff_|C|ent and effective sampling .Of a networ!< _play_s a vit 0 N receivers (anM-by-N network). We require that the
rple in network performar_me monitoring, providing Informa7subnetwork between any given source and the receivers forms
tion that can.be-used to improve the performance of over_lgytree and we call the combined network a “multiple-tree” net-
.netwct>rl|<' aFt)ng?t'c;ES and. sg.curlty systems. l\le;vzorlf(f'salmptljl%rk_ We restrict our attention to identification of the logical
IS ot limited 1o the periodic measurement ot tranic Oa.?Opology (specified by the branching and joining points in the
flow characteristics, link losses or delays. Richer informatio btwork) because the end-to-end measurements do not provide
may be derived by carefully engineering end-to-end mMult o information to identify the physical topology. We
packet probes, coordinating their transmission from multé— dress the important question of how to determine which
ple sources in the network, and measuring the order

ket arrival delay diff In thi dd mpled measurements from different sources can be fused
packet arrivals or delay differences. n this paper, we addreas; o, e performance characteristics of shared links with

spa}[trl]al(ljy-ldls_trlbute(cji gnd-t(_)l;end st?]méallr;g; \.N? d?"e'?p perb.".geater accuracy. Throughout, we strive to develop a robust
methodologles ana escribe€ Methods for INTermng topologicgiepitecture that does not rely on unrealistic assumptions

information and I.|nk_—level pe_rformance statistics. or conditions that are difficult to achieve (such as precise
A robust monitoring architecture must operate over nefy o
- . . nchronization).
works consisting of multiple domains and transparent oy
uncooperative switching elements; it must negotiate the chal- Related Work and Contributions
lenge of restricted access to portions of the network. End-In contrast to most previous work, the multiple source
to-end sampling, coupled with statistical inference to form :

tomographic techniques, becomes attractive because it avésﬁg]p“ng architecture We propose strives to JO'.m!y |dent|fy
ogical topology and estimate link-level characteristics. In this
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the network layer (ISO layer 3) topology [5]-[13]; (ii) layer-probing methodology and described how multiple-source trees
2 topology identification approches based on SNMP MIiBould be used to perform more efficient tomographic network
(Simple Network Management Protocol Management Inforonitoring.
mation Base) information [14]-[17]; and (iii) tomographic There are three major contributions of the paper. The first
techniques that identify the logical topology [18]-[27]. Thes a proof of the equivalence of inference based on measure-
major challenges are how to probe the network efficientljnents over am\/-by-N multiple-tree network and inference
how to combine (potentially inconsistent) information fronbased on measurements over the set of the comp@rey
different measurements, and how to address unresponsivenetworks. This equivalence is important because it indicates
anonymous routers. The limitations of theaceroute - that sampling techniques can be developed for the sinepler
and SNMP-based approaches are that they rely on substariia case and they can be immediately generalized/tdy-
cooperation from network elements; ttraceroute  -based N multiple-tree networks. The second contribution addresses
approaches also fail to capture the complex interconnecticdhg scalability of our multiple source sampling architecture:
between layer-2 network elements in Ethernet LANs and ATMe describe how to incorporate the packet stripe approach
networks. The tomographic techniques are limited in that the§ Duffield et al. [19] to probe larger networks, reducing the
can only identify a logical topology and they are less robugtrobing complexity fromO (M2 N?) to O(M?2N). In the third
but often they can perform a complementary role to the mocentribution, we establish a test for thkentifiability of an M-
direct techniques, filling in missing information. Our approachy-N network (whether the logical topology can be identified
is tomographic in nature; it extends prior work in that ifrom the available ordering and metric measurements).
identifies a multiple source logical topology.

The articles [_4], [23] p_rovide an overview of tompgraphi(‘B. Structure of the Paper
approaches for inferring link-level performance metrics. In the
field of link-level tomography, the most closely related work tg
that described here is the multiple-source network tomograp“
for link-level performance metric inference proposed by Bu
al. [29]. In contrast to our technique, this method requires )
known topology and does not exploit any additional inform pmqgraphy to a collection og-by-2 subprpblems. Then'
tion which can be obtained if sources probe cooperatively. ection 1l describes and analyzes an architecture for active

Other techniques that involve multiple source samplin mplmg_ong-by_—? components. We show t_hat precise t|me
focus on the problem of identifying shared bottleneck link nchronization is not necessary and describe an extension of

The method of Harfoush et al. [30] addresses only the casetf&‘? scheme for efficiently probing more than two destinations

a single source and two receivers (theerted Ytopology) and simultaneously 'to. improve scalability.' Section IV fo.rmaII.y
determines whether losses occur predominantly on the sh g_jgéelops a statistical procedure for simultaneously inferring
portion of paths to two different receivers. Rubenstein et al! “level performance parameters and characterizing network

address both this case and the case where there are two solféEs°dY basgd on mea;urements frqm th? muIt|pIe_ source
and a single destination (th¥-topology) [31]. Katabi et sampling architecture. This procedure is flexible, allowing for
' grious types of performance metrics to be easily incorporated.

al. [32] describe a similar approach based using existing traff tion V/ th ¢ laorithm f ing t inal
between multiple sources and single destination, assumin getion en presents an algorithm for merging two singie-
qurce topologies using 2-by-2 topological characterizations

known tree topology. More recently, Cui et al. have address - ) ) .
the same problem but also considered the two-source wisoduced by the statistical test. This section also establishes a

receiver network (assuming that there is a common branchitr‘?gt for pniquepess of the resulting. muItipIe-source topology.
point). These techniques address a different problem to tillz ally, |n.Sectlop VI we present simulation results, and we
addressed by our methods; they do not attempt to identﬁﬁ?nCIUde In Section VII.
topology nor do they strive to generate estimates of link-level
performance metrics (although it is an ingredient in [30]). Our Il. COMPONENTS OFGENERAL NETWORKS
architecture strives to identify shared links (be they bottleneckIn this section we demonstrate that under general assump-
or not) and this identification is formulated as a hypothesi®ns about routing behavior, any/-by-N network can be
test (or detection problem), similar in nature to the detecti@quivalently described in terms of a collection 2fby-2
formulations in [31], [33]. component networksThis reduction allows us to focus our
This paper unifies and extends techniques that we haalysis in following sections to 2-by-2 components.
described previously [1], [2]. In [1], we described a method for A natural way to represent al -by-N network component
merging two known single-source tree topologies into a singke to use a graph to describe the network topology. In a
multiple-tree network. The method combines a simple, robustnse, end-to-end measurements provide information about
multiple source probing method and hypothesis tests bagmths through the network. Special structure in the probes
solely on packet order-of-arrival information garnered from thieansmitted in single-source tomographic techniques induces
probes. In [2], we improved upon this work by establishingorrelations between the measurements observed at different
the equivalence between the hypothesis test and a model-oidiestinations [3]. This correlation allows one to identify how
identification problem. We also performed a more completeuch paths from the source to the destinations overlap.
analysis of the timing and synchronization requirements of tiNetwork structure inferred in this manner is generally referred

The rest of the paper is organized as follows. In Sec-
Il we prove that any\/-by-N multiple tree network can
accurately described in terms of alby-2 subnetwork

components, thereby reducing the genevalby-N network



subsets of these paths. Given a set of sougesnd a set
of destinationsD with M = |S| and N = |D|, an M-by-
N network component is characterized by the p@m,6),
whered is a real-valued function defined on portions of paths
through the network, an®[a,b] denotes the path from to
its descendent. The set of all possible\/-by-N network
components is denoted 8, v.

In what follows, we use the notatio®(S;; D1, D2) to
refer to the internal node where paths frash to D; and
(@ (b) to D, branch. Similarly,J(S1, S2; D1) denotes the internal
Fig. 1. The (a) “inverted-Y” and (b) “Y” topologies which we assume tonc'de Where the paths fro@ and from ’_SQ to Dy join. .
be characteristic of all 1-by-2 and 2-by-1 components. Variahlesnd ; Notice that the assumptions above imply that each internal
correspond to a performance measure on each link (e.g., delay varianggde is a joining point or a branching point. Therefore all inter-
Nodes £ and.J indicate where two paths branch or join. nal nodes can be enumerated via the functiBrend.J. As an
aside, note thaB and.J are symmetric functions in the sense
that B(Sl; Dy, DQ) = B(Sh Do, Dl) and J(Sl, Sz; Dl) =

to as alogical routing topology i.e., nodes in the inferred .
9 g topology L ; %Sg,Sl;Dl). Also note that link-level performance param-
network correspond to sources, destinations, or routers in

) L etérs are deterministic quantities which typically govern the
physical network where two or more paths join or branch.” = ~. :
S : : distribution of some other performance-related quantity. In the
This is in contrast to @hysical routing topologysuch as one : . : L
. . . , following sections we will be estimating these parameters from
discovered using SNMP techniquestoaiceroute , which ;
. random (noisy) measurements. We assume the performance
contains a node for every router encountered along the pa

between each source and destination, regardless of Whe&%rrameters opey the following properties on individual finks
- and over portions of a path.
paths join or branch there.

Typically, single-source topology identification schemes as-A4  Either6(i) > 0 for all links i, or 6(i) < 0 for all i.
sume the underlying logical topology is a tree rooted at theAS  Furthermore, suppose that links ..., i, are a (not

source, with each receiver being a leaf node. Generalizing this necessarily contiguous) subset of a path through

concept, we define ai/-by-N logical routing topology (i.e., the network. Then the performance measure across

a multiple tree topology) as a directed acyclic graph along this entire portion of the pathg({i,...,i,}), is

with a function which maps each source-destination pair to related to the link-level performance values by

the route from the source to the destination. We make the O({i1, - sin}) = 20— 0(i5).

following assumptions on routing behavior. These two properties are equivalent to the monotonicity and
Al There is a unique path from each source to easeparability properties assumed in [23]. Many of the perfor-

destination. mance measures we are interested in obey A4 and A5. For

A2  Two paths from the same source to different receiveexample, delay variance is a non-negative quantity so A4
take the same route until they branch, so that di satisfied, and assuming that queueing events on different
1-by-2 components have the “inverted Y” structurdinks are independent, delay variances add up along a path.
depicted in Figure 1(a). Packet drop probabilities can also be handled by working

A3  Two paths from different sources to the same receivaiith the logarithm of the success probability as a surrogate.
use exactly the same set of links after they join, sbhis quantity is strictly negative (the success probability lies
that all 2-by-1 components have the “Y” structuren (0, 1]) and under the same independence assumption, log
depicted in Figure 1(b). success probabilities also add up along paths.

These assumptions are motivated by the shortest-path naturéhe five assumptions together define the class of multiple-
of routing in the Internet, where the next hop taken by t#ee topologies. Describing and analyzing measurement
packet is determined according to a routing table lookup on thehemes on a general multiple-tree topology can be cumber-
destination address. Together, they imply that internal node@me. Instead, we prefer to analyze a fundamental building
in the inferred network (i.e., nodes which are not sources block of any M-by-N network component and then extend
receivers) have degree at least three, and both the in-degiesits for the smaller component to the general case. The main
and out-degree are at least one. This is typical characteristig@sult of this section establishes that ayby-N network can
logical topologies. When certain types of load-balancing ak¢ decomposed into 1-by-2 and 2-by-1 components in such a
used in the network, A1-A3 may be violated. We elaboraay that no information about the network is lost. According

more on this situation later. to assumption A2 any 1-by-2 component is completely char-
Under the assumptions above, we more formally define cagterized by the three performance parametersa., and\;
notion of anM-by-N network. as depicted in Figure 1(a). We will use the trigle;, A2, A3)

Definition 1 (-by-N Network Component)The portion to denote a 1-by-2 component. Similarly, based on A3, let
of a network connectingl/ sources toN destinations is (71,72,73) denote the parameters of a 2-by-1 component.
described in terms of paths between each source and d&so, letC3 ,, € G, denote the 1-by-2 component from
tination, along with a performance function defined on alf to D; and D5, and IetCIS;’S2 € Go1 denote the 2-by-1



component fromS; and S, to D. Given G € G, n, obtaining all 1-by-2 and 2-by-1 compo-
In addition to decomposing all -by-N network component nents for any source destination is relatively straightforward.

into 1-by-2 and 2-by-1 components, we want to show that th®r each sourc& € S, and pair of destination®;, D, € D

collection of 1-by-2 and 2-by-1 components can be used &t b = B(S; D1, D) and set

reconstruct theM-by-N network. However, this is not true s _

for any collection of 1-by-2 and 2-by-1 components. We need Cby b, = (B(P(S;B]), O(PIb, Dal), O(PIb, Do) (2)

to ensure that certain regularity conditions hold across théewise, for each pair of sources;, S; € S and destination

collection of components. Specifically, for a given soute D € D let j = J(S1,52; D) and set

and destinationD, the performance measure over thg end- 01331,52 — (8(P[Sh, 1), 6(P[Sa, 41), O(P[G, D). (3)

to-end path betwee and D needs to be the same in all

components involvingS and D. We refer to this condition This completely determines the mapping fréiy, v to Car,w,

as component consisten@and define it formally now. In the @nd it is clear that two network§, G € Gy v can map to

definition below we use superscripts to indicate thel and the sameC’ € Cyn only if O(P[S,a]) = 0(P[S,a]) and

%) are the); and~; values associated with compongnt ~ ¢(Pla, D]) = 0(Pla, D]) for all sourcesS, destinationsD,
Definition 2 (Component Consistencyliwvo components and mterna! nodga. However, if this is the case thef and

ﬁg. must be identical.

are consistent if the performance measure on entire pal { .
S . ext, we construct a mapping from each eleméhte
between common sources and destinations is the same

in each component. LeC,gll,DyC]gﬁ b, € Gis be two v,n to an M-by-N componentG € Gy,n and verify

9%, D1y, its uniqueness. Let” € Cp;,n be given. A key observa-
1-by-2 components and l&¥;, ™, U™ € Go1 b€ WO i is that describing the internal structure 6f amounts
2-by-1 components all defined on @ common S?lt) of(ls)ourct%s identifying the locations of all branching and joining
and destinations. Componenty, ,, = (A;",A3",A37)  points. Consider the path from a soureto a destination
and Cp) . = AP AP, AP are said to be consistent if D. Two internal nodes: and b along this path, e.g., two
AW LAD = AD L AP similarly, Cf;l’SQ = (119,48 4{¥y  branching points, are identical #(P[S,a]) = 6(P[S, b))
and Cf)ll’s?’ _ (%4),754)7%4)) are said to be consistent if©" eqy?valently,e(P[a,D]) = 0(P[b, D]). Thu;, having the

(3) 3 _ (@ @) Finally. 05 and C5052 are quannugs@(??[S,_ a_])_and 9_(73[a,D]) for every internal nqde_
RENE Mt L R Y DDz~ 7 7D (branching and joining point) and every source and destination
said to be consistent i{") + Y = 7% + 4. is equivalent to identifying thel/-by-N network. Observe

The following theorem establishes that any-by-N net- that the branching poinB(S; D;, D,) appears inCLS)hDQ,
work can be constructed from a collection of 1-by-2 and 25nq the joining pointJ(Sy, Sa; D) appears incgl,sz, S0
by-1 components. C contains information about every internal node. We can

Theorem 1 (Decomposition aff-by-N Components): completely specifyd, and thusG, from the elements of”
Assume A1-A5 and fix a set of sourcesand ?ﬁstinations in the following fashion. For a given sourcg € S and pair
D with |S| = M and [D| = N. Let (gl,z)M 2) denote of destinationsD;, Dy € D let C3 5, = (A1, A2, Ag). Take
the collection of sets of consistent 1-by-2 componentsSony = B(S; Dy, D) to be the branching point for this pair of

and D such that ifC, € (Q1,2)M(2) then there is a 1-by-2 paths and set

component inC; for every source and pair of destinations. OP[S, b)) = M\ 4)
- YN . ’

Slmllgrly, let (92,1)( ) denote the collection of sets_of O(Pb,D1]) = Ao (5)

consistent 2-by-1 components afi and D such that if

Cs € (G2,1)'2’" then there is a 2-by-1 componentdr for

each destination and pair of sources. Let Similarly, given a pair of sourceS;, S2 € S and destination

D € D let 031’52 = (’71,’}/2,’73). Takej = J(Sl,SQ;D) to

Carn = (9172)1\4(2) o (92,1)(2)N 1) be the joining point for these two paths and set
0(P[S1,4]) = m (7)
denote the product of these two collections. That is, each 0(Plj,D1]) = o (8)
C € Cp,wv is a collection of 1-by-2 and 2-by-1 components 0P, Ds]) = ~ )
y 12 - 3

with one 1-by-2 component for each source and pair of
destinations and one 2-by-1 component for each destinatidapeating these steps for all possible combinations of sources
and pair of sources, such that these components are paird destinations defines a unigéeand completes our con-
wise consistent. There is a one-to-one correspondence betwsienction of G from C. Moreover, it is clear that two col-
Gu v andCay N lections of component§), C' e Cum,n can both map to the

Proof: We will construct a bijection betwee@,, y and same networkG € Gy n only if C3 , = CP p, and
Ca,n- To simplify the discussion, fof € Cas v andSi, So € C5%2 = €22 for all source and destination combinations,
S, Di,D, € D, we use the notationﬂglh[,2 to refer to the in which caseC' = C. |
1-by-2 component inC corresponding taS;, Dy, and Ds. An immediate consequence of this result is that an appro-
Similarly, let Cf,ll’SZ denote the 2-by-1 component @ for priate collection of 2-by-2 components suffices to reconstruct
S1, S2, and D;. any M-by-N network component.



Corollary 1: Under assumptions A1-A5, for sourc8sand
destinationsD, there is a one-to-one correspondence between
Gu,n and

012\4,N — (g272)(¥)(g)’ (10)

the space of collections of consistent 2-by-2 components with
one 2-by-2 component for each pair of sources and pair of
destinations.

From Theorem 1 it is clear that each 2-by-2 component
gives us two 2-by-1's and two 1-by-2’s, and the complete
collection of 2-by-2 components provides 1-by-2 and 2-by-1
components for every combination of sources and destinations.
Existing single source probing techniques typically employ
back-to-back packet probes to identify parameters on each
of the 1-by-2 components [19], [30], [34]-[36]. Consider
the inverted-Y topology shown in Figure 1(a). The source
transmits one packet to destinatiédnh and then immediately
transmits another packet tb,. Before these packets reach
the branching point they will have very similar experiences
in terms of queues encountered along the way because thgy2. Examples of 2-by-2 components. The shared component depicted
are closely spaced. After the branching point their experiendedgure (a) has special structure (a “shared” joining point) which is can be
are independent, as they traverse through completely differ mlmted to improve parameter estimates and learn partial information about

. . . e structure of larger networks.
sets of queues. Correlations in the measurements obtained at
the destinations reflect information about the shared portion
of the path (up to the branching point) which is then used A

to estimate parameters of 1-by-2 components and reconstruct S S HH HH
ource S;:
12 21

1-by-N topologies.

In light of Theorem 1, we would also like to measure
2-by-1 components, however the back-to-back packet probe : A»
methodology fails. Clearly, transmitting packets through the g ) " “

. . . ource S,: [
wild Internet from different sources so that they consistently c0 o0
arrive at a joining point back-to-back would be quite a feat. We | —
can still obtain information about multiple source topologies Y fo+to
without complete 2-by-1 component information. In particular,

o . 3. A multi-destination probe, comprised of four back-to-back packet
Corollary 1 suggests that 2-by-2 components are also LISeiﬂpirs. Each source transmits two back-to-back packet pairs with constant inter-

) ) a
Figure 2 depicts some examples of 2-by-2 Componengﬁir spacingA. The number beneath each packet indicates its destination, and
The component depicted in Figure 2(a) stands out from tHe offsetuo between each source’s transmit time is randomized.

rest, as the paths to both receivers join at the same node.
The branching point is also the same node for both of the
underlying 1-by-2 components, and so the links from tHg@ad, in practice we can get away with much less probing.
branching point to each destination are identical in each 1-
by-2 component. In principle, we should be able to take m
advantage of this information to improve our estimates of the
performance parameters on these links. Knowing that pathsThis section develops a methodology for taking measure-
from both sources to both destinations join ateenmon node ments from two sources to two destinations which can si-
and that this node isbovethe common branching point is multaneously be used to distinguish whether the underlying
useful for gleaning further information about the-by-N topology is shared and to characterize network performance
network topology. Because of these distinguishing features logical links. A single multi-destination probe is shown
over other 2-by-2 components, we refer to the component Figure 3. Each source transmits two back-to-back packet
depicted in Figure 2(a) as thshared2-by-2 component and pairs spaced by a pre-determined (constant) amount of time,
focus our attention on it. Any 2-by-2 component which is noA. The packets within each back-to-back pair go do differ-
shared is called non-shared. ent destinations, as indicated by the number directly under
Finally, note that in general the complete collection of 2-byeach packet. The offsety,, between sending times at the
2 components is sufficient but not necessary for obtaining &fo sources is randomized. Destinations simply record the
1-by-2 and 2-by-1 components, since each 1-by-2 will appeander in which packets arrive (“frond; first” or “from Ss
in multiple 2-by-2 components (fix one source and a pdiirst”). Because these operations do not require precise time
of destinations, and enumerate over all other sources). Thsgnchronization the algorithm is easy to implement and offers
while measuring all 2-by-2 components may seem like a heansfiable performance in practice.

. M ULTIPLE SOURCE SAMPLING ARCHITECTURE



Back-to-back packet pairs are commonly used to infer
. . Source S1: I:I I:I I:I
internal performance characteristics from end-to-end measure- : | |
ments. Our probes are novel in the way we structure the back- | | A
to-back packet pairs transmitted by two sources to measure Souree 92 l I I I l I H
whether the underlying topology is shared. In order to facilitate 2o !

explaining and analyzing the architecture, we initially assume fo+ o 1o NIRRT b+ 1y

the sources are precisely synchronized. This assumption is

relaxed later. We also assume that packets are not reordefigds. Focusing on the initial packet of each back-to-back pair, to analyze

within the network and discuss this assumption further at tlagival order measurements. The offsef is an i.i.d. random variable,
end of the section uniformly distributed on[—R, R], where R >> Delta. The time between

probes,t;+1 — t;, is at leas2R to ensure probes are independent.

—
|
&

1

)
|

Y

A. Packet Arrival Order

To motivate our probe design we first discuss the packet
arrival order metric. Consider the 2-by-1 component depicted.:=%-
in Figure 1(b). Suppose the sources simultaneously transmit a
packet to the destination. Under the assumptions listed above,
the packets will arrive at the destination in the same order
they arrive at the joining point. That is, assuming the packets of
are not reordered after they pass through the joining point,
their arrival order is uniquely determined the joining point. @) (b)
The shared component is unique in that there is one joiNiRg. 5. Packet arrival order d¥; is the same as the order in which they arrive
point for paths to both destinations, thus we expect arrival/;. Arrival order is determined by the delays incurred by packets travelling

; oAt m the sources to the joining point. Shared and non-shared topologies are
order properties to be the same at each destination. Nggpicted with delays to each joining point labelled. In the shared topology

shared topologies, on the other hand, have distinct joinifgre is a common joining point. The collaborative multiple source probing
points for each destination. The design of our muItipIe sourelorithm leverages this idea to identify whether a topology is shared or not.

sampling architecture leverages this difference to characterize
the underlying topology.

spaced by at leagR so that the resulting measurements are
independent.
Let d; ; andd, ; denote the delays incurred by packets in a
To analyze and understand the multi-destination probe dgrticular probe travelling from source® and S, to joining
sign we begin by considering what happens to the first pacl@jint Ji = J(S1,85; Dy) as depicted in Figure 5. Consider
in each back-to-back packet pair. The corresponding sequegie first packet transmitted by each sourcelxpin the case
of first packets for three consecutive multi-destination prob@erey, = 0 so that both sources transmit simultaneously. The
is depicted in Figure 4. Sourcs) transmits a packet t0 packet arrival order ab, indicates whethed; ; < ds; or vice
destinationD, at time ¢, and then transmits a packet 10, versa. If the packet frons; arrives first thenl; ; < do; and if
after A seconds. The spacing is chosen to be sufficiently the packet frons, arrives first theni, ; < dy ;. Equivalently,
large so that the two packets are never in the same que arrival order is given by the sign of the quantity =
Specifically, dyy —dy ;.

M (11) If there is a non-zero offset then the arrival atD, is a
min. bandwidti function of

where “min. bandwidth” refers to the minimum bandwidth of

all links in the 2-by-2 network. In practice this bandwidth can (to +u+dan) — (to +di1) = 61+ u. (12)

be estimated using one of a number of toolsAocan simply Settinga, = sign(d, + u), we have that;, = +1 when the

be chosen reasonably large (on the order of 10 miIIisecondﬁg[Cket froms, arrives before the packet fro, at D;, and

By imposing_this spacing the measurements from these t\ﬂ? — —1 when the packet from, arrives first. Thusa:

packets are independent. _ . . _ indicates arrival order at destination 1. Defined in a similar
SourceS; transmits packets in a similar configuration, bufashion,aQ — sign(d, + u) reflects arrival order abs.

with a random offset between the transmission of its first gacause of cross traffic in the network. we regard the delays
packet and the timé&; makes its initial transmission. That iS,d, ; as independent random variables. Notice that for the
if S1 transmits packets at timeg andty+ A thenSs transmits shfared topology shown in Figure 5(a)

at timesty +u andty + v+ A, whereu is a uniform random - ~

variable on the intervdl- R, R] and R is much larger tham\. 01 = Elda1 — di1] = Elda 2 — dy 2] = d2, (13)
V\lle .W'.” dgtscnli)e _?ﬁw tofchoosﬁkrr;oretpre(f:lsely Iatﬁr, after since there is a unique joining point. Thus, if the 2-by-2
¢ a”fi(![n? s ro e.l esbe olur pag: ets - ;/vo rl;Jm fﬁc Sl?rgrcefﬁmponent is shared then on average, the arrival orders at both
constiiute a singie probe. In subsequent probes the ValURS Ofy .oy ars will be the same. Define the arrival order statistic
and R remain fixed, but a new offsetis drawn, independently,

at each repetition. Successive probe transmission timaee Z =Ha; # as}, (14)

B. Multi-Destination Probes



' — o  — order is different for a single-destination probe (if the first

: pair of packets arrives in a different order at the destination

v i than the second pair), it must be due to cross traffic. As
%, . . u above, we transmit many single-destination probe®iawith

different offsets. Then we average the resulting arrival order

2w, | " u measurements to obtajy, which characterizes the amount
8,=5, . * & % " of cross-traffic along the path td;. A similar sequence of
(a) Shared (b) Non-shared single-destination probes are transmittedtp to yield ps.

B Regardless of whether the underlying topology is shared or

o ) e a5 o hercs tpeoges. Pocaies 5 s nay. 10t We always expect [0 haye 0 and, =0, since cross
sr?ared case, there is a range of offsetspwhgre we will obse?ve different arrH{;}ﬁiC is t_he only meChaniS_m which can cause di_ﬁer_ent arrival
orders at each destination. orders with all packets going to the same destination. When
the underlying topology is shared, we additionally expect all
three setups (multi-dest. probes, and single-desbtor D)
to give similar results since packets pass through the same
jb?ning point.

When the topology is not shared there are two factors
gﬁecting the arrival order statistics};, for multi-destination

wherelI{-} is the indicator function. The random variabte
takes value 1 when the arrival order at each destination
different, and is zero otherwise. We tredtas a Bernoulli
random variable with parameter € [0,1] quantifying the
probability of there being different arrival orders at eac

destination. If the 2-by-2 component we are probing is shar gcur because the delays to each joining postand d,,

then on average’ = 0, and sop ~ 0. - : :
. . are not equal. Thus, if the underlying 2-by-2 component is

: Onl'lih? o';\her ::ang,l i tg% comp(;?ent ('185 not sharerz]d Hot shared,s should be significantly larger thafy, and ps.

IS unlikely that the delay diiferences, and 0,, 10 €ach \ye gevelop a formal procedure for deciding whether a 2-

destination are the same. For a subset of offset values, 35, .,mnonent is shared or not from the measurements in
illustrated in Figure 6, we expect the arrival order to b%ection v

different at each destination. The random offsgtprovides
a mechanism for exploring the behavior of an unknown 2-
by-2 network. Leta;(u) = E[o|u], as(u) = Elas|u], and D. Synchronization
Z(u) = E[Zlu] = P(a1 # aslu). Figure 6 shows these Qne attractive feature of packet arrival order measurements
quantities for shared and non-shared topologies. is that they do not require precise timing infrastructure. Desti-
We estimatep = E[Z] via Monte Carlo integration, by nations only record the order in which packets arrive. It is not
transmitting a sequence ofprobes with offsets, us, ..., un  practical to assume that sources are precisely synchronized
drawn i.i.d. on[—R, R], and recording arrival orders at eachsither. However, it is reasonable to assume that the sources
destination. Ignoring the effects of cross traffic, to computean achieve a coarse level of synchronization, e.g., via a crude
the expectation we need to ensure tiiais chosen in such handshaking mechanism. We expect that sources will be able
a way that the entire range whege= 1 is contained in the to reliably synchronize to within a few milliseconds at the
interval [—R, R]. After all n probes have been transmittedpeginning of an experiment.
the arrival order outcomes are collected at a central locationwe characterize the discrepancy between the two source
and we computeZy, ..., Z,. Recall thatA and the spacing clocks in terms of a constant offset and a difference in rate.
tit1 — t; are designed so that arrival order measurementsiting 7, () and r,(¢) denote each source’s perception of
from different probes are independent. We then estimate fine, setr,(t) = 87 (t) + = for constants3 and . Without
computingp = >, Z;. If any packets within a probe |oss of generality, let () = ¢. Suppose that probes are sent
are dropped, we discard the arrival order information for thaleryT > 2R seconds so thaf; begins transmitting at times
probe and adjust the estimate accordingly. In Section IV Wg ¢ T, ¢,+2T, ..., and so on. Recalling (12), the quantity
discuss how loss information is more explicitly incorporategletermining packet arrival order, we find that the expression

robes. In addition to cross traffic, different arrival orders can

into the procedure to improve performance. for the arrival order of théith probe atD, is
C. Cross Traffic and Single-Destination Probes ag(k) = sign(dao —dio+u+r+kBT)  (15)
Now, our goal is to determine whether the 2-by-2 com- = sign(da,> — di 2 + tg), (16)

ponent we are probing is shared or non-shared. As descril\),@ﬁiere ir = u + & + kBT. From this perspective, we can
above, if it is shared then we expect the arrival order to alway§giqer clock differences at the sources in terms of how they
be the same at each destination. However, bursts of Cragg, . ihe distribution of the random offset. The constant offset,
traffic can cause different arrival order events. To quanqu acts as an initial offset so that for the first protie= 0)
cross-traffic effects we transmit probes with the same struct%e is distributed uniformly on the interval-R + x, R + /-;]j

described above but witll packets transmitted to the Sameérpen, the rates shifts this interval byj for each subsequent
destination. We call thesnngle-destlnatl_orpr_obes. I_3y forcmg probe. Note thai need not be known precisely. As long as
all of packets to go through the same joining point we mimic

conditions of the shared component. Any time the arrival 01,02 € [-R+ Kk + kBT, R+ k+ kBT an



for eachk then the probability of observing different arrivalof the first probe in each back-to-back packet pair. Existing
orders on each individual trial is the same, and our computanicast single source network tomography techniques use
tion is not effected. Clock drift equally effects measuremenbsmck-to-back packet probes for estimating link-level perfor-
to both destinations in the shared case. The major concemance. In fact, if multicast packets are being used then we do
that the transmission times at each source may becomensbd even need the back-to-back packets to infer performance
disparate that transition region of an unshared componhiaracteristics. For unicast measurements, individual back-to-
may fall outside the probing window-R, R]. By choosing back packet pairs can be used to assess performance charac-
R sufficiently large it is clear that coarse synchronizatioteristics while arrival order measurements in conjunction with
between sources suffices dfis very large relative t&, it may the multi-destination probe design are used to characterize the
be necessary to reestablish the coarse level of synchronizatigpology. The procedure described in Section IV combines
periodically. However, we do not need precise synchronizatiperformance and arrival order measurements to jointly infer
over the course of the entire experiment. the topology (shared/non-shared) and link-level performance
parameters.

E. On Packet Reordering and Load Balancing

In their 2002 study on packe.t' reordering, Bellardo a.ng_ Scaling to Larger Networks
Savage conclude that the probability of two packets travelling _ . . .
along the same network path being reordered is highly C%A common criticism of active probing techniques — those

related with the time-spacing between them as they trave sed on ser_lding t_raffic into-the _netwc_)rk as .qpposed to pas-
the network [37]. The probability of reordering decreasesévely observing existing traffic — is their inability to scale to
y sources and destinations. If experiments are performed

dramatically as the space between packets increases. T h vair of destinati d th 2 destinati
empirical results indicate that packets travelling more th r-each pair of destinations an ere eszlna lons
en the number of experiments grows I|(<‘§) o« N4, Each

200 microseconds apart are reordered with probability le ) : A .
eriment translates to more traffic being transmitted over

than 0.01. lannaccone et al. have studied packet reorder work. which i desirable. Th It ted i
in Sprint’s network [38]. Similarly, they observe that betwee network, which IS undesirable. The results presented in

1% and 2% of packets traversing the network are reorder (Ection VI indicate that accurate t_estimates.calj be achieved
however their study focuses on traffic in TCP flows in whict>'"9 roughly 1000 probes per pair of dest|nat|o_ns. I _these
packets are transmitted in back-to-back clusters. For Certgﬂ;?asurements are made over the course of five minutes,

offsets, u, in our multiple source probing algorithm acketgssuming a .probe size of 70 bytes, the av_erage load on
Y P P g ayg b the network is less than 2kbps. However, with a network

will occasionally arrive at a joining point very close to L . -
each other, making them susceptible to reordering. These gpeM sources andV destinations this amount of traffic is

o 212 L :
precisely the same offsets for which cross traffic may caugleump“ed by a factor of?M/*N", which is unacceptable. This

different arrival orders. Thus, we can group the effects 3Faling factor can be decreased by simultaneously performing
X %)g)eriments to multiple destinations, using groups of many

reordering with random queueing delay effects and treat theback—to-back packets similar to the technique described in
together a ource of noise. .
ogener as a source 'S¢ E[;\119]. Instead of sending groups of two back-to-back packets,

It is also possible that load balancing may be employ h X tback-to-back K
within the network we are probing. This situation violategaC source transmits groups Bifback-to-back packets, one
each destination. Then the scaling factor is reduced to

our assumption that there is a unique path from each not%zN Li hin th b f . . h

to any destination. Often, in order to reduce packet reorderi - Linear growth In the number of receivers Is a huge
within TCP flows, load balancing systems distribute packe provement, since typ|ca||y.there may he many receivers but
over multiple paths using a source/destination-based hagﬂ!y a ha”df!“ of sourcef will be used_. bi hni
Then packets with the same source and destination get rou elf? comparison to single-source active probing techniques,
along the same path, but packets with different sources re are two additional advantages, from a scalability stand-
different destinations potentially get routed down differe oint, to _using m“!“p"? sources In a cooperative fashion. I_:irst,
paths. In this case, the underlying topology can be much mdhe probing load is distributed among the sources. In single
complicated than the 2-by-2 components depicted in Figure34'c€ schemes all of the probe traffic concentrates on the ini-

and assumptions A2 and A3 stated in Section Il may 6@ link leaving the source. By using multiple sources this load
violated. That is, the paths from two sources to a destinatih™mere evenly distributed across the network. Additionally, by

could join and branch multiple times. Our procedure simp Intly incorporating measurements from multiple sources in
determines thexistenceof a shared joining point before the ur statistical inference we can obtain high accuracy estimates
final branching point in the 2-by-2 component. Regardless 8§internal performance characteristics using fewer probes than

what happens above the joining point (€.g., joining and branchie would need if the measurements from each source were

ing before joining again), the measurements will indicate thgpalyzed independently.
the topology is shared. If this type of structure does not occur

then the measurements will reflect a non-shared topology. IV. STATISTICAL TEST FORSHARED TOPOLOGIES
_ In this section we address the problem of deciding whether
F. Incorporating Performance Measurements a 2-by-2 component is shared given a set of multiple source

Recall the multi-destination probe structure depicted measurements. Couched in decision theory, our procedure is
Figure 3. Our discussion thus far has focused on arrival orddlexible and can accommodate arrival order, loss, and delay



variance measurements, or any combination thereof. Whien a thresholdy. When the likelihood ratio is greater than the
both arrival measurements are used in conjunction with otteeshold, the test declares that the topology is non-shared.
of the performance modalities the procedure jointly solves f@therwise the test declares it is shared.
the topology characterization and performance estimates. Iin general, setting a threshold for the GLRT is a difficult
consideration of space limitations on this paper we focus task when no uniformly most powerful test exists and when
the case where arrival order measurements and loss measargriori probabilities are not available. If the threshold is too
ments are available. For a complete outline of the framewadidrge then we will be too aggressive in declaring topologies
please see [39]. to be shared, and conversely if it is too small then we run
Suppose that the sources have carried out a set of exp#ie risk of not identifying shared topologies at all. For the
ments. Letz denote the set of arrival order measurements asdmposite hypothesis test as formed above, a threshold can
let y denote the set of loss measurements from the expdse set using Wilks’ Theorem for the asymptotic behavior of
ments. The paths from each source to the two destinations etiwhlog likelihood ratio statistic [40]. Under mild assumptions
form a 1-by-2 component. Using the notation introduced ion the regularity of the likelihood functions(y|H;, A\) and
Section Il — specifically, in Figure 1 — each 1-by-2 componep{z|H;, p) which are satisfied for this setup, Wilks’ Theorem
is characterized by three link-level performance parametessates that under the shared (i.e., null or restricted) hypothesis,
Ag”), AS%A?, where we use the superscripto index which  21og A(y, z) 4, x2, wherev is the difference in the number
source’s 1-by-2 topology we are referring to. of degrees of freedom under each hypothesis. In other words,
We will construct a hypothesis test to determine whether tlfaye are using loss and arrival order measurements then under
underlying 2-by-2 component is shared or not. EBf denote the shared hypothesiglog A(y, z) converges in distribution
the hypothesis that the 2-by-2 topology is shared, and/let to a chi-squared random variable with four degrees of freedom.
denote the hypothesis that the topology is not sharedAlet By knowing the distribution of the log likelihood ratio statistic
A AL AR AP ALY denote the six dimensionalunder the shared hypothesis we can fix a threshold based
vector of loss rates, and lgt = (p, p1, p2) denote the three on a desired probability of mistakenly declaring that the
dimensional vector of different arrival order probabilities. Theéopology is not shared when it is really shared (referred to
key difference between each hypothesis is the number of fre&ea Type | error). For example, to have a Type | error rate of
parameters. Under the non-shared hypothesis we make dpproximately 25%, sef = 0.429.
approximation that there is no correspondence between the
two 1-by-2 components, and so all nine variables(A p)
are allowed to vary. However, under the shared hypothe
we impose the restrictional” = AP, A{) = A, and  The previous section described how to set a threshold in the
p = p1 = ps based on characteristics of the joining angtatistical test by using Wilks’ Theorem to control the Type |
branching points of the shared 2-by-2 topology. Thus, undeffor rate. To precisely quantify the Type Il error rate one
the shared hypothesis there are only five degrees of freedditist adopt a model for the process generating arrival order
Taking the standard decision-theoretic approach, we c@pservations. Because of the complicated interplay between
culate the likelihood of our data under each hypothesi@yeueing, background traffic, and characteristics of the under-
p(y, z|H;, A\, p). By assumption, the spacing\ is large lying topology (e.g., propagation delays), any model we use
enough so that each back-to-back packet pair in the proth@se will probably not be of much use in practice. Instead,
are independent, and since dropped packets are not includégd build an intuition for how the problem parametef
in the arrival order measuremengsand z are independent. |61 —d2|, and the number of samples effect the overall system

Thus, we can factor the likelihood function according to  performance.
Intuitively, the test developed in the previous section is

és Decision Performance

p(y, z|Hi, A, p) = p(y|Hy, N)p(z|Hi, p)- (18) simultaneously performing two tasks. It's primary function is
For this specific example, both the loss measurements gAddetermine whether the number of different arrival orders
arrival order measurements are Bernoulli distributed. is statistically significant, indicating a non-shared topology.

Since the parameterd and p are unknown, we take the Statistical significance is measured by the ability of the
generalized likelihood ratio test (GLRT) approach to solvinleéasurements to resolve the regioh,d,] where arrival
this composite hypothesis problem. In the GLRT, the unknov@fders transition in the non-shared case (see Fig. 6(b)). Thus,
parameters\ and p are replaced with their maximum likeli- the quantities at play are the width of the probing interval,
hood estimates under each model. The generalized likelihdod?®, 22, the target regior(éy, d2], and the level of “noise”

ratio is given by due to background traffic. _The larger the size qf the_ probing
e 7 interval is very large relative to the target region (i.2R
Aly, z) = SAE0]0, pel01) p(y|Hy, Mp(z|Hy, p) vs. |8, — d2|) the more probes are needed to resolve the target

maxxe(o,1)4, pefo,1) P(YIHs, N)p(z|Hn,p) region. Similarly, if variability in arrival orders due to queueing
19) s large relative to systematic arrival orders (attributable to
a non-shared topology), then more measurements must be
Hy taken to average away the effects of queueing. Since the
Ay, z)= =2 n, (20) size of the target region is not known ahead of time these
Hg tradeoffs are not easily quantified. However, we emphasize

Then a decision is made according to
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more measurements, at the cost of increased bandwidth usage.
In the experiments and simulations reported we chdose

be the maximum round trip time, motivated by the following

sequence of bounds:

that system accuracy can always be improved by collecting @ 15,0 @ 1550
|

|5z| < max(dlﬁi, dgﬂ') < max(RTlei, RTTQJ'), (21)

!
4 :
wherei ranges over the destinations. This guarantees that if@ @
the topology is not shared then the target region is included in
[~ R, R]. Although this approach may seem too conservative, @ (b)
we have found that this setting produces accurate inferenggs 7. | ocating joining points frons with respect taSs's topology (solid
using a reasonable number of probes (roughly 1000). edges) using information about shared and non-shared 2-by-2 subcomponents.

; i ictribiiti i _ (a) If the 2-by-2 component fofD1, D2) is shared then the joining point to
Placmg meanlngful distributions on the SIZ& 52| of D1 and D3 must lie on the logical link directly below. (b) If the components

the_target regior_1, or the level of.t_)ackground traffic is NQ& (p,, D3) and(D2, D) are not shared then the joining pointia must
a simple task since these quantities may vary greatly de-located on the link immediately befores.

pending on the setting. When probes are transmitted across

the Internet at large we expect that propagation delays will

dominate queueing delay, due to geographically long links

and over-provisioned network infrastructure. This scenario @ the known topology, where the paths from a second source
advantageous in our setup, since longer propagation delégghe same set of destinations join in this topology. et
correspond to larger target regions. When the network @hdS:> be two sources and l&¥; € G x be the logical tree
interest spans a smaller geographic area (e.g., campustopology from sources; to NV destinations. In Section Il we
metropolitan networks) or involves wireless links, the targétated assumption A3, that the paths for every pair of sources
region may not be as well pronounced, making the decisié® a given receiver join at one particular point. Based on this
task more challenging. Recent studies of RTT characterist@gsumption, the path fro, to a destinationD must join the
suggest that both of these scenarios are plausible [41], [4R&th from.S; to D somewhere beford. Without any other

We emphasize that variability due to background traffic cdhformation, we have no way of knowing where the joining
always be overcome by taking more measurements. point lies along this path. However, if the 2-by-2 component
from S; and.S; to two destinationd); and D, is shared, then

we know that the joining point lies somewhere above (i.e.,
closer toS;) the branching point td; and D, in G;. Thus,
Next, we will show how knowledge of whether each 2-by-Zformation about shared topologies can be used to narrow the

component is shared or not can be used to infer qharacterisplgﬁge where a joining point could possibly lie with respect to
of the M-by-N network component. More specifically, wethe G, topology.

consider the problem of merging two 1-By-+topologies on the

same set of destinations. The challenge in this problem stemdnformation about non-shared topologies can also be useful,

from the fact that logical topologies do not come equippe‘ﬁhen used in conjunction with knowledge of shared topolo-

with labels for internal nodes. Rather, as we saw in Section #1€S- Suppose there are three destinatibns D, and D3,
locations of internal nodes are determined by their relatig/Ch thatB(51; D1, Ds) is closer toS; than the branching
distance (in terms of a performance metric) along the pad@int B(S1: D2, Ds) to Dy and Ds, as depicted in Figure 7.
from a source to a destination. Also, suppose that the 2-by-2 componeist;, Sz; Dy, Ds)
Single source topologies only contain branching points sinip Shared, bu(S, Sy; Dy, D?’) and_(Sl, 52; D2, Ds) are not.
all paths originate at the same source. Thus, the problemsgf"red' From the shared information we know that the joining
merging two single source topologies amounts to identifpQiNtS/ (S1, S2; D1) and.J(S1, 52; D») lie above the branch-

ing the locations of joining points. Without measuring thé'9 point B(S1; D1, Dy). The non-shared information also

parameters of 2-by-1 components, the best we can hope' lies that the third joining point/(S1, S2; D) must lie

do is to identify the relative order of joining and branchin%ﬂong the logical link fromB(Sy; D, Ds) to Ds. If it were
points along every path. This section describes an algorit y closer toS; then the 2-by-2 component 1 and Ds

for estimating the possible range of values which could %ould have to be shared.

taken byd(P[S, j]) and 8(P[j, D]) for joining pointsj. We By locating joining points using the logic described above,
also describe necessary conditions for shared/unshared resulisare essentially limiting the range of values which the
obtained using the techniques described in the previous sect@nformance metrid(P[J;, D;]) can take, whereJ; denotes

to uniquely identify a ordering of joining and branching pointshe joining point from sourceS; and S, to destinationD;.

In what follows we assume that the 1-By-tree topology Without information about which 2-by-2 components are
from one source to all receivers is known. There are a numtsdrared, the location is unconstrained and can take values in the
of methods for identifying single-source logical tree topologidsterval [0, 6(P[S1, D;])). Let B; ; = B(Sy; D;, D;) denote
using end-to-end measurements, including those describedhe branching point fron$; to destinations); and D;. If we
[18], [20], [24], [26], [43]. Our goal is to locate, with respectknow that the 2-by-2 component 10, and D; is shared, then

V. MERGING SINGLE-SOURCETOPOLOGIES
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we have lower bounds Proof: To see why having everyu(i,j) = 1 is suffi-
cient condition for identifiability, consider the fact that if all

0(P[Bi;, Di]) (22) (4, ) = 1 then every branching point i, appears in a path

8(P[Bi ;,D;)). (23) from S, to some destination. In this manner, every logical link
in G4 is isolated, and the paths frof3 to each destination are

Similarly, information about non-shared 2-by-2 componentgesolved to a single link. This the joining point for destination

in conjunction with information about shared components can; either lies on the logical link entering,; or on the link

be used to upper bourt{P[J;, D). just above the highest shared branching point, and no higher.

The algorithm described in Figure 8 computes these boundsro prove the opposite direction, assume that the joining
in a systematic fashion. Step 1 of the algorithm uses informggints are identifiable and suppose that there is a branching
tion about shared 2-by-2 components to compute the tightggjint B, ; for which m(i,) = 0. This implies thatB, ; is
possible lower bound or(J;) for each destination. Thenneither a shared branching point nor does it appear in any
Step 2 uses shared and non-shared components to tightensfited path frons, to D, or to D;. On the other hand, since
upper bounds. In Step 2, the setcorresponds to indices of g, ; is an internal node in the logical tree topology, it has at
destinations for which the branching poinfs ; are closer to |east two descendants. In particular, there is an outgoing link
Sy than the current lower bound di{.J;). If i € Z then we in the path toD; and a different outgoing link in the path
know that the 2-by-2 component f@; andD; is not shared. tg D;, and the lower bounds on joining poinfs and J; lie
This step then checks whether the path frénto D; passes pelow B; ;. However, sincen(i, j) = 0 one of these joining
through B; ; by using other shared information. If this is theyoints could potentially lie abovB; ;, and this contradicts the
case then we can tighten the upper bound, since otherwise 8gumption that the joining points are identifiable. [ |
2-by-2 component foD; and D; must also be shared.

The algorithm is not iterative, so we do not need to worry
about convergence. When run to completion, the algorithm
produces bounds on the locations of joining points to eachOur previous papers [1] and [2] describes a series of
destination with respect to the, tree topologyG,. The best experiments conducted using techniques described in this
we could hope to do is to isolate these joining points to a singbaper. Among those results, using arrival order measurements
logical link in G, between two branching poitswhen this we successfully identified shared and non-shared components
is possible we say that the joining points &dentifiable with in an Internet experiment involving two sources and seven
respect toG, . destinations. The sources were both located in North Amer-

Definition 3 (Identifiability): Given the single source topol-ica. Destinations were located in N. America and Europe.
ogy, G1 € Gin, from S; to N destinations and intervalsin the Internet experiment we validated our results using
[a1,b1),...,[an, by) bounding the locations where the pathsraceroute . Another experiment was reported where our
from S, and .S, to D; join, we say that the joining points aretechnique was used to successfully characterize 2-by-2 compo-
identifiable with respect t6/; if for every destinatiorD;, there nents for 2 sources and 18 destinations located in a university
is no branching poinB; ; with (P[B; ;, D;]) € (a,;,b,-). LAN. For this experiment we confirmed that the inferred

Note that the lower bounds returned by our algorithmomponents were correct with the help of the IT department.
correspond to nodes id; (either a destination, or a branchingrinally, we conducted a set of simulations illustrating that
point). The definition for identifiability simply implies that joint inference using loss and arrival order measurements could
there is no other branching point between the node at thignificantly improve performance.
lower bound, and the upper bouhd The following theorem  For this paper we have performed another set of simulations
gives necessary and sufficient conditions for identifiability afn a larger network topology, mimicking real-world condi-
joining points with respect to a topolog¥#;, given whether tions. The results reinforce our belief that the techniques de-
each 2-by-2 component is shared or not. veloped in this paper, arrival order measurements in particular,

Theorem 2 (Test for Identifiability)Let G; € G; v and for are robust in a variety of conditions. The simulated network
each pair of receiverg j € {1,...,N}, i # j, let s(i,j), the was composed of 318 nodes, modelled after the Abilene
indicator of whether the 2-by-2 component frash and S, multicast topology [44]. Measurements were made from two
to D, and D;, be given. Identify a binary variable:; ; with sources, located off the Chicago and Indiana nodes, to nine
each branching poinB; ; in G;. For each pair of destinationsdestinations, each positioned off one of the other core network
D;, Dj, if s(i,j) = 1 setm,; = 1, setm(i,k) = 1 for all nodes. The resulting logical topology is depicted in Figure 9.
B; ;. which are descendants @f; ; in G, and similarly set In total there were 22 shared 2-by-2 components and 14 non-
m(j,k) = 1 for all B;; which are descendants @, in shared. Cross traffic was produced by a collection of web
G1. The joining points are identifiable with respect@ if servers and clients located throughout the network. Typical
an only if m(i,5) = 1 for all pairss, j. packet drop rates on each link in the network ranged between

0 and 1.5%. In these experiments each source transmitted a

IRecall that each logical link in the single-source topolagy may be a total of 1000 probes. The simulation was repeated 100 times.
concatenation of physical links involving routers or switches which are not Figure 10 depicts the receiver operator characteristic for
branching points. However, in the merged logical topology one of these nodes . . . -

r decision scheme, one minus the Type Il error probability

may appear as a joining point. Hence, the second tree joins “between” i .
branching points in the first tree. E.g., see Fig. 7. versus the Type | error. A Type | error is one where we

0(P[Js, D))
0(P[J;. Djl)

v v

V1. SIMULATIONS
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Merging Algorithm

Inputs: SourcesS: and S2; a set of destination® with |D| = N; the 1-by4V tree topologyG: € Gi,n
from S; to all destinations; and results from tests for shared componentssiith) = 1 if the
2-by-2 component to destinatiod®; and D; is shared, and(, j) = 0 otherwise

Output: IntervalsI; C R which bound the range taken BYP[J;, D;]), with respect toG.

Initialization: For each destinatio;, setl; = [0,60(P[S1],D;)).

Step 1 (Lower Bounds): For each pair of destination®;, D;, let our current bounds on joining point
location bel; = (a;, b;) andI; = (aj,b;). If s(i,7) = 1, update

IZ' = [max{ai,H(P[Bi,j,Di})},bi) (24)
Ij = [max{aj,H(P[Bi,j,Dj})},bj). (25)
Step 2 (Upper Bounds):For each destinatio®;, we now havel; = [a;,b;). Let

I={ie{l,...,N},i#j : 0(P[Bi;,Dj]) > a;} (26)
denote the set of indices of other destinations for which the branching pBjntsire closer taS;
than the current lower bound ofy. For eachi € Z, if for any other destinatiot = 1,..., N,

k # j we haveB; ; € P[S1, Di] ands(i, k) = 1, then update
Ij = [aj,min{bj,O(P[BLk,Dj])}). (27)

Fig. 8. Our algorithm for merging two 1-bj¥ single source logical topologies.

0.8
s
11 0.6f
F
>
':‘ 0.4f
0.2
0 ‘ ‘ ‘ ‘
0 0.02 0.04 0.06 0.08
Fig. 9. The two source, nine destination logical topology from the simula- Type | Error
tions. The simulated physical topology contained 318 nodes, modelled after
the Abilene multicast network. Fig. 10. A plot of one minus the Type |l error versus the Type | error. By

choosing a thresholdy, for the hypothesis test, we fix an operating point
along the horizontal axis, and performance reflected in the score along the
. . vertical axis.
mistakenly declare that a shared topology is non-shared. A

Type Il error is the opposite, identifying a non-shared topology
as shared. The ideal operating point is in the upper left-hahtanching point with valuen(i, j), as defined in Theorem 2,
corner of the figure, where both the Type | and Type Il erromill be equal to zero. The same is true for identifiability with
are zero. In practice, choosing a particular decision thresholéspect to theS, topology.
n, determines the operating position along the horizontal
axis, and the value along the vertical axis is an indication VII. CONCLUSIONS
of performance. Note that in this figure the Type | error This paper presented theoretical results unifying our previ-
only ranges over|0,0.09] as opposed td0, 1]. So, if we ous work. By proving thaf\/-by-N network components can
are willing to operate at a Type | of roughly 0.1 we willbe decomposed into a collection of 2-by-2 components we
achieve a Type Il error of roughly 0.1 also. In this experimenteduced the general multiple source multiple receiver network
only arrival order measurements were used. However, we aamography problem to a simpler case. We then developed
improve performance by incorporating loss measurements irtonovel measurement scheme and testing procedure which
the decision scheme when the number of observed packeh be used to distinguish between the shared and non-
drops is significant. Performance can be improved by takispared classes of 2-by-2 component networks. Our proce-
more measurements. dure jointly estimates link-level performance parameters and
Observe that in the simulated topology, knowing whethetassifies topology. We illustrated how this information can
each 2-by-2 component is shared or not is nearly sufficienthhe used to merge two single sources trees and established a
identify joining point locations with respect to tt¥g topology. test for the identifiability of multiple source tree topologies
All joining points will fall either immediately to the left or to from measurements. Simulations illustrate the efficacy of our
the right of the first branching point aftéf. There will be one procedure.



To our knowledge, it is not possible to completely charactee4]
ize 2-by-1 components using current tomographic techniques.
This is an interesting open question and its solution would
enable a framework for completely discovering and charactgzs]
izing general network topologies.
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