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MIMO Broadcast Scheduling with
Limited Feedback

Wei Zhang, Member, IEEE, and Khaled Ben Letaief, Fellow, IEEE

Abstract— We consider multiuser scheduling with limited feed-
back of partial channel state information in MIMO broadcast
channels. By using spatial multiplexing at the base station
(BS) and antenna selection for each user, we propose a mul-
tiuser scheduling method that allocates independent informa-
tion streams from all M transmit antennas to the ) most
favorable users with the highest signal-to-interference-plus-noise
ratio (SINR). A close approximation of the achievable sum-rate
throughput for the proposed method is obtained and shown to
match the simulation results very well. Moreover, two reduced
feedback scheduling approaches are proposed. In the first ap-
proach, which we shall refer to as selected feedback scheduling,
the users are selected based on their SINR compared to a
predesigned threshold. Only those selected users are allowed to
feed back limited information to the BS. The resultant feedback
load and achievable throughput are derived. It will then be
demonstrated that with a proper choice of the threshold, the feed-
back load can be greatly reduced with a negligible performance
loss. The second reduced feedback scheduling approach employs
quantization for each user, in which only few bits of quantized
SINR are fed back to the BS. Performance analysis will show
that even with only 1-bit quantization, the proposed quantized
feedback scheduling approach can exploit the multiuser diversity
at the expense of slight decrease of throughput.

Index Terms— Antenna selection, broadcast channel, feedback,
multiple-input multiple-output, multiuser diversity.

I. INTRODUCTION

ULTIPLE-INPUT multiple-output (MIMO) systems

with a number of transmit and receive antennas hold

the promise of achieving high capacity over wireless channels
[1], [2]. One key benefit of MIMO is the resultant spatial
diversity gain which can be exploited to get a more reliable
reception performance. Space-time block coding (STBC) is
a MIMO technique which can achieve the maximum spatial
diversity gain in an efficient way [3]. Another merit of using
MIMO arises from the high spatial multiplexing gain which
can be obtained by sending independent information streams
over any transmit-receive antenna pair simultaneously [4], [5].
In the context of a broadcast channel (BC) in a MIMO
cellular system, the spatial diversity gain or multiplexing gain
can still be achieved for a single user. From the system
point of view, however, the total throughput may not be
optimal because a potential inherent multiuser diversity is not
exploited. Multiuser diversity is a form of selection diversity
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among users which arises from the independent fading chan-
nels between the base station (BS) and the multiple users [6],
[7]. To take advantage of the multiuser diversity, a variety
of multiuser scheduling algorithms have been proposed for
MIMO downlink transmissions in [8]—-[14]. But these are
mostly based on time-division-multiple-access (TDMA) in
which the BS transmits to only one user at a time. It was later
shown that the maximum achievable sum-rate using TDMA
for MIMO broadcast channels is only a small fraction of the
sum-rate capacity of MIMO broadcast channels [15].

Dirty paper coding (DPC) has been shown to be an optimal
approach to achieve MIMO broadcast channel capacity by
serving multiple users simultaneously [16], [17]. Compared
with TDMA, DPC can achieve a linear increase of capacity
in min(M, K) times [15], where M is the number of transmit
antennas and K is the number of users. To alleviate the
computation burden of DPC, simple sum power iterative
water-filling (IWF) algorithms were proposed in [18], [19].
For a large number of users, some practical techniques with
reduced complexity to achieve the sum capacity have also been
investigated in [20]-[24]. To reduce the amount of channel
feedback and the computation complexity, user selections were
also considered. Through the use of a simple norm-threshold
feedback protocol, the maximal scaling of the sum rate is
achievable [25]. In [26], only those users with the singular
values above a set threshold are allowed to feed back the
channel information to the BS. In [27], a low-complexity
suboptimal user selection scheme, which was referred to
as the semi-orthogonal user selection (SUS) algorithm, was
proposed. When the user selection algorithms in [26] and
[27] are combined with zero-forcing (ZF) beamforming, the
optimum sum-rate throughput can be asymptotically achieved
when K goes to infinity.

The aforementioned DPC and the related low-complexity
algorithms require perfect knowledge of the channel state in-
formation at the transmitter (CSIT). However, it is not practical
to assume that the channel coefficients are perfectly known at
the transmitter. Furthermore, with an increasing number of
antennas and users, the feedback amount of CSI becomes
huge. In situations where the feedback is severely limited,
quantization of the information needed at the transmitter seems
to be attractive [28]. With finite rate feedback, it was shown
in [29] that the transmitter can obtain quantized CSI through
a random quantization codebook. Full multiplexing gain can
then be realized if the number of feedback bits scales with
the signal-to-noise ratio (SNR). In [30], and by assuming
perfect knowledge of CSI at the receiver only, the signal-to-
interference-plus-noise ratio (SINR) is made available to the
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transmitter and only those users with high SINR are allowed
to receive information. The throughput is then shown to be
asymptotically optimal and scale as M loglog(K N), where
N is the number of receive antennas at each user.

In this paper, we will investigate several SINR-based
scheduling algorithms for MIMO broadcast channels in the
absence of CSIT. Firstly, we propose a MIMO broadcast
scheduling with the feedback of SINR from all users, namely
full feedback scheduling. In this scheme, spatial multiplexing
and receive antenna selection are both employed. With antenna
selection for each user and feedback of SINR from all users,
the BS transmits M independent information streams to M
users with high SINR simultaneously. This scheme is similar
to the one proposed by Sharif and Hassibi in [30]. But ours
differs from [30] in that receive antenna selection is used for
each user, whereas in [30] every receive antenna is employed
as an individual user. Because forcing multiple closely spaced
antennas belonging to a single user to receive different signals
would require extra cost and power, the antenna selection
scheme is preferred. Moreover, it will be shown later that our
scheme requires less feedback load without loss of throughput
as opposed to [30].

We further propose two MIMO broadcast scheduling algo-
rithms with limited feedback. In the first one, which we shall
refer to as selected feedback scheduling, users are selected
based on their SINR compared to a set threshold. Only those
selected users are allowed to send back their SINR to the BS.
The achievable sum-rate throughput and the resultant feedback
load reduction are then studied over Rayleigh fading chan-
nels. Performance analysis will demonstrate that the feedback
load can be substantially reduced with a negligible loss of
throughput. It should be mentioned that a similar technique,
SNR thresholding, was proposed in [31] in the context of
single-antenna multiuser scheduling. In our second scheduling
algorithm with limited feedback, namely, quantized feedback
scheduling, only few bits of quantized SINR of each user are
sent back to the BS. It should be remarked that quantized
feedback was applied to multiuser diversity in single-antenna
systems [32]—-[34]. In contrast, here the quantization of SINR
is employed for each user in a multiuser MIMO system.
Performance analysis will show that even with only 1-bit
quantization, the achievable sum-rate throughput increases
with the increasing number of users.

The rest of this paper is organized as follows. Section
II introduces the system model. In Section III, a multiuser
scheduling algorithm with SINR feedback from all users is
proposed for MIMO broadcast channels and its achievable
throughput is obtained numerically. Section IV proposes a
selected feedback scheduling algorithm. The achievable sum-
rate throughput and the feedback load are derived. Section
V proposes a quantized feedback scheduling algorithm. In
particular, 1-bit feedback scheduling is investigated. Section
VI presents further comparison results of all the proposed
scheduling algorithms. Finally, we draw our conclusions in
Section VII.

II. SYSTEM MODEL

We consider the downlink of a single-cell wireless sys-
tem where the BS with M antennas communicates with K
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geographically dispersed users, each having N antennas. In
a typical cellular system, we often have K >> M and
M > N. Assume that only J out of K users are allowed to
communicate with the BS simultaneously at any given time
slot ¢. Let \A(t) be the set of active users which are assigned
a non-zero rate at time slot ¢. Thus, the cardinality of A(t) is
[A@)| = J with 1 < J < K. Letuser k (1 < k < K) be an
active user at time slot ¢, whose received signal is given by

YL = JarHLX! + Wi ke At) (1)

where Y} is an N x 1 vector of the received signal at the kth
user in time slot ¢, Xt is an M x 1 vector of the transmitted
signal in time slot ¢, and W’,; is an N x 1 vector of additive
noise whose entries are i.i.d. complex Gaussian with zero
mean and variance Ng. Hz is an N X M channel matrix, where
the (n,m)th entry hf(n,m) ~ CN(0,1) is iid complex
Gaussian with zero mean and unit variance and represents
the complex channel gain from the transmit antenna m to the
receive antenna n of user k at time slot ¢. The scalar o, models
the power attenuation due to the path loss and shadow fading.

We assume that the total transmit power is equal to 1, i.e.,
Tr(X![X!#) = 1, where Tr(-) stands for the trace of a
matrix. This ensures that the total transmit power is not de-
pendent on the number of transmit antennas. The block-fading
channel model is considered in which the channel coefficient
hi(n,m),Vm,n,k is quasi-static and frequency non-selective
in time slot ¢ but varies independently in different time slots.
Furthermore, the channel hf (n,m) is uncorrelated with other
channels ki, (n’, m') for any two distinct pairs (m’, n’, k') and
(m,n, k). Throughout this paper, we assume that the MIMO
channels are perfectly known at the receiver, but are unknown
at the transmitter.

We may regard model (1) as a general description of several
scenarios in downlink transmissions as follows:

o If J = K =1, (1) represents a single user MIMO
Gaussian channel [1];

e If J = K > 1, (1) represents a MIMO Gaussian
broadcast channel [16];

e If J = 1, and K > 1, (1) represents a multiuser
scheduling MIMO Gaussian channel, where only one user
is scheduled at a given time [10]-[13];

o If 1 < J < K, (1) represents a multiuser scheduling
MIMO Gaussian channel, where more than one user are
scheduled at a given time [20], [26], [27], [30], [35].

In this paper, we focus on the problem of multiuser scheduling
in the last scenario, where multiple users are scheduled
simultaneously at any time.

The symbol z(m) is transmitted through antenna m with
x(m) assumed to be independent for m = 1,---, M. The
average transmit power per antenna is 47, i.e. Ef|z(m)[*] =
ﬁ, thereby ensuring that the total transmit power is 1. The
received signal at the nth antenna of user £ can then be derived

from (1) as

M
y(n) = vai Yy hi(n,m)z(m) + wi(n). @)
m=1

Assume that the signal z(m) is the desired signal for user k.
By regarding other signals 2(m’), m’ # m as interference, we
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can get the instantaneous SINR of yj(n) as
| (n, m)[?
% + Dz |k (, m')|2’

where 9 = /Ny is the average SNR of user k.

In [30], a downlink scheduling scheme is proposed with
SINR feedback. For the MIMO case, it treats each receive
antenna at any receiver as an individual user, so that there are
effectively VK single antenna receivers. With the feedback
of the maximum SINR of each user along with the index
m which achieves the maximum SINR, the BS will transmit
M independent signals to M users with the highest SINR
simultaneously. Let S; = {1,--- , M}, S, ={1,--- , N} and
Sy = {1,--+, K}. The achievable throughput R can then be
bounded by [30]

M
(k)
Z log, (1 + elax SlNRm’n)l . 4)

m=1

SINR¥) 2

m,n

3)

R<E

The asymptotic analysis in [30] shows that the achievable
throughput is M loglog(/NK) when K goes to infinity. How-
ever, the SINR-based scheduling algorithm in [30] requires the
feedback of KN SINR values and the feedback load increases
with the increase of the number of receive antennas.

III. MIMO BROADCAST SCHEDULING WITH SINR
FEEDBACK

In this section, we propose a MIMO downlink scheduling
algorithm with antenna selection. It only requires a feedback
of total K SINR values. Performance analysis shows that
the reduced feedback scheduling does not induce any loss of
throughput and fairness compared with [30].

A. Scheduling Algorithm

The proposed scheduling algorithm with the full feedback
of SINR can be described as a two-stage algorithm: feedback
by users and scheduling by the BS.

Stage 1: Feedback

1) Initialization: Set By, = 0, TX; = 0 and Rx; = 0

fork=1,--- K.

2) For k =1 to K,

Bk = MaXmeS,,neS, S|NR(k)

"SINR®)
Rx), = arg, max,,es, nes, SINRS |
User k feeds back to the BS Tx; and By.

End For
Stage 2: Scheduling
1) Initialization: Set £, = 0 and Z,, = (), for m =
1,---, M. Get the feedback of Tx; and Bj.
2) For k=1t K,
m = TX;.C,
I =T Uk.
End For
3) For m =1 to M,
If Z,,, # 0
k), = arg maxyez,, Bk-
End If

TXk = arg,, MaxXmes,,nes, SINR
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End For

The key idea behind the above scheduling algorithm is that
each user firstly selects the most favorable transmit antenna
Tx; and receive antenna RXx; for achieving the maximum
SINR Bj and then feeds the corresponding Bj along with
the index Tx; to the BS. Since receive antenna selection is
performed at each user, the total feedback load at each time
slot is K real values {By, -, Bx} plus K [log, M| bits of
TXy, Vk, where [z] denotes the smallest integer larger than
. At the BS, the users with Tx, = m are clustered into
the set Z,, and then the scheduled user £, is decided by
achieving maxyez, Bg. Once users k), are determined for
all m = 1,---, M, the receive antenna RX: of user kj, is
selected to receive the signal x(m).

B. Throughput Analysis

In the following, we will derive the average achiev-
able throughput of the proposed scheduling algorithm over
Rayleigh fading channels.

Under Gaussian codes and the minimum distance decoding
at receiver, the instantaneous sum-rate of the scheduling with
the feedback of SINR is

M M B}
R o= 3 Rm=log (1+SINRIR, ), ()

m=1 m=1

where SlNRgf'ﬁz(k* is the SINR of user &, scheduled by

the mth transmit gntenna, and ka;’l is the receive antenna
selected by user k,. Note that

SINRYm) =

mRxs max By,

kel,,

SINR™)

= max Inax man

k€Z,, mES,NES,

max  Z, (6)
le{1,- ,NK}

Q

where
LA |gl|2
- M-1 |~
% + Zj:l |9u.51%

with ¢, 3, ~ CN(0,1) for all | = 1,--- ,NK
and j = 1,---,M — 1. Considering that Z,, =
{ k|Txx =m,Vk € {1,--- ,K} } and Prob{Txx = m} =
ﬁ for any k and m, we can get the average of cardinality
E|Z,,| =~ K/M. Then, the SINR of the scheduled user is
selected from E|Z,,| - |Si| - |Sr| & NK candidates as shown
in the last step of (6).

Since Z;’s are i.i.d, we can rewrite (7) as Z = ﬁ, where
X ~ x2(2) and Y ~ x?(2M — 2). Then, the PDF and the
CDF of Z; can be given by [30]

(N

efMt/:YL
t —— | —(1+)+M-1),t>0(8
efMt/:YL
Let
U = max  Z; (10)
le{1,-,NK}
P = max max SINR&:})H. (11)

k€L, mESt,nES,
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Fig. 1. PDF comparison between P and U for K = 16,32 and 64 at 10

dB SNR for M = 2 and N = 2. Dashed curves denote the simulation results
of the PDF of P. Solid curves denote the numerical results of the PDF of U.

Then, the CDF of U can be easily given by [36]

NK
Fy(t) =[] Fa @)
=1

The PDF of U is given by

d NK

Stu(t) = S| fat)

=1

fu(t) = Fz,(t) | . (12)

II

J=1, ,NK;j#l

Using (5) and (6), the system throughput averaged over
Rayleigh fading channels is given by

M
E(R) = Y Elog, (1+SINRY:, )

m=1

M/OO logy (1 4 t) fp(t)dt
0

R~ M/ logy (1 +t) fu(t)dt. (13)
0

In heterogeneous networks, the achievable throughput of the
proposed scheduling algorithm can be obtained by substituting
(12) into (13). Consequently, we get

NK oo
03 / log, (1 + 1) 2 (1)

Fy, (t)dt
J=1, NKj£L

E(R) =
(14)

where fz (t) and Fz, (t) are given by (8) and (9), respectively.
In homogeneous networks, all users have an identical 7.
Then, (12) reduces to

fut) = NK f(t)(Fz(t)NVE-1L, (15)

Hence, the achievable throughput of the MIMO downlink
scheduling averaged over fading channels is

E(R) ~ KMN/OO logy(1+ 1) fz(t)(Fz(t)NE1dt. (16)
0

The numerical approximation of the throughput given in
(16) results from the approximation P ~ U in (6). Since the

IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 25, NO. 7, SEPTEMBER 2007

— — fg, simulation
J— fu' numerical

25F q

0.5

Fig. 2. PDF comparison between P and U for K = 32,64 and 128 at 0
dB SNR for M = 4 and N = 2. Dashed curves denote the simulation results
of the PDF of P. Solid curves denote the numerical results of the PDF of U.
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Fig. 3. Total throughput of the full feedback multiuser scheduling vs. the
number of users at various SNR, 0,5 and 10 dB for M = 2 and N = 2.

PDF of U is used to approximate the PDF of P in calculating
the throughput in (13), we should evaluate the accuracy of the
approximation.

In Fig. 1, we compare the PDF fy(¢) and fp(t) at 10
dB SNR with M = 2 and N = 2 for 16, 32 and 64
users, respectively. The PDF fy(t) is obtained numerically
from (15), whereas the PDF fp(t) is plotted by simulating P
with 100,000 random runs according to (11). It can be seen
from Fig. 1 that the PDF fy;(¢) matches the PDF fp(t) very
well. Thus, the approximation in (13) is very tight. Similar
observations can be obtained from Fig. 2 which shows the
PDF fy(t) and fp(t) at 0 dB SNR with M =4 and N =2
for 32, 64 and 128 users, respectively.

We further perform the simulation of the MIMO downlink
scheduling algorithm with M =2, N = 2 for 0, 5 and 10 dB
SNR, respectively. The simulation results of the achievable
throughput are compared with the numerical results and are
shown in Fig. 3. Such figure demonstrates that the numerical
results obtained from (16) are accurate enough to characterize
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the simulation results for all examined SNR values and K.

C. Discussion

In [30], three signal reception approaches were proposed
for the case of multiple antennas at each receiver. It was then
shown to achieve the largest throughput, each receive antenna
should be treated as an individual user. By doing so, the K-
user M x N system is converted to (VK )-user M x 1 system
[30]. Note in the case of single antenna for each user, our
approach is the same as the one in [30] because no receive
antenna selection is needed. Thus, (16) can also be used to
evaluate the performance of the approach in [30] for (/VK)-
user M x 1 system. Then, we get

E(R) ~ NKM/OOO logy (14 1) f7(t)(Fz ()N 5 ~tdt. (17)

It should be mentioned that (16) is the achievable throughput
of our approach using receive antenna selection at each user,
whereas (17) is the achievable throughput of the approach
in [30] which treats each receive antenna as an individual
user. After observing that the right hand side (RHS) of (16)
is identical to the RHS of (17), we can see that our approach
does not induce any performance loss compared with the best
approach proposed in [30].

Next, we will show that our algorithm is in fact equivalent
to the algorithm of [30] in terms of performance though they
are different in terms of receiver design. As shown in (5), for
the signal transmitted from the mth antenna, the best user
k* is selected with the largest SINR"m) Furthermore,

m,RXk;;L
from (6) we see that SINREJff'ﬁlk*
maxje(1,... NK} Zi, 1.€., P ~ U "where U and P are given
in (10) and (11), respectively. The close approximation of the
PDFs of U and P along with the resultant throughput has
been validated. Thus, we can conclude that our scheduling
algorithm with antenna selection is equivalent to the algorithm
of [30] that chooses the user with the largest SINR from all
N K users each with single antenna.

In heterogeneous networks, the users usually have various
SNRs due to their different distances from the base station.
A scheduling algorithm that only takes advantage of the best
channel gain will then induce the unfairness of rate allocation
in heterogeneous networks, even though it can maximize the
system throughput. This is because the user located far from
the BS will be seldom scheduled and the user near to the BS
will dominate the resources. Therefore, the fairness issue is
a major concern for the design of practical multiuser MIMO
systems. Next, we would like to evaluate the fairness of our
proposed scheduling algorithm based on the SINR feedback
with antenna selection.

Assume that user k* is the weakest user with the smallest
SNR, i.e., Y4+ = Ymin = minke{l’z,,, K1} Yx- Let P:Ymin;’ranxk*
be the probability of the event that antenna RXj- of the
weakest user k£* is scheduled for the signal transmitted from
the mth transmit antenna, which is given by
= Prob{SINR*)

m,RXp«

SINR( 1

can be approximated by

P:Ymin;quxk*

(18)

max max
k€L, MES:,nES,
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Using (6), we further obtain

Ps. o mpBxe. R Prob{Z; > Z1,---  Zj_1,Zj41, -, Ik},

where Z; is the SINR of the virtual user j in the NK-user
M x 1 system corresponding to the antenna Rxj- of the
weakest user £* in the K -user M x N system after treating all
N K receive antennas as individual users. Z; is given by (7)
and its PDF is given by (8). Next, we recall the main result
of [30, Theorem 6] and get

1 M—-1+H
Py om By = NEM 1% ;}‘ZL )
() (T )
+O(1/(NK)2),
where Ymax = maxpeqi,2,... x} k- When w becomes

very small, Py . o Rx,. — ﬁ This implies that the antenna
Rxy~ of the weakest user has a probability of ﬁ to be
scheduled by the signal transmitted from the mth antenna.
Note that SINRSQ form=1,---,M andn =1,---,N
have identical disfributions, Py, .. mn, which do not depend
on the indices of the transmit antenna m and receive antenna
n. Therefore, each antenna of the weakest user has the same
probability to access the system resources. In other words,
the weakest user has a probability of % to be scheduled by
the proposed scheduling algorithm with antenna selection. It
achieves the same fairness as that of [30].

Finally, we should stress that our scheduling with antenna
selection does not induce any loss of throughput nor fairness
compared with [30]. However, from the point of view of
practical implementation, receive antenna selection for MIMO
downlink scheduling proposed in this paper is much more
favorable .

IV. MIMO BROADCAST SCHEDULING WITH SELECTED
FEEDBACK

In this section, a scheduling algorithm with selected feed-
back of SINR is proposed for MIMO broadcast channels. The
achievable throughput and the feedback load are also analyzed.

A. Scheduling Algorithm

The proposed scheduling algorithm with the selected feed-
back of SINR can be described as a two-stage algorithm:
selected feedback by users and scheduling by the BS.

Stage 1: Selected Feedback

1) Initialization: Set By = 0, TX; = 0 and Rx;, = 0

fork=1,--- K.

2) For k=1 to K,

By = maXmeS;,neS, SlNR(k)

m,n>
(k)
m,n?*

(k)

T, = arg,, maxmes, nes, SINR
Rx) = arg,, maxmyes, nes, SINR

If B, >\, '
user k is selected to feed back to the BS Txy
and By.
Else,

user k does not feed back anything.
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End If
End For
Stage 2: Scheduling
1) Initialization: Set k%, = 0 and Z,, = 0, for
m = 1,---, M. Get the feedback of By and the
corresponding TXj from the selected user k& which
has By > .
2) For every selected user k,
m = TX;.C,
I =T Uk.
End For
3) For m =1 to M,
If Z,,, # 0
k), = arg maxyez,, Bk-
End If
End For

The principal idea behind the selected feedback scheduling
is that only those users whose maximum SINR are larger than
a predesigned threshold A can be selected to feed back the
SINR to the BS. The advantage of this algorithm is that a low
feedback is obtained due to the user selection.

B. Throughput Analysis

Note that 7,, is the set of selected users preferring to the
mth transmit antenna. Let S,,, denote the set of al/ users hav-
ing Tx, =m, ie., Sm =1 k|Txp =m,Vk € {1,--- K} }.
Obviously, Z,, C S,, because Z,, = {k|Br > \Vk €
Sm}. The system throughput averaged over Rayleigh fading
channels is then given by

M
E(R) =Y Elog, (1 +SINRY%) ) : (19)
m=1 "
where
(k7.) _
SINRWR% = ;Iellei(l By,
= max B}
kESH
~ max /. (20)
le{1,-,NK}

By substituting (20) into (19) and using (10), we can obtain

E(R) ~ M/:O logy (1 + t) fu (t)dt. @1

After substituting (12) into (21), we can get the achievable
throughput in heterogeneous networks as

II

J=1, NKGj#l

NEK oo
E(R) ~ MY / logy(1+ 1) 2 (¢) Fy, (t)dt
1=172

where fz (t) and Fz, (t) are given by (8) and (9), respectively.

In homogeneous networks, we can substitute (15) into (21) and
obtain

E(R) ~ KMN/OO log, (1 + ) fz(t)(Fz(t))NE=tdt. (22)
A

It can be observed that when A — 0, (22) is equivalent to
(16).

To investigate the accuracy of the approximation in (22),
we perform simulation of the selected feedback scheduling
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Fig. 4. Total throughput of the selected feedback multiuser scheduling vs.
the number of users for various threshold A = 4,8 and 10 dB. M = 2 and
N = 2. SNR is 10 dB.

with M = N = 2 at 10 dB SNR for A = 4,8 and 10
dB, respectively. The simulation results are compared with the
numerical results achieved by (22) and are shown in Fig. 4. We
can see that the numerical results match the simulation results
with negligible difference. Furthermore, with the increase of
the threshold, the throughput is decreased. This is reasonable
because less users are allowed to participate in the feedback
when the threshold is increased.

C. Feedback Load Analysis

Assume that [ users are selected for feedback in one time
slot. This indicates that there are ! users satisfying B >
A. Since B = maxXmes, nes, SlNRS:’)n Yk are ii.d., we

can denote Fp(t) the CDF of By. Then, the probability of
selecting [ users in the current time slot is

K _
= () - m o< e
With the notation of Z; in (7), we can obtain
By ~ max Z (24)
1={1,-- ,MN}
and
Fp(\) = [Fz (V)] (25)

The average feedback load of the selected scheduling is given
by

(26)

K
EZZI-PJ.
1=1

To compare with the full feedback scheduling, we define the

average feedback load ratio (FLR) ( as
L
a &

=

Using (23)-(26), we can rewrite (27) as

x> (?) (1= [FzO)MN) (P2 )]MY) T, 28)

27)
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Fig. 5. Feedback load ratio of the selected feedback multiuser scheduling
vs. the number of users for various threshold A\ = 4,8 and 10 dB. M = 2
and N = 2. SNR is 10 dB.

where Fz(\) is given by (9).
Note that using

%(ﬂ - <Iz{—_ 11)’

we can rewrite (28) as

(29)

o~
X

I'=0
(M) D70 (1 [y (M)
1—

[Fz(M)]MY. (30)

From (30), we can see that the FLR is not dependent on the
number of users K.

Fig. 5 shows the comparison in the average FLR for A =
4,8 and 10 dB at 10 dB SNR, respectively. Those results
demonstrate that the numerical approximation given by (30)
is very accurate. Furthermore, it can be observed that the
FLR is not dependent on the number of users. Also, when
the threshold is increased, FLR decreases.

D. Throughput-FLR Tradeoff

From (22) and (30), it can be seen that the throughput
and FLR both depend on the threshold A and decrease when
A increases. Therefore, a tradeoff exists between increasing
the throughput and decreasing FLR. In practice, two schemes
may be used: throughput-oriented and FLR-oriented. The
former scheme is to minimize FLR while guaranteeing a target
throughput. The latter scheme is to maximize the throughput
while attaining a target FLR. Since the numerical solutions
(22) and (30) closely approximate the throughput and FLR,
respectively, they can be efficiently employed to investigate
the throughput-FLR tradeoff performance.

Fig. 6 shows the throughput-threshold curve using (22)
for the throughput-oriented scheme. On the other hand, Fig.
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Fig. 6. Total throughput of the selected feedback multiuser scheduling vs.
threshold A\ (dB) for various number of users K = 8,32 and 64. M = 2
and N = 2. SNR is 10 dB.
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Fig. 7. Feedback load ratio of the selected feedback multiuser scheduling vs.
threshold A (dB) at various SNR 4 = 0,5 and 10 dB. M =2 and N = 2.

7 shows the FLR-threshold curve using (30) for the FLR-
oriented scheme. Given a target throughput, we could find the
maximum threshold from Fig. 6 and then use the threshold to
get the corresponding FLR from Fig. 7 which is the minimum
FLR to get the target throughput. For instance, in the case
of M = N = 2 with K = 64 at 10 dB SNR, the target
throughput is 6.3 bps. Firstly, we can read from Fig. 6 that
the threshold corresponding to the target throughput is 10
dB. Then, from Fig. 7, we get that the corresponding FLR
is 0.05. Given a target FLR, say 0.4 for M = N = 2 at 10
dB SNR, we can observe from Fig. 7 that the corresponding
threshold is about 5 dB which is not dependent on K.
From Fig. 6, we can also see that the throughput is 7.7 bps
which is also the maximum achievable throughput. Therefore,
we can conclude that FLR can be greatly reduced without
sacrificing the throughput. Finally, in Fig. 8, we show the
system throughput with respect to the required FLR for various
number of users. It shows that the FLR can be reduced to 0.2
without loss of system throughput for more than 32 users when
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Fig. 8.  Tradeoff between throughput and FLR of the selected feedback
multiuser scheduling for various number of users at SNR 4 = 10 dB. M = 2
and N = 2.

M = N =2 at 10 dB SNR.

V. MIMO BROADCAST SCHEDULING WITH QUANTIZED
FEEDBACK

In this section, a scheduling algorithm with quantized
feedback of SINR is proposed for MIMO broadcast channels.
The achievable throughput is also derived and in particular
scheduling with 1-bit feedback is investigated.

A. Scheduling Algorithm

The proposed scheduling algorithm with the quantized
feedback of SINR can be described as a two-stage algorithm:
quantized feedback by users and scheduling by the BS.

Stage 1: Quantized Feedback

1) Initialization: Set By, = 0, TX; = 0, Rx; = 0 and

qp =0fork=1,--- K.

2) For k=1to K,

By = maXmes,;,nes, SINR(k)

mtn’ (k)

Rx), = arg,, maxmcs, nes, SINR,(ﬁ)n,

ar = Q(By) with g, € {0,1,-- 20 — 1},
User k feeds back to the BS Txy and gy.

End For
Stage 2: Scheduling
1) Initialization: Set k%, = 0 and Z,,,, Jn, = 0, for m =
1,---, M. Get the feedback of Tx; and ¢; from the
user k, k=1,2,--- , K.
2) For k =1 to K,
m = TXk,
I =T Uk.
End For
3) Form =1 to M,
fZ,#0
Im = {k|k = arg, maxper,, qx},
kr, = rand{Jmn}
End If
End For

Tx;, = arg,, maxmes, nes, SINR
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Compared with the full feedback scheduling where each
user feeds a real value By to the BS, the quantized feedback
scheduling requires each user to send back a quantized value
Q(By;) which can be represented by few bits. In fact, a real
value By, is quantized into one of a few levels g, = Q(B)
where

0, 0< B <M
Q(Bk): ia )\iSBk<)\i+17 7’:177[/_2
L-1, Br > A1

The number of levels L is determined by the number of bits
b required to represent a value By, and L = 2°.

With the feedback of g and Tx, from all users, the BS will
firstly cluster the users having TX; = m into the set Z,, and
then cluster the users achieving the maximum of g, for all k¥ €
T, into the set Jp,, ie. Jm = {k|k = arg, maxpecr,, qi}.
Obviously, J,, € Z,,. Finally, the transmit antenna m is
allocated to user k;;, which is randomly selected from the set

Im-

B. Throughput Analysis

The instantaneous sum-rate achieved by the quantized feed-
back scheduling is given by

M
R = > log, (1+SINRYE, )
m=1

M
= ) log, (1 +rand{By,Vk € Jn})

m=1

€2

where rand{ By, Vk € J,,} denotes the random selection of
an element from the set {By,Vk € J,}. Note that By is
approximated by (24) and the CDF of B is given by (25).
Let V = rand{ By, Vk € J}. The average total throughput
is then given by
E(R) = M/ logy (1 4 v) fv (v)dv, (32)
0
where fy (v) denotes the PDF of V' and will be derived next.
Let Fy(v) denote the CDF of V and K’ = £. Note
that SINRS:’)R in 3) for m = 1,2,---, M have the same
distribution, with each user having an identical chance to select
different transmit antennas, i.e., Prob{Tx; = m} = % Then,
for a large number of users we can get that the cardinality of
the set 7, is equal to K’ for all m = 1,2,---, M. Let A;
denote the range [A\;, A;y1) for ¢ = 0,1,---, L — 1, where
Ao = 0 and A\, = oo. Then, we can derive the CDF Fy, in
the following two cases:
e When 0 <V < A1, By of the scheduled user is in range

Ap. In this case, By, for all k € Z,,, are also in range Aj.
Thus, the CDF of V is

Fv(v) = FB(’U)[FB(/\l)]K,_l, 0<v< )

where Fg(v) denotes the CDF of B and is given by (25).
e When \; <V < )\1‘_;,_1 fort=1,---,L —1, By of the
scheduled user is in range A;. We can assume that there
are other (r — 1) users with By in region A, for any
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Fig. 9. Total throughput of the quantized feedback multiuser scheduling
(1-bit quantization) vs. the number of users at various SNR, 0,5 and 10 dB.
Quantization threshold is fixed to be equal to the SNR. M = 2 and N = 2.

1 < r < K'. For the remaining (K’ — r) users, their By,
must be smaller than A;. Thus, the CDF of V is
K’ AN
F = [Fp(\ F — Fp(\;
v = I+ 3 () s - P
(PO T Fp(Nisa) = FeOa)]",
for Ay < v < Ajy1.

Consequently, the PDF fy (v) is given by

FB@)Fp(A)E' 71, for0<wv< N
fo@) =1 S () FOE " f3(v)- (33)
[F(Mis1) — Fe()]" ™,
for \; §U<)\i+177;:17"' ,L—1,

where Fp(v) =~  [Fz)N and fplv) =~
MN fz(v)Fz(v)N=1 The PDF fz(v) and the CDF F(v)
are, respectively, given by (8) and (9). After substituting (33)
into (32), we can obtain the approximation of the achievable
throughput by the quantized feedback scheduling.

C. 1-bit Feedback

In the case of a quantization with 1-bit, each user feeds 1
or 0 back to the BS according to the threshold A, thereby,
obtaining the minimal feedback load. In this case, (33) can be
rewritten as

fv(v) :{

Therefore, the average total throughput (32) is given by

[FB()\l)]KlilfB(’U), 0<v< )\1

— K’
%JCB(U), A1 <.

(34)

A1
E(R) :M[FB(/\l)]K/*l/O log, (1 4 v) f5(v)dv +
1— [Fg(\)K
MTB(M)/)\ logy (1 4+ v) fp(v)dv,(35)

where the approximation is obtained from Fp(v) =
[Fz(v)]MN and fp(v) =~ MN fz(v)Fz(v)MN=1 with K’ =

1
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Fig. 10. Total throughput of the quantized feedback multiuser scheduling vs.
threshold (1-bit quantization) for various number of users K = 8,16, 32, 64
and 128. M =2 and N = 2. SNR is 10 dB.

K /M. The PDF fz(v) and the CDF Fz(v) are, respectively,
given by (8) and (9).

When K goes to infinity (while K/ — o0), it can be
observed that [Fz(A1)]X"MN — 0 for a fixed value \; < oo.
Then, the throughput of (35) is derived as

M?N

AN WL

A " logy (1 4 0) f2(0) [Fz (0)] MV 1Ld36)

1

lim E(R)

K—oo

If the quantization threshold \; is fixed, it can be seen from
(36) that the total rate will be a constant. This implies that the
multiuser diversity is lost in this case.

To validate the accuracy of (35), the quantized feedback
scheduling is simulated for M =2/ N =2 at SNR 4 = 0,5
and 10 dB, respectively. The 1-bit quantization is used and
the threshold \; is always fixed as the value equal to 7. Fig.
9 shows the simulation results and the numerical results of
the average total throughput achieved by the quantized feed-
back scheduling. The performance comparison between the
numerical and simulation results shows a good approximation
of (35). Moreover, when K goes to infinity the throughput
approaches a fixed value. It demonstrates that the multiuser
diversity is lost, thereby, corroborating the analysis of (36).

For any given M, N and some 7 in (35), it can be seen that
the throughput is a function of \; and K, simply denoted by
E(R) = f(K, A1). Hence, it is not optimal to fix the value
of the threshold \; for various K to enhance the through-
put. Intuitively, an optimal A\; which maximizes throughput
should depend on the value of K. To search for the optimal
quantization threshold, we need to solve %’:‘1) = 0. As
seen from (35), a closed form solution to %{‘1) = 0 is not
tractable. However, a numerical solution can be easily given.
From (35), the numerical results of the achievable throughput
with respect to the quantization threshold A; are shown in
Fig. 10 for various number of users, K = 8,16, 32,64 and
128 where M = N = 2 and 4 = 10 dB. It can be observed
that the optimal values of the thresholds are 6,7,8.5,9.5 and
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10 dB, respectively. If the threshold is fixed to be 10 dB for all
K, then only the case of K = 128 can achieve the maximum
throughput. As we decrease K at A\; = 10 dB, the gap between
the achievable throughput and the maximum throughput is
increasing. Hence, we conclude that a fixed threshold is not
optimal whereas the optimal threshold should be dependent
on K for given M, N and SNR #.

In Fig. 11, the throughput of 1-bit quantized feedback
scheduling with the optimal quantization threshold is com-
pared with the one using the fixed threshold for M = N =2
under 5 and 10 dB SNR. The optimal threshold is obtained
by maximizing the throughput whereas the fixed threshold is
chosen as the value equal to the SNR. This figure shows that
the fixed threshold values achieve the maximum throughput
only when K = 32 for 5 dB SNR (A\; =5 dB) and K = 128
for 10 dB SNR (\; = 10 dB), respectively.

VI. FURTHER RESULTS

Fig. 12 shows the performance comparison among the three
scheduling algorithms proposed in this paper for M = N =2
at 10 dB SNR. The threshold for selected feedback scheduling
is chosen as 5 dB which can get an FLR 0.4 irrespective
of K as shown in Section IV-D. For the 1-bit quantized
feedback scheduling, the optimal quantization threshold is
chosen from (35) adaptively for various K so as to achieve
the maximal throughput. Fig. 12 shows that the selected
feedback scheduling achieves the almost identical throughput
as the full feedback scheduling for more than 32 users while
obtaining a reduction of 60% in feedback load. The 1-bit
quantized feedback scheduling has a lower throughput, but
the multiuser diversity is obtained and suffers a loss around
0.6 bps compared with the full feedback scheduling.

VII. CONCLUSION

We have investigated several multiuser scheduling algo-
rithms with limited feedback in MIMO broadcast channels.
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Fig. 12. Throughput comparison among the three scheduling algorithms:
full feedback, selected feedback and quantized feedback. M = N = 2 and
SNR is 10 dB.

Combined with spatial multiplexing and receive antenna se-
lection, the proposed scheduling algorithms can achieve high
multiuser diversity. It was shown that with user selection
based on SINR, the feedback load can be greatly reduced
with a negligible throughput loss. In particular, the scheduling
with quantized feedback requires a smaller feedback load by
transmitting a few bits of quantized SINR. As a special case,
1-bit quantization was shown to be very attractive as it can
achieve multiuser diversity with minimal feedback load.

The aim of this paper was to consider broadcast scheduling
with limited feedback of partial side information in MIMO
channels. Other interesting topics remain open such as the
investigation of broadcast scheduling algorithms for MIMO-
OFDM systems as well as extensions to packet-based trans-
mission where cross-layer design can be used to achieve the
optimal throughput with quality-of-service (QoS) provision-
ing.
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