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Abstract—We design a cross-layer approach to aid in develop-
ing a cooperative solution using multi-packet reception (MPR), 5
network coding (NC), and medium access (MAC). We construct
a model for the behavior of the IEEE 802.11 MAC protocol
and apply it to key small canonical topology components and
their larger counterparts. The results obtained from this model
match the available experimental results with fidelity. Using this
model, we show that fairness allocation by the IEEE 802.11
MAC can significantly impede performance; hence, we devise a
new MAC that not only substantially improves throughput, but
provides fairness toflows of information rather than to nodes o ‘ . . : -
We show that cooperation betweerNC, MPR, and our new MAC o 2 4 1 12 14 16 18 20 2 24
achieves super-additive gains of up to 6.3 times that of roirig Cffered load in Mbfe
with the standard IEEE 802.11 MAC. Furthermore, we extend 4
the model to analyze our MAC’s asymptotic and throughput . o
behaviors as the number of nodes increases or the MPR capaityl e
is limited to only a single node. Finally, we show that althogh L A
network performance is reduced under substantial asymmety or
limited implementation of MPR to a central node, there are smne
important practical cases, even under these conditions, vere A .
MPR, NC, and their combination provide significant gains. & R N
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With the increase in wireless use, current wireless systems oofdtend
are throughput limited and are difficult to scale to largesie
networks. We develop a simple model that is easily extend&dure 1. Comparison of the empirical COPE performance daliected
fo analyze the asympiotic regime and asymmeic traffc $§ 22010t IECE 802 1 wieees a6 o neet st b (2, g
that we can evaluate the performance of combining variopgz] (bottom). This model is the starting point for our are with MPR
techniques to increase network throughput and reduce lbvegad development of our improved MAC.
delay.

Network coding (NC), introducedby [1], and the proof
that simple, linear network codes can achieve the multicagt al provided empirical data, shown in the upper half of Fig.
capacity byl|[2] led to a new heuristic inter-session NC sahentll, that shows the benefits of using COPE in wireless mesh
Coding Opportunistically (COPE), for wireless networkeoP networks.
posed by Kattiet. al.[3], COPE is a cooperativlC scheme  Senguptaet. al, [5] and Leet. al, [6] provided analyses
that identifies coding opportunities and exploits them byf these experimental results, but only considered coding a
forwarding multiple packets in a single transmission. Whilmaximum of two packets together at a time and did not address
[2] showed that inter-session network coding is generaltiie interaction between NC and the medium access (MAC)
very difficult, COPE circumvents these complexity issues fgirness.As a result, their analyses provide throughput gains
decoding at each hop. The use of this simple coding schethat are considerably smaller than the experimental sult
was shown to provide up to 3 to 4 times the throughpand do not explain the non-monotonic behavior of the results
capacity over simply routing packets through the networkhown in Fig.[l. Zhao and Médard,/ [4], modeled the same
Implementing COPE in a 20-node IEEE 802.11 test bed, Kattkperimental results, but showed that tfaérnessimposed
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by the IEEE 802.11 MAC explains this non-monotonic beand provides an improved MAC that increases throughput
havior. In addition, they demonstrated that the majority ofhile ensuring fairness to flows of information rather than t
the throughput gain achieved by using COPE is a result mbdes. Sectioris]V and VI investigate the effects of asymimetr
coding three or more uncoded, or native, packets togethematwork traffic and the gains obtained when consideringydela
time. They showed that these gains are not reflected in thirethe asymptotic regime, respectively, with the new MAC.
node network models, used in prior analyses, and at le&sction[VI] provides an analysis of the throughput when the
five nodes are required to accurately capture the throughMPR capability is limited to a subset of nodes. Finally, we
gains fromNC. The NC and routing curves in Figl 1 showconclude with a comparison of the results in Secfion]VIIl.
that the results obtained using their model for a simple 5-
node crosg€omponenfd] is consistent with the empirical data
from [3]. Furthermore, Seferoglat. al. [7] used this 5-node  This section develops a simple model that gives insight
componentand variants of them, to analyze TCP performandeto cross-layer design of wireless networks by using NC,
over coded wireless networks. Hence, we consider the 5-no@gious MAC approaches, and MPR. We identify each network
crosscomponengand additional 5-nodeomponerd, as well as element’s fundamental behavior and model them using simple
their extensions to any number of nodes, in order to undaistantuitive methods so that various performance measurebean
the effects of combinindlC and multi-packet reception (MPR) evaluated and design trade-offs can be weighed. Subsequent
in larger networks. sub-sections identify specific behaviors of these elemamds
While the performance of COPE significantly increasedescribe the abstractions and simplifications needed teemak
network throughput [3], it does not completely alleviateltinu the model tractable.
user interference. With the development of new radio teldino  The scenario considered consists of a wireless error-free
gies, the ability to receive multiple packets simultandpas packet network that is operated in fixed-length time-skBch
the physical layer makes it possible to increase throughpdit node is half-duplex (i.e., cannot receive and transmit i th
also has the potential to reduce contention among users EIme time-slot), and only one packet can be sent per timte-slo
The stability of slotted ALOHA with MPR, but not NC, wasby any given node. If multiple packets are received by a node
studied by|[9], and several protocols implementing MPR hawe the same time-slot without using MPR, it is assumed that
been proposed by [10] and [11]. However, little analysis hascollision occurs and all packets are lost.
been performed in evaluating schemes that use both MPR and i
NC. Garcia-Luna-Acevest al. [12] comparedthe use ofNC A Network Topologies
to MPR, but did not consider thesombineduse. In addition, = Our model uses the five node canonicamponerg shown
Rezaeeet al. [13], provided an analysis of the combined usi Fig.[d. These components are of interest for two reasons.
of NC and MPR in a fully connected network, but did nofirst, they form the primary structures in larger multi- hogt-
consider the effects of bottlenecks or multi-hop traffic. works that create bottlenecks and congestion. By lookirlgeat
We provide an analysis of the combined us&l@and MPR traffic that travels through the center node, these comgsnen
in a multi-hop, congested network. We extend the initial Blodhelp us model the performance gains of multi-hop traffic unde
proposed byl[4] to include various topology configurationgoth low and high loads. Second, the COPE experimental
asymmetric and asymptotic behavior, and various impleazentesults show that the majority of the coded packets gergerate
tions of MPR in order to show that the achievable throughpint the network contained, on average, 3-4 native packets [3]
when usingNC in conjunction with MPR in a cooperative As a result, each component used must then be of sufficient
multi-hop network issuper-additiveWe then use this model to size to capture the majority of the gains seenlin [3]. The
design a cross-layer solution that increases throughpj¢stu canonical topology components in Figl. 2 reflect all of the
to the constraint of fairness between flows, rather than eetw possible combinations of five node multi-hop networks that
nodes, for congested network structures. While MAC faisneallow for the potential coding of up to four unencoded, or
has been previously studied [14], our solution uses codipara native, packets.
between nodes and takes into account the interaction amongach component has specific constraints due to its structure
MPR, NC, and MAC. Using our simplified model, we thenand will affect the performance of the MAQIC, and MPR
analyze the behavior of our solution as the traffic across the different ways. In Fig.[2, we define these constraints
bottleneck becomes asymmetric, as well as in the asymptdticough the use of a solid edge that depicts active, or pgimar
regime as the number of nodes in eammponenincreases. communication, and a dotted edge that depicts passive, or
Finally, we analyze the throughput behavior as we limit theverhear/listening communication. The absence of an edge
MPR capability to a subset of nodes within the network. between any two nodes indicates that all communication
The remainder of the paper is organized as follows: Sectibetween the two nodes must be routed through the center
[Mdescribes the network models used in our analysis. Sectinode. The center nodg in each component is fully connected
[Mprovides an analysis oNC and MPR for 5-node network regardless of the topology, and traffic flows originatingniro
componerg with the current IEEE 802.11 MAC fairness allothe center require only a single hop to reach their destina-
cation. Sectiof IV demonstrates the importance of conisiger tion. Within the “X” and partial “X” componerg, all flows
the MAC when using a combined MPR aidiC solution originating from a node in a given set terminate at a node

II. NETWORK MODELS AND PARAMETERS



which nodes are transmitting.

B. Network Coding Model

Network coding is modeled by considering the ability of
a given node to combine multiple packets together. We use
COPE [3] as a case study. COPE inserts a coding shim
between the IP and MAC layers and uses the broadcast nature
of the wireless channel to opportunistically code packetsf
different nodes using a simple XOR operatidine wireless
channel enables each node to overhear packets that cande use
to help decode any subsequently received encoded packets.

In the proposed modegach encoded packet is sent if and
< e only if it can be decoded by the intended recipients (i.e.,

/Q the intended recipients have overheard enough native fsacke
/Q or degrees of freedom, to enable each encoded packet to
e be decoded). In addition, only the center node will encode
packets together while each edge node will always transmit

" ; ; their packets unencoded due to the limitations imposed &y th
fv- :;‘ QQ/ m components in Figurds 2 afd Bhe model further assumes

Figure 2. rk structures regpansible for traffictlp and that feedback is perfect and that each node knows the native
congestion in larger networks. We analyze-these compomelisiariants of nackets overheard by its neighbors. Consistent with COPE’s

(a) X" Topology Component (b) Cross Topology Component
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each information flow does not exercise congestion control
(i.e., each packet generated is part of a UDP session).l§inal
Figure 3. Generalized topology components Mrmodes. neither the CompleXity of the COding or deCOding Operations
nor any other aspects of ti¢C implementation found in_[3]
are considered since their contributions to the overallvogk
in the opposite set; and within the cross and partial croperformance is small.
componens each traffic flow originating from a given node
is terminated at the node directly opposite the center. For |EEE 802.11 MAC Model
example, nodes;, ny, andns in the “X” componentare We model the IEEE 802.11 MAC's distributed coordination
fully connected and nodess, ny, and n; are also fully function (DCF) [15], which uses carrier sense multiple asce
connected; but; andny, are not connected tas andny. with collision avoidance (CSMA/CA) as the method in which
All traffic between any nodgni,n2} € X; and any node a node accesses the channel. In order to develop the model,
{ns,n4} € Xo must travel through the center. we first identify the behavior of the DCF over a sufficiently
The study of topology components extended to an arbitrdipng period of time. The non-monotonic behavior observed
numberN of transmitting nodesp; € N wherei € [1,N], in the COPE experiments shown in Fid. 1 was noted|by [4]
aids in the analysis of performance and delay in largés be a result of the IEEE 802.11 MAC fairness mechanism,
networks. SectionE_IV and_VI use the variants of the crosehich essentially distributes channel resources equailgray
and “X” components shown in Fid.] 3 to provide insightompeting nodes. This realization is also consistent with
into the achievable gains and cross-layer design of newwvotke analysis and simulation results presented_in [16], Wwhic
employing the various technologies described here. For thigowed that the probability of a node successfully accgssin
cross component, there ake-1 transmitting edge nodes and a@he channel converges tgn for N competing nodes. The
single center, or relay, node. All edge nodes are connedted WWMAC model used for each non-MPR case below captures this
the center node and connected with all other edge nodestexdipitation with fidelity by limiting each node’s access toeth
the one directly opposite the center. Each node generatés tr channel tol/~ of the time when the channel is fully saturated,
destined only for the node directly opposite the center.tker while the random access protocols are simplified so they
“X” component, there are alsy — 1 transmitting edge nodes match the experimental throughput behaviors foundlin [8}. F
and a single center node. The edge nodes are split into texample, the non-monotonic behavior in Figuke 1 is a redult o
sets,X; and X». All edge nodes within a given set are fullyboth collisions and fairness; but the total effects of sadis
connected and are also connected to the center. Each nodehroughput from either hidden nodes or identical badk-of
generates traffic destined for a node within a different setmes are small in relation to the effects of the IEEE 802.11
Furthermore, it is assumed that the set of transmitting soddAC fairness mechanisms. When using MPR, extensions to
N is stable and does not frequently change. This eliminatd® MAC model are required where SectionlI-D explains these
the need to consider a decision mechanism for determiniegtensions and the reasons for their necessity.



The MAC model also assumes that the request-teame time. In either model, up te packets can be sent

send/clear-to-send (RTS/CTS) feature of the DCF is not,useitmultaneously in the same time-slot.

which is consistent with the IEEE 802.11 ad-hoc mode andWhen considering the IEEE 802.11 MAC model developed
the COPE experimentEl [3]. Furthermore, the model does riotthe previous sub-section, the fraction of time each node
consider the additional effects on overall throughputeissed accesses the channel under saturated conditions is deyende
with various implementation aspects of the DCF. Since tlen the MPR model and component used. In general, the
DCF introduces a constant overhead that lowers the thraughpme each node will be able to access the channel as it
to about 20% to 30% of the bit rate depending on the variasditurates becomes approximatglyf ~-1]+1) where the MPR

0

of 802.11 usedﬂ6], these assumptions provide upper boumdsdel and component used will dictate the exact allocatfon o
to the achievable throughput. In addition, implementing@®MPchannel resources among the set of nodes. Specific detdils an
and NC reduces the number of times each node is requiredatiditional explanation will be expanded upon in later sei
access the channel and therefore reduces the overhearkuhcur )

by the DCF. This results in tighter throughput bounds thda Additional Model Assumptions and Parameters

when MPR and NC are not used and also provides an estimat@he channel is divided into 100 time-slots where each
for the MPR and NC throughput gains that can be achievafine-slot uses /100 of the total amount of channel resources
Finally, any additional time needed to acknowledge trattechi available to theV transmitting nodes. Successful transmission
packets is included in the duration of each of the model'®timof each packet requires a full time-slot therefore reqgirin
slots. This allows for a new packet to be transmitted in eachioo of the total amount of channel resources. Performance
integer time-slot. is evaluated at various values &% < [1,200] wherekr is

. . defined as the total number of packets in the network and
D. Multi-Packet Reception Model is deterministic. In order to model stochastic packet atsiv

In general, MPR allows for the correct reception at thghesek; packets are distributed to each node where each
physical layer of one or more packets involved in a collisiomode hask;, i € [1, N], packets and K, K», ..., Ky) is
Several techniques can be used to implement MPR inditributed according to a joint binomial distributionven
wireless network, for example: Code Division Multiple Asse L and N, with parametersy; = kp — Z;;ll k; andp; =
(CDMA), Space Division Multiple Access (SDMA), Orthog-(N —i+1)~!. The number of packets each node has to send
onal Frequency Division Multiple Access (OFMDA), etc. Theyill be referenced in later sections as the fraction of thalto
fundamental concept behind each of these technologiealts tthannel resources, or load, required to send alt; packets
areceiver is able to separate signals transmitted sinedizsly gne hop (i.e.p; = *i/100). In addition, the total offered load
from different nodes and then extract the required data fromto the network is deterministic, givelr, and is defined as
each transmission. P =3,y pi = Fr/100.

The analysis and simulations in the remainder of the papenn order to determine specific network behaviors over the
will evaluate the potential throughput gains using two MPRange ofi, we define the total network component lo&g as
models. In both, the number of simultaneous transmissiofg load induced in the network component as a result of NC,
that a node can successfully receive without a collisiomis MPR, and MAC. This allows us to specify three regimes which
where onlym = {1,2,4} are considered in this paper. In theare of particular interest. These regimes are: the undatlra
first model, CSMA/CA is strictly enforced fom = {1,2}. throughput regime®; < 1), the maximum throughput regime
If a node senses any other node transmitting, it will foIIO\(/pT = 1), and the saturated throughput reginiey (> 1). In
the 802.11 DCF algorithm and not attempt to transmit Un@eneral, the component loaél: = P when routing packets
the channel is idle again. This model essentially uses MRfRthout NC and/or MPR and®r < P otherwise. Specifically,
to minimize the hidden terminal problem. Whem = 4, a the component load’ is a random variable, with sample
slight generalization of the traditional CSMA/CA is recgdr valuepr, that is defined as the sum of the loag induced
We pick the combination of transmitting nodes such that tlw relaying packets through the center noge,;.,, and the
average number of transmissions received by any given nqgad I.,, required to send each native packet one-hop (i.e.,
within the network is maximizedt is important to note that p, = ., + L,,). The sample value$y andi,,, for Lz and
this generalization allows strictly fewer than foadjacent f,,, respectively are bounded by:
nodes to transmit at the same time. For example, consider
the generalized X component shown in Hig. 3: We will only 1 Z pi <lp < Z 0i, 1)
allow two nodes in sefX; and only two nodes in seX, to

. . . L i EN\Ncenter i EN\Ncenter
transmit at the same time, which maximizes the number of iEN A eent iENmeent
packets that each edge node overhears. In the second model 1
- : = ; <ly < :
(referred to as MPR-adapted CSMA in the remainder of the m N\X: pj + peenter < lnr < %\:/pg, 2
JE Necenter J

paper), a node will be allowed to transmit as long as the
number of simultaneous transmissions sensed is lessrthanwhere the coefficient is the number of packets that can be
For the generalized “X” component, this model will allonencoded together byi.c,ier, @and peenier 1S the fraction of

for up to four nodes within a single set to transmit at théme, or load, needed to send all of the packets originating



at neenter ONe-hop. The relay load i is a function of the 14
number of packets that can be encoded togethenby;., Lol et |
and only counts the load required to send relayed packets Ty NG + PR =4 (Uricasy)
second hop. The one-hop lodd, consists of the load needed [ stvetveit g ]
to send all of the edge node’s packetsitQ,.;.,, Which is a
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- # - Routing NC + MPR = 2 and %
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function of m, and the loado.epier required byn cpier tO ool MPR=zaninc 7L and Saturated Throughput |
send its own packets to the edge nodes. The lower bounds fc Y

each are functions of the component’s configuration as veell a l I ~ R bot0-t0-t0b0to |
the difference in each node’s initial load. Each lower bound 0.2 a e

is met with equality if eachp; = pj, i,j € N \ Neenters ACalbi

I I I
1.4 16 1.8 2.0

0 02 04 06 08 10 12
Total Offered Load (P)

andi # j. The upper bound in eqJ(1) is met with equality
if no coding opportunities occur at..,:. and in eq.[(R) if
no simultaneous transmissions occur. Given sample vafieg tgure 4. Broadcast and unicast throughput for a 5-node thponent. The
, . throughput shown is aaverageover the stochastic packet arrivals. The stars
each node’s Ioacbi, i € N, and the component, both indicate the maximum throughput which is achieved whenetligisymmetric
and L, are deterministic. Sectidnlll will provide additionalfull loading of packets. Each vertical double arrow shows dfifference in
clarification and examples. the maximum and saturated throughput due to MAC fairnesdgch case.
Furthermore, the allocated lo& is defined as the amount
of channel resources given to each node in the network as a re- . ) .
sult of the MAC.When Py < 1, each node is allocated enougHjlatlon results. Fid.J4 shows _both the analytical and smu!la
time-slots to send all of its packets through the componeffiroughput for each case discussed below. The stars in the
The allocated load in this case §s = p; for i € A"\ ncenter figure |nd|cgte the maximum achievable thrqughput o_btf'imed
and the load allocated to the center node is the sum of #i@m analysis when the MPR and/or NC gain is maximized.
load originating from the centef...., and the load resulting The curves show the §|mulated.throughput, which is averaged
from relaying packets (i.escenter = peenter + L) As the OVer the distribution discussed in Sect[oh II.
MAC saturates (i.e.Pr > 1) the allocated load for each node 1) Routing (No Network Codingp = 1): We will use
is s; <1i, i € N\ Neenters @G Scenter < peenter + La. routing as the baseline for our analysis. Consistent with th
Finally, the throughputS is defined in relation to the results found inl[3] and the analysis performed lin [4], the
number of packets that reach their respective sinks withén tthroughput increases linearly within the non-saturategiore
componentFor Pr < 1, the channel is not saturated so thd” € [0,%/9), and it reaches its maximum &f = 5/o, depicted
MAC does not limit each node from sending all of its packet§y a star in Figl4, whepr = 37, p; + Y27, pi = 1. For
As a result, the throughput = P. For Pr > 1, the channel is Symmetric loads at each node (i.@i, = p;, i # j), each
saturated and the MAC must limit the number of transmissiofgurce’s individual load ig; = 1/o for i € [1, 5].
made by each node in order to remain within the channelThe throughput saturates fdr > 5/o. Initially, the IEEE
constraints (i.e., the amount of resources allocated tetine 802.11 MAC allocates time slots to nodes requiring more
of nodes can be no more than OneEEeN s; <1). The MAC resources. The throughput is Zherefore the amount of tigne
limits the number of transmissions by adjusting the alledat iS able to transmitss = 1 — > 7;_, s;, which decreases a8
load for each node according to the proposed model. In ti¢reases. The network component completely saturates whe
saturated regime, the throughput saturates to the amoun€a€h node requires a large fraction of the available tirotss!
information that the center node can transmit per time-sl@&nd the MAC restricts each node’s access to the channel by
For example, the IEEE 802.11 MAC will distribute channegnsuring fairness among all nodes (is.= /5 for i € [1, 5]).
resources equally among each transmitting node and thercerihe total saturated throughput is equal to the total amotint o
node will only receivel/n of the available resources. The totainformation thatn; transmits (i.e.,S = 1/5).
amount of information that the center node transmits is then2) Network Coding Only 7¢ = 1): When usingNC,
equal to the throughput. Sectibnl Il will provide greatetadle there are limitations imposed by tlwwmponeris configura-
into calculating the throughput with and withdd€ and MPR. tion. Packets from different nodes within the same set, (i.e.
{n1,n2} € X1 and{ns,ns} € X>) cannot be coded together
lIl. MULTI-PACKET RECEPTION ANDNETWORK CODING  pecause they are forwarded through The center node must
PERFORMANCEANALYSIS make a minimum of two transmissions for every four packets
With each of the networkomponerg shown in Fig[R, we it receives from different edge nodes in order to ensure that
analyze thecomponenperformance with and without the useeach destination node obtains enough degrees of freedom to
of NC and MPR. We also consider both unicast and broadcalstcode. In Figll4, whe® € [0,5/9), NC is seen to provide

traffic. no additional gains over the use of routing alone singe
o ) can forward each packet received without the MAC limiting
A. “X" Topology Component Analysis its channel use. Fo® € [5/9,5/7), NC is instrumental in

The “X” component, depicted in Fif] 2(a), will be used t@chieving the throughput shown.
provide insight into the analysis and to help explain the-sim The MAC does not limit channel resources until the maxi-



mum throughput ofS = 5/7 is reached. Assuming symmetricits maximum atS = 1 whenp; = 1/5 for ¢ € [1,5] and
source loads, this maximum occurs when= 1/7fori € [1,5] pp = Y231 | p; +1/231_, pi + ps = 1. It then saturates to
andpr = 1/2 Zle pi + Z?Zl p; = 1. At this maximum, the NC throughput forPr > 1. The decrease in throughput
the MAC ensures fairness among all competing nodes and thighin the saturated region is a direct result of the IEEE.202
throughput saturates fdfr > 1. The non-monotonic behavior MAC which enforces fairness among nodes and is not a result
is again due to the fairness aspect of the IEEE 802.11 MAGS, the averaging over the stochastic load distributionse Th
and it is evident that the IEEE 802.11 MAC protocol restrictaveraged simulation results and maximum throughput shown
the total throughput when the network is saturated. in Fig.[4 form = 2 is achieved for both unicast and broadcast
3) Multi-Packet Reception of Order 2 and 4 (No Networkraffic when using CSMA to force nodes from different sets
Coding andm = 2,4): MPR is similar to the routing caseto transmit tons at the same time. Suppose we use the MPR-
described earlier except we now allow a maximumof adapted CSMA model so that any two nodes can transmit
edge nodes to transmit within a given time-slot. kor= 2, simultaneously. The throughput will be the same for unicast
the total time used by all of the edge nodes to transniigffic, but the broadcast throughput will be upper bounded
their packets tons is 1/2 that needed by routing while theby the unicast throughput and lower bounded by ithe= 2
center node cannot transmit multiple packets simultarigousvithout NC case. Furthermore, this shows that the broadcast
and must transmit each received packet individually. Usirthroughput is dependent on the mechanism of determining the
CSMA, which restricts nodes opposite each other to transroitder of transmissions, such as CSMA, round-robin, or other
at the same time, the point at which the protocol saturates fmilar scheme, within the wireless channel.
symmetric source loads occurs when= 1/7 for i € [1,5] For m = 4, the maximum unicast throughput &f = 5/4
andpr = S| p; + 123+ +ps. This maximum, which is achieved when allowing all four source nodes to transmit
yields a throughput of = 5/7, occurs when each source haso the center at the same time (i.e., MPR-adapted CSMA
equal loads and is reflected in Fig. 4 as a star. The throughfuused). The center node codes a maximum of two native
saturates to the same throughput as routing for values pEckets together from different source node sets and tiggism
Pr > 1 and the gain form = 2 is one due to the suboptimaltwo coded packets back to the edge nodes, including its
saturation behavior of the protocol. own uncoded packets, in order to complete all of the unicast
The behavior form = 4 is the same as that fon = 2 sessions. At the completion of all unicast sessions, eade no
except the maximum of = 5/¢ occurs whernp; = /6 and still requires a maximum of one additional degree of freedom
pr = Zle pit1/4 Zle pi+ps = 1. We allow all of the edge to complete the broadcast session. Allowigto code all of
nodes to transmit their packets tg, simultaneously using the native edge node packets together and send one adtitiona
MPR-adapted CSMA described in Sectioh Il. This requireded transmission enables each node to extract the rdquire
a total of 1/¢ of the time slots. Node:; then sends eachdegree of freedom and obtain the full set of transmitted
node’s packet individually, including its own, to the intls messages. The maximum throughput for this case is therefore
recipient requiring the remainder of the time-slots to finisthe same as the case fblC with m = 2 and is equal to
each unicast/broadcast transmission /Agcreases, the MAC S = 1. It is important to note that the simulated average
limits each node’s number of available time-slots afid throughput shown in Fid.]4 for both cases discussed in this
saturates td/s. Again, the gain in the saturated region fosub-section do not reach the maxima found through analysis,
m = 4 is equal to the cases of = 2 and routing. indicated by stars in the figure. This is due to the stochastic
The gain as a result of the use of MPR depends on krad distribution, which results in asymmetric traffic argon
adequate number of source nodes with information to sendthe set of nodes. Should each node have an equal amount of
m is greater than the total number of nodes with informatidnformation to send, the maxima found above will be reached.
to send (i.e.,n > N) the MPR gain will be less than when Fig. [ shows a summary of our analysis by plotting the
m < N. In addition, the achievable gain for implementationsmiaximum unicast and broadcast throughput as a function of
using stochastic message arrival and transmission timks whe MPR capability. In addition, it illustrates the supedéive
be upper-bounded by the results shown in this section abehavior of the throughput when MPR is used in conjunction
lower-bounded by the throughput for the non-MPR (routingyith NC by comparing this throughput with the throughput
case seen in Fi@l 4. that would be obtained by adding the individual gains ol&din
4) Network Coding with Multi-Packet Reception of Order 2ising MPR and\C separately.
and 4 (n = 2,4): The case when MPR is combined wi{tC ] ]
results in further improvement as seen in Hiy. 4. Unlike tHe- Cross and Partial Topology Component Analysis
case where we considered MPR alone, the order in which eaclincreasing cooperation between nodes by increasing the
node transmits and symmetric traffic acrosse¢bmponenare number neighbors each node has results in higher throughput
crucial to achieving the maximum throughput. As a result, weut there are limitations to the benefits from increasing the
continue to use CSMA to ensure nodes in opposite sets tranamber of overhear/listen edges. We first consider the cross
mit at the same time so that we both facilitate opportunisttmomponent shown in Fif] 2(b), and conduct a similar analysis
listening and enable coding opportunities #y. performed for the “X” component. All cases not involving NC
Form = 2, the throughput increases linearly until it reacheare unaffected by the connectivity of the component, but the



that the maximum throughput for the case whel&C and

m = 2 is S =1 for unicast traffic andS = 5/6 for broadcast
traffic. This is only a slight reduction in throughput frometh
unmodified “X” componenris throughput. On the other hand
whenm = 4, the maximum is the same as that found for
the partial cross and “Xtomponerd. Both the partial cross
and partial “X” componerg highlight that the use of MPR
can potentially inhibit the effectiveness BIfC. Because each
node is half-duplex, increasing restricts each node’s ability
to overhear other node’s transmissions.

1.4
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IV. IMPROVING THE MAC FAIRNESSPROTOCOL

Figure 5. Maximum throughput of a 5-node “X" component ascfion

u » : : _ _ The IEEE 802.11 MAC was initially designed for use in
of the MPR capability. Super-additive gains are achieve@wiising NC in

conjunction with MPR. This is shown by comparing the thrqugthobtained
using both NC and MPR with the throughput that would be olegiiif the
gain from using NC alone is added with the gain obtained framgiMPR
alone (NC Only + MPR Only).

infrastructure wireless networks, yet it is consistentsed
as the primary medium access method in ad-hoc, multi-hop
networks. Sectiol_Tll showed that the IEEE 802.11 MAC’s

use in these ad-hoc, multi-hop networks results in the non-
monotonic saturation behavior observed in the COPE exper-

14 iments [3]. In this section, we propose an improved MAC

Ll an’;jlcl\léhf';\’ﬂi;i'r?;(iar:i%ﬂm/’ﬁ :-E-:E%”:"jz approach developed for use in ad-hoc, multi-hop networks
~-MPR=4 thateliminatesthis non-monotonic behavior. Furthermore, our
ol “g;’;;gmm\ N iveRo MAC provides fairness tdlows rather than tonodes Our
i‘l I oiference in Masimum | improved protocol_approach aIIocate_zs resources pr_oprmitlo
206 ‘ and Saurated to the number of different flows passing thr_ough a given node
= ol y when the r_1e}work saturates. While allocating more resaurce
' N to flows originating at the center and less resources to flows
02} e, originated at edge nodes would yield even higher throughput
o8 0'7‘2"”“”?:““;: U our policy ensures that each flow of information is given the
' ' " Total Offered Load (P) ’ ' ' same priority.
The allocated number of time-slots each node receives so
_ _ that the throughpuf' is maximized, subject to the flow con-
Figure 6. Unicast and broadcast throughput for a 5-nodesaromponent. straints amE;V:—ll Sj/m"'scenter — 1, is divided into the cases

The throughput shown is aaverageover the stochastic packet arrivals and =, . .
the stars indicate the maximum throughput which is achiewben there D€lOW wheres; is the fraction of time slots allocated to each

is symmetric full loading of packets. Each vertical doubteoa shows the edge node and...:., is the fraction of time slots allocated
difference in the maximum and saturated throughput due t€Nkrness for {4 the center node. Similar to Sectiénl Ill, the throughput
each case. S = Scenter WhenNC is not used andPr < 1. WhenNC is
used, the throughpu is a function of the number of packets
that can be effectively coded together, which is dependent o
the MPR coefficienin, the use of CSMA, and the traffic type
enicast or broadcast). The cases addressed include:

maximum throughput for those cases with NC is increased
the saturated regime. Intuitively, the reason for the iaseein
saturated throughput is due to the ability of the center no
to effectively code at most four native packets togethee Th « Cross Topology Componentwith Unicast Traffic or Broad-
analysis is identical to the discussion in Section IJI-A and  cast TrafficAssuming that there are no constraints on the
the results are presented in Fig. 6. The figure show both the order in which each node transmits to the center node,
analytical results, indicated by the stars, and the sirimrat the allocation of resources is the same for both unicast
results, indicated by the curves. and broadcast sessions. With®(, the center node will

Considering the other possible 5-node components, shown equire a number of time slots equal to the number of
in Fig. @(c) and (d), we find that the addition or removal  transmitting source node&’. With NC, throughput is
of an overhear/listen edge has little impact on the maximum Mmaximized by ensuring the center node codes the maxi-
throughput. In the case of the partial cross component, Fig. Mum number of native packets together. Generalizing for
2(d), the removal of a single edge results in the maximum [V andm, as well as considering only integer numbers
throughput found using the unmodified “X” component. In the ~ Of time-slots:
case of the partial “X” component, Figl 2(c), the gain rasglt { without NC

Sj =

1
[(N=1)/m]+N
L with NC

from the use of NC is reduced; and as a result, the throughput
decreases. It can be verified using the methods described abo

®3)

[(N=1)/m]+m.+1
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- *-Routing NC Maximum

N i | —--nc ¢
< [(N—l)/m—H—N WIthOUt NC 4 L2 -*-MPR=2 MPR=inMaxlmum
Scenter > me+1 Wlth NC ( ) 1 -#-MPR=4 NC + MPR = 2 Maximum
TN I ] o 11 il _ an 4
[(N*l)/m“erchl —-NC +MPR =2 NC + MPR = 4 Maximum

—4—NC+MPR=4

0.8

When MPR-adapted CSMA is used, we defing = m
for m = {1,2}. When CSMA is used, we define, =
m — 1 for m = 2. In addition, the termn, = m — 1 for o0al
all situations wheren = 4. Furthermore, eq[]4) is met
with equality if CSMA is used forn = 1 and 2 as well
as for all cases whem = 4. Eq. [2) may be met with o 0z 04 06
inequality when MPR-adapted CSMA is used far= 2

since there is a non-zero probability that any given no@®yure 7. 5-Node cross component unicast and broadcasighpot using
may miss a packet from a node in which it can overhetiye improved fairness protocol. The throughput shown is erame over

QA i s ; e stochastic packet arrivals and the stars indicate thénman throughput
while it _IS transml.ttmg' Using a scheme such as CSM&hich is achieved when there is symmetric full loading of keds.
results in a significant throughput gain for small but
becomes insignificant a& grows.

MPR:Z/

0.6 Maximum 2 P P P ——|

Throughput (S)

Routing Maximum

08 10 1z 14 16 18 20
Total Offered Load (P)

« “X” Topology ComponentThe fraction of time slotsV 4 -3 ~Rouing T Ty
. - . NC
allocated to each node for unicast traffic and either the 12|-e-mpR=2 e PR =4
. -#-MPR=4 N .
CSMA or MPR-adapted CSMA models is: 1| -nC+wpr=2 AN
n ——NC + MPR = 4 (Broadcast)
1 . :’ —8—NC + MPR = 4 (Unicast) (A
v v without NC 5 o8 )
87 =S, = 1 th NC %7 NCMaximurr!and/ *
[(N—l)/m1+max(|X1|,|X2|)+1 Wi 5 0.6r MPR=2Maximum o o\ e e \k o b b o 8]
e
(5) = 0.4+ MPR = 4 Maximum
and
N without NC 02r ROUMG MMM M PR =4 (Broadeas) Maximum
sp =Y = { [(N-D)/m]4+N . o R
R max(|X1],| X2])+1 with NC 0 02 04 06 08 10 12 14 16 18 20
[(N—1)/m|+max(| X1, X2])+1 Total Offered Load (P)

(6)
When considering broadcast traffic, additional degrees
of freedom must be sent by the center to complete tif@ure 8. 5-Node “X" component throughput using the imprb¥airness
Session. WithoulC, equations ani6 hold. WG, Potcol, The oot siown = o sverage over e stchpecet
there is a possibility that each destination node Willhen there is symmetric full loading of packets.
require a maximum of one additional degree of freedom
per node form = 2 or three degrees of freedom per node
for m = 4 when either| X; |> m or | X, |> m and the throughput will saturate at the maxima. As the simulation
order of node transmission is not enforced (i.e., MPResults represented by the curves in both figures indicage, t
adapted CSMA). In order to provide these degrees afaxima may not be reached due to asymmetry in each node’s
freedom, the center node must send send additional codeald and is the reason why the average throughput shown in
packets. The fraction of time-slots each node receives feig.[@ and’8 do not initially saturate at their maxima. As the
broadcast traffics”, with NC is then bounded by: network initially saturates, some nodes will have highexd®

U>gB> 1 @ than others resulting in a Iqwer through_put than when each
7= 70 = [(N=1/m]+max([X1],[ X2[)+m node has the same load which occursPagcreases towards
and infinity.
S}%S Sg < max (| X1],|X2|)+m ) (8)
[(N—1)/m|+max(| X1, X2])+m V. PERFORMANCE OFMPR AND NETWORK CODING WITH

where s? is maximized whenX1| = |X»| and traffic ASYMMETRIC TRAFFIC
across the center is symmetric. It is minimized when The performance oC and MPR in networks with bottle-
|X1| and | X>| differ most and traffic across the centefecks is highly dependent on the symmetry of traffic across
is asymmetric. the bottleneck. Situations in which the traffic is approxiefa
We applied our revised fairness protocol to both the 5-nodgmmetric, or equal, across the bottleneck maximizes the
cross and “X"componerg using the same model described iperformance gains provided by bodC and MPR as shown
Sectionl. The throughput, shown in Fig. 7 8, saturatey the stars in Fig.14.16.]7, arid 8. The curves in each figure
at the maximafound in Sectiori _Ill for eaclcomponentAs show that the maxima are not initially reached since eachecur
the network saturates, the improved fairness protocoltdimirepresents an average over the instantaneous asymmeatries i
each node’s access to the channel. When each node’s lbaffic. For the purposes of analyzing the effects of asymimet
is greater than the limit imposed by the protocol, the totalaffic, the “X” componenis used as the primargomponent



14— ‘ — — B next hop, which eliminates the gain resulting frovC. The
case form = 4 is similar to that of then = 2 case except

that only a maximum of two nodes in a set are allowed to
transmit in the same time slot. The throughput will saturate
for largev to the maximumm = 2 throughput of?/s.

The second scenario involves the use of a MAC that does
not limit the number of nodes that simultaneously transmit i
either setX; or X,. The MAC allows nodes within the same

—4—NC+MPR=4

Throughput (S)

0.2 ] set to take advantage of MPR and does not restrict multiple
ol ‘ N L N ‘ nodes from sending to the relay in a given time slot. If only
2o e Agymmé(t)ry Ratio (v)14 s nodes within the same set have data to send, the MAC allows

for up tom nodes to send their respective packets to the relay.
In this scenario, the effectiveness of MPR is not diminished
Figure 9. Throughput of an *X” component as a function of tsgrametry ~ since MPR can be fully utilized regardless of where the taffi
ratio with an offered load of 1 when CSMA is used to limit tremission . . . . .
order. is originates. This results in a constant throughput, iedejent
of v, of S = 2/3 for them = 2 case and = 4/s for them =4
case. On the other hand, the effectiveneds@fstill decreases
in our analysis since its limitations from the reduced nuntdfe asy increases. Similar to the first scenario, the throughput for
nodes any given edge node can overhear compounds the effegitsh case involving NC will saturate to the routing or MPR

of asymmetric traffic on network throughput. In addition, wenly throughput for each case involving NC asncreases.

define the asymmetry ratio as: This section emphasizes that implementing a MAC that
S iex, ki allows for the full employment of MPR provides significant
v= %, (9) throughput gains over a more restrictive MAC, such as one
JjeX1 "I

that uses a CSMA scheme. Finally, it is important to note, tha

where k; and k; are the number of packets that each noda the presence of erasures the potential gains are sigtifica
1 € Xo andj € X, respectively, needs to send to a giveeven with asymmetric traffic. Whil&lC may not necessarily
node on the opposite side of the relay. increase throughput under highly asymmetric data, i@

Two different asymmetry scenarios are addressed. The figsiin will manifest itself when recovering from packet enasL
addresses the effects of asymmetry with a MAC that limits the
transmissions of nodes from the same set (i.e., nodes withinV!- PERFORMANCE OFNETWORK CODING AND MPR
the same set do not transmit at the same time unless the degree WITH LARGE N

of MPR requires that they do so). In this scenario, both the The gain provided by the use of MPR aN€ is dependent
effectiveness of NC and MPR is diminished asncreases. on the number of transmitting nod@s within the component
Whenm = 2, only a single node from a set will transmit in awhile the gain manifests itself in the throughput of each
time-slot, corresponding to CSMA. As traffic becomes morganonical component the major benefit is realized in the
asymmetric, one set of nodes will eventually run out of datgelay, or time it takes to complete all flows. For purposes of
and the other set will be forced to continue sending datado tffjustration, we restrict our analysis to the cases in whigh
relay one node at a time. For = 4, two nodes from the samehave a restrictive MAC which uses CSMA, symmetric traffic
set will transmit in the same time-slot since themponent across eacltomponentand the improved fairness protocol.
contains only two sets of nodes, which corresponds to MPBsing eq. [B) - [(B), relaxing the integer constraints, and
adapted CSMA. When NC is used, the limitations inducegssuming an equal number of nodes in each set within the

by the component force the center node to transmit packei® componentwe take the limit of the throughput for each
unencoded whem is large. For example, as increases, the canonicalcomponent

center node will run out of data from different sets to code

together. As a res_qlt, each packet that needs to be relaysd mu lim Scpoes — {mlﬂ without NC (10)
be forwarded individually to ensure that the necessaryedsgr Nooo 0% m with NC
of freedom are exchanged.
Fig. [@ shows how asymmetric traffic from differen_t sets ) 2 without NC
affects network throughput. For the case when= 2 with ngnoo Sx = {nz_% with NC (11)

or without NC, the throughput is maximized when traffic is
perfectly symmetric but saturates to the throughput obthinlt is clear from the above results that the gain has a depegyden
for the routing case. Intuitively, this can be seen by lingti on the connectivity of the network. As the network becomes
all traffic so that it originates from a single set of nodese Thmore connected, the interaction betweé¢@ and MPR com-
MAC will restrict transmission from each node to the centebine to create gains that are super-additive.

which eliminates the gain resulting from the use of MPR; and Considering the per-node throughpsStyeqe = s; for

the center node must send each relayed packet uncoded tojtie[1, N], we see from eq[15) that the throughput for both



MPR at each edge node, as would be expected, reduces the

0.2 T T

018 e effectiveness of opportunistic NC and limits the total nemb
o1 gl videl of packets that the center node can code together.
;3 014 e NCiMPRoa We continue to use CSMA as explained in Secfidn Il. We
S ] deterministically distribute an equal number of packetsaoh
= node and calculate the throughput using as the number of
§ transmitting nodesV increases towards infinity. We further
5 assume that each node has the ability to capture a packet.
* That is, if multiple transmissions occur in a given timetslo

Figure 10.
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a node without MPR will receive one transmission without
error and treat the remaining transmissions as noise. ttioap

is not feasible, the NC with MPR gain will equal the NC
alone gain for components such as the cross. The NC with
MPR gain for less connected topologies, in contrast, will be
higher depending on the implementation of the MAC since
the topology limitations decrease the probability of twales
transmissions conflicting. For ease of further explanatios

0| +Ne ’,.”' will assume in the remainder of the paper that every node has
1901+ -MPR =4 " b the ability to capture packets.
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The number of additional packets that the center node must
send when each edge node does not have MPR is dependent
on m. Limiting MPR to the center node essentially splits a
component intan disjoint sets where all edge nodes in a set
are fully connected and each node is connected to the center.
An MPR of m = 2 will result in two disjoint sets that requires
the center node to serfd¥—-1)/2] + 1 degrees of freedom to

Number of Nodes (N) each edge node in order to complete all unicast and broadcast

sessions. The first term in this equation is the number of
transmissions needed to relay all traffic from each of the
edge nodes and the second is the number of transmissions
needed to send the center's own traffic. In the case of the
“X” component, the division has already been performed as
the original IEEE 802.11 MAC and improved MAC scales oa result of the topology configuration so the throughput is
the order ofl/~. Fig.[10 shows thé/~n per-node throughput the same as that found in Sectipn] IV. The throughput for
behavior for the “X” componentusing the improved MAC, the cross component becomes the same as that of the “X”
as a function of the number of nodes. As expected, the pepmponent as a result of the limited implementation of MPR.
node throughput asymptotically approaches zer&agrows. An MPR of m = 4 results in four disjoint sets that requires
While there are gains from MPR amNLC for moderately sized the center node to serfd¥-1)/2] 4+ 1 degrees of freedom to
networks (i.e.,N = [5,100]) the throughput gains are limitedthe set of edge nodes to complete all unicast sessions and
for larger ones. [3(N-1)/4] + 1 degrees of freedom to each edge node to
On the other hand, there are significant gains from MPgmplete the broadcast session. Within both componers, th
and NC, while using the improved MAC, when consideringesult of increasingy is offset by the requirement of the center
the delay, or total time to complete all sessions. We evaluatgode to send additional degrees of freedom. The broadcast
the delay by distributing a single packet to each node aftftroughput for both components becomes upper bounded by
determine the time it takes for all packets to reach thdine throughput of the “X” component when using both NC
intended destinations. Fig.]11 shows the total time to cetepl andm = 2; and the unicast throughput for NC with = 4 is
all flows within an “X” componentas N grows. It can be upper bounded by/s for both components.
verified from Fig.[Il that the delay gains for the MPR with The cases where NC is not used are unaffected by limiting
m = 2 or m = 4 andNC cases are approximatelyands/s MPR to the center node only. Since the center must forward
respectively for largeV. all packets individually, it inherently communicates dlltbe
necessary degrees of freedom to each of the edge nodes. These
VIl. MPR LIMITED TO CENTRAL NODE results are displayed in Fig_112 for the “X” component as we
Since implementing MPR in a system may be a difficulet NV increase towards infinity and consider fully saturated,
and costly upgrade, we now look at the throughput gainsdfmmetric loading. This figure was generated using a similar
we target strategic nodes for implementing MPR and leaamalysis as performed in Sectign]VI. When considering the
the rest without the capability. The limitation of not hayin cross component, the throughput with limited MPR is the

Figure 11. Time to complete all flows if each source has oniygle packet
to send using the improved fairness protocol.
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—+—NC, Limited MPR (BC)
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Figure 12. Unicast (UC) and broadcast(BC) throughpufVass oo for the
“X" component with MPR implemented at each node (full MPRgavPR
implemented at only the center node (limited MPR) underyfafiturated and

how channel resource allocation should be performed iretarg
more complex networks.

In addition, we analyzed the scalability of the canonical
topology components. We showed that the gains provided
by the use of MPR andNC are highly dependent on the
connectivity of the network. While the asymptotic per-node
throughput is not large, the asymptotic gains in the delay ar
substantial. We further showed that asymmetric loads a@os
bottleneck can impact network performance when using both
NC and MPR, althougiNC and MPR still provide significant
gains for low to medium asymmetric loads. Finally, we showed
that limiting the distribution of the MPR capability to only
a subset of nodes within a network can result in a drastic
reduction in performance for some canonical topologiessLe
connected components such as the “X”, which are much more

symmetric loading.

likely to be physically realizable in contrast to the cross

component, are less affected by limiting the implementatio

same as that shown in the above figure, but the NC + M
throughput with MPR implemented at each nodeSis= 1,
S =2,andS =4 form =1, m = 2, andm = 4 respectively.
This shows that there are significant throughput gains wh
considering NC with MPR for topologies similar to the “X”

MPR to only a subset of nodes. In contrast, components
that are more connected, such as the cross, lose much of the
throughput gain resulting from combining NC with MPR. All
8Ethe analyses outlined in this paper show that the cooperat
use of MPR,NC, and MAC in a given network is critical to

component, but little for topologies that are more conmiect@Ch'ev'ng the maximum gain.

or for larger values ofn.

VIII. CONCLUSION (1]

We have provided a lower bound to the gains in total
throughput from MPR andNC for componerg that create
traffic bottlenecks in large networks. We provided an arialys
of the total throughput and showed that the effectiveness of
NC is highly dependent on the use of MPR, and that thg3]
combined use of MPR andC results insuper-additivegains.

In addition, we evaluated the fairness imposed by the IEEE
802.11 MAC and showed that the NC + MPR gain at saturation
is not maximized. We argued that while the current IEEH4]
802.11 MAC is fair tonodes it is inherently unfair toflows
of information in multi-hop networks. We further generaliz
each scenario for both unicast and broadcast traffic.

We then used our simple, validated model to design a
new MAC approach, in conjunction with MPR and NC, [6]
that cooperatively allocates channel resources by pnogidi
a greater proportion of resources to bottle-necked nodds an
less to source nodes. The new MAC ensures fairness amofigj
information flows rather thannodesthrough the cooperative
allocation of bandwidth between the set of edge nodes and
the center node. Furthermore, the new MAC ensures that eaf8]
node is able to access the channel in contrast to the IEEE
802.11 MAC which has a tendency to starve some nodes under
high loads. Our proposed approach, specifically designed f¢9]
networks usingNC and MPR, shows a significant increase
in the achievable throughput of as much as 6.3 times the
throughput when neitheNC nor MPR is used in similar [10]
networks. While only four specific 5-node canonical topglog
components and their extensionsonodes were addressed,
these components serve as a basis for further investigation

(2]

(5]
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