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Abstract

Consider a wireless network that has two tiers with diffegaiorities: a primary tier vs. a secondary tier,
which is an emerging network scenario with the advancemérbgnitive radio technologies. The primary
tier consists of randomly distributed legacy nodes of dgnsj which have an absolute priority to access
the spectrum. The secondary tier consists of randomlyilliged cognitive nodes of density = n  with

2, which can only access the spectrum opportunisticallynhit lihe interference to the primary tier. Based
on the assumption that the secondary tier is allowed to rtheéepackets for the primary tier, we investigate
the throughput and delay scaling laws of the two tiers in thiéofing two scenarios: i) the primary and
secondary nodes are all static; ii) the primary nodes ati sthile the secondary nodes are mobile. With the
proposed protocols for the two tiers, we show that the pryntiar can achieve a per-node throughput scaling of

» )= (I=Iogn) in the above two scenarios. In the associated delay anddydise first scenario, we show
that the primary tier can achieve a delay scalin® @fn) = " n ogn o @) with , @)= 0 (I=lgn).
In the second scenario, with two mobility models considdoedhe secondary nodes: an i.i.d. mobility model
and a random walk model, we show that the primary tier caneaehdelay scaling laws of 1) and (=),
respectively, where is the random walk step size. The throughput and delay sr¢dins for the secondary

tier are also established, which are the same as those fand-atone network.
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I. INTRODUCTION

The explosive growth of large-scale wireless applicatimativates people to study the fundamental
limits over wireless networks. Consider a randomly distid#al wireless network with density over
a unit area, where the nodes are randomly grouped into enadcasource-destination (S-D) pairs.
Initiated by the seminal work in [1], the throughput scalitayvs for such a network have been
studied extensively in the literature [2]-[5]. For statietworks, it is shown [1] that the traditional
multi-hop transmission strategy can achieve a throughpalirgy of 1=pmgn per S-D pair.
Such a throughput scaling can be improved when the nodesbége@amove. It is shown in [6] [7]
that a per-node throughput scaling of(1) is achievable in mobile networks by exploring two-hop
transmission schemes. Unfortunately, the throughput engment in mobile networks incurs a large
packet delay [6] [7], which is another important performaineetric in wireless networks. In particular,
it is shown in [6] that the constant per-node throughput isi@aed at the cost of a delay scaling of

). The delay-throughput tradeoffs for static and mobile meks have been investigated in [6]-[9].
Specifically, for static networks, it is shown in [7] that tbptimal delay-throughput tradeoff is given
byD m)= n @))for @)= 0 1=pmgn , WwhereD () and () are the delay and throughput
per S-D pair, respectively.

The aforementioned literature mainly focuses on the detalythroughput scaling laws for a single
network. Recently, the emergence of cognitive radio nets/anotives people to extend the result from
a single network to overlaid networks. Consider a licens@tgry network and a cognitive secondary
network coexisting in a unit area. The primary network hasahsolute priority to use the spectrum,
while the secondary network can only access the spectrurartyppstically to limit the interference
to the primary network. Based on such assumptions, it is show10] [11] that both networks can

achieve the same throughput and delay scaling laws as a-atamel network. However, such results

We use the following notations throughout this paperf i) = 0O (gn)) means that there exists a constargnd integem such
thatf m) < cgm) forn > N ;i) £@m) = (@@)) means thagn) = O (£ (n)); i) £@) = (@ ©)) means thatt m) = 0 (gm))

andgm) = 0 (fm)); iv) £ (M) = o@m)) means thaf m)=gn) ! 0asn! 1.



are obtained without considering possible positive irdiéoas between the primary network and the
secondary network. In practice, the secondary networkchvig usually deployed after the existence
of the primary network for opportunistic spectrum access) transport data packets not only for
itself but also for the primary network due to their cogretimature. As such, it is meaningful to
investigate whether the throughput and/or delay perfoomant the primary network (whose protocol
was fixed before the deployment of the secondary tier) cammpgaved with the opportunistic aid

of the secondary network, while assuming the secondaryarktstill capable of keeping the same
throughput and delay scaling laws as the case where no giygpactions are taken between the two
networks.

In this paper, we define supportive two-tier network with a primary tier and a secondary tier as
follows: The secondary tier is allowed to supportively yethe data packets for the primary tier in
an opportunistic way (i.e., the secondary users only etiémpty spectrum holes in between primary
transmissions even when they are relaying the primary psckethereas the primary tier is only
required to transport its own data. Letandm = n denote the node densities of the primary tier
and the secondary tier, respectively. We investigate theugghput and delay scaling laws for such a
supportive two-tier network with 2 in the following two scenarios: i) the primary and secondary
nodes are all static; ii) the primary nodes are static while $econdary nodes are mobile. With
specialized protocols for the secondary tier, we show thatgrimary tier can achieve a per-node
throughput scaling of ,(n) =  (I=logn) in the above two scenarios with a classic time-slotted
multi-hop transmission protocol similar to the one in [1j.the associated delay analysis for the first
scenario, we show that the primary tier can achieve a delalnscofD , ) = P n logn o @)
with @) = O (I=lgn). In the second scenario, with two mobility models considefer the
secondary nodes: an i.i.d. mobility model and a random watkieh we show that the primary tier
can achieve delay scaling laws of(1) and (1=S), respectively, where is the random walk step
size. The throughput and delay scaling laws for the secgniifar are also established, which are the

same as those for a stand-alone network. Based on the facrtiapportunistic supportive secondary



tier improves the performance of the primary tier, we make fibllowing observation: The classic
time-slotted multi-hop primary protocol [1] does not fullitilize the spatial/temporal resource such
that a cognitive secondary tier with denser nodes couldoeggghe under-utilized segments to conduct
nontrivial networking duties.

The rest of the paper is organized as follows. The system himdescribed and the main results are
summarized in Section Il. The proposed protocols for thenary and secondary tiers are described
in Section lll. The delay and throughput scaling laws for grgnary tier are derived in Section IV.
The delay and throughput scaling laws for the secondanatestudied in Section V. Finally, Section

VI summarizes our conclusions.

1. SYSTEM MODEL AND MAIN RESULTS

Consider a two-tier network with a static primary tier andesmsker secondary tier over a unit square.
We assume that the nodes of the primary tier, so-called pyimades, are static, and consider the
following two scenarios: i) the nodes of the secondary 8ercalled secondary nodes, are also static;
i) the secondary nodes are mobile. We first describe thear&tmodel, the interaction model between
the two tiers, the mobility models for the mobile secondaoges in the second scenario, and the
definitions of throughput and delay. Then we summarize then mesults in terms of the delay and

throughput scaling laws for the proposed two-tier network.

A. Network Model

The primary nodes are distributed according to a Poissont gwbcess (PPP) of density and
randomly grouped into one-to-one source-destination \$dirs. Likewise, the secondary nodes are
distributed according to a PPP of densityand randomly grouped into S-D pairs. We assume that

the density of the secondary tier is higher than that of thegmy tier, i.e.,
m = n (2)

where we consider the case with 2. The primary tier and the secondary tier share the same time,

frequency, and space, but with different priorities to asafe spectrum: The former one is the licensed



user of the spectrum and thus has a higher priority; and ttex lane can only opportunistically access
the spectrum to limit the resulting interference to the @miyntier, even when it helps with relaying
the primary packets.

For the wireless channel, we only consider the large-scatblgss and ignore the effects of

shadowing and small-scale multipath fading. As such, trenohl power gainy (r) is given as
glr)=r 2)

wherer is the distance between the transmitter (TX) and the cooredipg receiver (RX), and > 2
denotes the pathloss exponent.

The ambient noise is assumed to be additive white Gaussiar (WVGN) with an average power
N o. During each time slot, we assume that each TX-RX pair @8liz capacity-achieving scheme with
the data rate of theth primary TX-RX pair given by

Pp (l)g (kX pitx (l) X pirx (l)k)

R, (@) = 1+
p = bo No+ L () + I ()

3)

where the channel bandwidth is normalized to be unity fompéicity, k  k denotes the norm operation,
P, (@) is the transmit power of théth primary pair,X . @) andx ., @) are the TX and RX locations
of ith primary pair, respectivelyr, (i) is the sum interference from all other primary TXs, () is
the sum interference from all the secondary TXs. Likewike,data rate of theth secondary TX-RX

pair is given by

+ Ps (j)g (kX Sitx (j) X S;rx (j)k)

R.()= g 1 | .
e No+ L () + Ls ()

(4)

whereP (j) is the transmit power of théth secondary paitX ., (J) andX .. (3) are the TX and RX
locations of theijth secondary pair, respectivel, (5) is the sum interference from all other secondary

TXs to the RX of thejth secondary pair, ant,; (3) is the sum interference from all primary TXs.

B. Interaction Model

As shown in the previous work [10] [11], although the oppaoistic data transmission in the

secondary tier does not degrade the scaling law of the pyirtiar, it may reduce the throughput



in the primary tier by a constant factor due to the fact that ititerference from the secondary tier
to the primary tier cannot be reduced to zero. To completemmensate the throughput degradation
or even improve the throughput scaling law of the primary itrethe two-tier setup, we could allow
certain positive interactions between the two tiers. Smadly, we assume that the secondary nodes
are willing to act as relay nodes for the primary tier, white primary nodes are not assumed to do so.
When a primary source node transmits packets, the surnogrsgicondary nodes could pretend to be
primary nodes to relay the packets (which is feasible siheg tire software-programmable cognitive
radios). In the scenario where the primary and secondargshade all static, the secondary nodes
chop the received primary packets into smaller pieces [deittor secondary-tier transmissions. The
small data pieces will be reassembled before they are detivie the primary destination nodes. In the
scenario where the secondary nodes are mobile, the reqeaobets are stored in the secondary nodes
and delivered to the corresponding primary destinatiorermdy when the secondary nodes move into
the neighboring area of the primary destination node. Aé stie primary tier is expected to achieve
better throughput and/or delay scaling laws. More detaals be found in the secondary protocols
proposed in Section Ill. Note that, these “fake” primary esdlo not have the same priority as the
real primary nodes in terms of spectrum access, i.e., theyonyy use the spectrum opportunistically
in the same way as a regular secondary node. The assump#ibthéhsecondary tier is allowed to

relay the primary packets is the essential difference batweir model and the models in [10] [11].

C. Mobility Model

In the scenario where the secondary nodes are mobile, wenaghiat the positions of the primary
nodes are fixed whereas the secondary nodes stay static ipriomary time slcg and change their
positions at the next slot. In particular, we consider thi®¥ang two mobility models for the secondary
nodes.

Two-dimensional i.i.d. mobility model [6]: The secondary nodes are uniformly and randomly

2As we will see in Section I, the data transmission is tinhetted in the primary and secondary tiers.



distributed in the unit area at each primary time slot. Theentocations are independent of each
other, and independent from time slot to time slot, i.e., tloeles are totally reshuffled over each
primary time slot.

Two-dimensional random walk (RW) mode [7] [8]: We divide the unit square inta=s small-
square RW-cells, each of them with size The RW-cells are indexed byx;y), where x;y 2
£1;2; I;Dlég. A secondary node that stays in a RW-cell at a particular gmyntime slot will
move to one of its eight neighboring RW-cells at the next sldh equal probability (i.e., 1/8). For
the convenience of analysis, when a secondary node hitsoinedary of the unit square, we assume
that it jJumps over the opposite edge to eliminate the edgeefi] [8]. The nodes within a RW-cell
are uniformly and randomly distributed. Note that the uaiare are also divided into primary cells
and secondary cells in the proposed protocols as discuasgdadtion Ill, which are different from
the RW-cells defined above. In this paper, we only considercdse where the size of the RW-cell is

greater than or equal to that of the primary cell.

D. Throughput and Delay

The throughput per SD pair (per-node throughput) is defined as the average data ratesdich
source node can transmit to its chosen destination as in[11Q] which is asymptotically determined
by the network density. Besides, tham throughput is defined as the product between the throughput
per S-D pair and the number of S-D pairs in the network. In tiWing, we use , ) and ;M)
to denote the throughputs per S-D pair for the primary tied #Hre secondary tier, respectively; and
we useT, (n) and T m ) to denote the sum throughputs for the primary tier and therstary tier,
respectively.

The delay of a primary packet is defined as the average nunil@ineary time slots that it takes
to reach the primary destination node after the depart@m the primary source node. Similarly, we
define the delay of a secondary packet as the average humbecaridary time slots for the packet to

travel from the secondary source node to the secondaryndésti node. We use , n) andD ¢ (n )



to denote packet delays for the primary tier and the secgniiler; respectively. For simplicity, we
use a fluid model [7] for the delay analysis, in which we divedeh time slot to multiple packet slots

and the size of the data packets can be scaled down with thease of network density.

E. Main Results

We summarize the main results in terms of the throughput ateydscaling laws for the supportive
two-tier network here. We first present the results for thenacio where the primary and secondary
nodes are all static and then describe the results for theagoewith mobile secondary nodes.

i) The primary and secondary nodes are all static.

It is shown that the primary tier can achieve a per-node tjinput scaling of , ) =
. p—
(1=Iogn) and a delay scaling af , n) = n logn ,@) for ;)= 0 (I=logn).

It is shown that the secondary tier can achieve a per-nodeghput scaling of ; m ) =

1

s—=— and adelay scalingdf.,m)= m sm));for ;m)=0 —

m logm

i) The primary nodes are static and the secondary nodes ab#em
It is shown that the primary tier can achieve a per-node tjinput scaling of , ) =
(1=logn), and delay scaling laws of (1) and (1=S) with the i.i.d. mobility model
and the RW mobility model, respectively.
It is shown that the secondary tier can achieve a per-nodeighput scaling of , n) =
(1), and delay scaling laws of (n) and m*S gz with the i.i.d. mobility model

and the RW mobility model, respectively.

I1l. NETWORK PROTOCOLS

In this section, we describe the proposed protocols for tiwagry tier and the secondary tier,
respectively. The primary tier deploys a modified timetsldtmulti-hop transmission scheme from
those for the primary network in [10] [11], while the secondaer chooses its protocol according to
the given primary transmission scheme. In the following,w8ep E ) to represent the probability of

eventkE, and claim that an evert, occurs with high probability (w.h.p.) ibE&,) ! lasn! 1.



A. The Primary Protocol

The main sketch of the primary protocol is given as follows:
i) Divide the unit square into small-square primary cellshnsizea, (n). In order to maintain the full
connectivity within the primary tier even without the aidtbie secondary tier and enable the possible
support from the secondary tier (s€keorem 1 for details), we haves, 0) P 2 logn=n such that
each cell has at least one primary node w.h.p..
il) Group everyN . primary cells into a primary cluster. The cells in each pmynaluster take turns
to be active in a round-robin fashion. We divide the transiois time into TDMA frames, where
each frame has . primary time slots that correspond to the number of cellsacheprimary cluster.
Note that the number of primary cells in a primary cluster tasatisfynN. 64 such that we
can appropriately arrange the preservation regions anddhection regions, which will be formally
defined later in the secondary protocol. For conveniencetakeN . = 64 throughout the paper.
iii) Define the S-D data path along which the packets are wbirtam the source node to the destination
node: The data path follows a horizontal line and a verticed tonnecting the source node and the
destination node, which is the same as that defined in [10] [Ritk an arbitrary node within a
primary cell as the designated relay node, which is respt$or relaying the packets of all the data
paths passing through the cell.
iv) When a primary cell is active, each primary source nodé takes turns to transmit one of its
own packets with probabilityp. Afterwards, the designated relay node transmits one pdakeach of
the S-D paths passing through the cell. The above packetnhigrions follow a time-slotted pattern
within the active primary time slot, which is divided into gkt slots. Each source node reserves a
packet slot no matter it transmits or not. If the designa&dyr node has no packets to transmit, it
does not reserve any packet slots. For each packet, if theagsn node is found in the adjacent
cell, the packet will be directly delivered to the destinati Otherwise, the packet is forwarded to the
designated relay node in the adjacent cell along the data pateach packet transmission, the TX

node transmits with power af aZ (), wherep is a constant.
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Fig. 1. Frame relationship between the two tiers.

v) We assume that all the packets for each S-D pair are lab&liéh serial numbers (SNs). The
following handshake mechanism is used when a TX node is stdddo transmit a packet to a
destination node: The TX sends a request message to irthiaterocess; the destination node replies
with the desired SN; if the TX has the packet with the desiréd & will send the packet to the
destination node; otherwise, it stays idle. As we will see¢h@ proposed secondary protocol for the
scenario with mobile secondary nodes, the helping secgrétay nodes will take advantage of the
above handshake mechanism to remove the outdated (aldetidgred) primary packets from their
gueues. We assume that the length of the handshake messaggliggble compared to that of the
primary data packet in the throughput analysis for the prymier as discussed in Section V.

Note that running of the above protocol for the primary teemdependent of whether the secondary
tier is present or not. When the secondary tier is absentptineary tier can achieve the throughput
scaling law as a stand-alone network discussed in [1]. Whersécondary tier is present as shown in
Section 1V, the primary tier can achieve a better througlgeating law with the aid of the secondary

tier.

B. The Secondary Protocol

In the following, we first present the proposed secondantoea for the scenario with static
secondary nodes, and then describe the one for the sceni#nionoabile secondary nodes.

Protocol for Static Secondary Tier
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We assume that the secondary nodes have the necessaryiveo@edtures such as software-
programmability to “pretend” as primary nodes such thatytbeuld be chosen as the designated
primary relay nodes within a particular primary cell. Aseiashown byLemma [Z in Section IV, a
randomly selected designated relay node for the primarkgtdo each primary cell is a secondary
node w.h.p.. Once a secondary node is chosen to be a desigmateary relay node for primary
packets, it keeps silent and receives broadcasted prinaaieps during active primary time slots when
only primary source nodes transmit their packets. Furtbesmwe use the time-sharing technique to
guarantee successful packet deliveries from the secomdatgs to the primary destination nodes as
follows. We divide each secondary frame into three equaitle subframes, such that each of them
has the same length as one primary time slot as shown if JFichelfirst subframe is used to transmit
the secondary packets within the secondary tier. The sesohffame is used to relay the primary
packets to the next relay nodes. Accordingly, the third subé of each secondary frame is used to
deliver the primary packets from the intermediate desitmanodeg in the secondary tier to their
final destination nodes in the primary tier. Specifically; foe first subframe, we use the following
protocol:

Divide the unit area into square secondary cells with sizén ). In order to maintain the full
connectivity within the secondary tier, we have to guaranriem ) 2Jlogm=m with a similar
argument to that in the primary tier.

Group the secondary cells into secondary clusters, with sacondary cluster of 64 cells. Each
secondary cluster also follows a 64-TDMA pattern to comroatd, which means that the first
subframe is divided into 64 secondary time slots.

Define a preservation region as nine primary cells centeresh active primary TX and a layer
of secondary cells around them, shown as the square withedastiges in Figl12. Only the

secondary TXs in an active secondary cell outside all thegmwation regions can transmit data

3An “intermediate” destination node of a primary packet wWitthe secondary tier is a chosen secondary node in the prioer

within which the final primary destination node is located.
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packets; otherwise, they buffer the packets until the paldar preservation region is cleared.
When an active secondary cell is outside the preservatgions in the first subframe, it allows
the transmission of one packet for each secondary source aod for each S-D path passing
through the cell in a time-slotted pattern within the acteeondary time slot w.h.p.. The routing
of secondary packets follows similarly defined data paththase in the primary tier.

At each transmission, the active secondary TX node can oahsmit to a node in its adjacent
cells with power off aZ m ).

In the second subframe, only secondary nodes who carry pripeckets take the time resource to
transmit. Note that each primary packet is broadcasted fhenprimary source node to its neighboring
primary cells where we assume that there mresecondary nodes in the neighboring cell along the
primary data path successfully decode the packet and readgldy. In particular, each secondary
node relaysi=N portion of the primary packet to the intermediate destorathiode in a multi-hop

fashion, and the value af is set as

m
oom )

From Lemma 1 in Section IV, we can guarantee that there are more thasecondary nodes in each
primary cell w.h.p. when 2. When1 < < 2, the number of the secondary nodes in each
primary cell is less thamw w.h.p.. In this regime, the proposed protocols could be frextiby using
the maximum number of the secondary nodes in the neighberingary cell of a primary TX along
the S-D data path. We leave this issue in our future work. Tgexific transmission scheme in the
second subframe is the same as that in the first subframeeuiersubframe is divided into 64 time
slots and all the traffic is for primary packets.

At the intermediate destination nodes, the received pginpacket segments are reassembled into
the original primary packets. Then in the third subframe,use the following protocol to deliver the
packets to the primary destination nodes:

Define a collection region as nine primary cells and a layesafondary cells around them,

shown as the square with dotted edges in Eig. 2, where thectiolh region is located between
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Fig. 2. Preservation regions and collection regions.

two preservation regions along the horizontal line and thieynot overlapped with each other.
Deliver the primary packets from the intermediate desimmahodes in the secondary tier to the
corresponding primary destination nodes in the sink cdilictvis defined as the center primary
cell of the collection region. The primary destination nedie the sink cell take turns to receive
data by following a time-slotted pattern, where the coroesling intermediate destination node in
the collection region transmits by pretending as a primatyndde. Given that the third subframe
is of an equal length to one primary slot, each primary datitn node in the sink cell can receive
one primary packet from the corresponding intermediatéirtion node.
At each transmission, the intermediate destination naestnits with the same power as that for
a primary node, i.ep aZ ().
Protocol for Mobile Secondary Tier
Like in the scenario with static secondary nodes, we assimakethe secondary nodes have the
necessary cognitive features to “pretend” as primary naleh that they could be chosen as the
designated primary relay nodes within a particular primegyl. Divide the transmission time into
TDMA frames, where the secondary frame has the same lengthat®f one primary time slot as

shown in Fig[l. To limit the interference to primary transgions, we define preservation regions in
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a similar way to that in the scenario with static secondargeso
To faciliate the description of the secondary protocol, vediret theseparation threshold time of
random walk as [13]

=minft:stt) e'g (6)
where s (t) measures the separation from the stationary distributidime t, which is given by

st) = min s Pry)ium (t) (@ s) @) 7
P_
for all x;y;u;v2 £1;2; ;1sg (7)

wherep ) u» € denotes the probability that a secondary node hits RW-getl) at time t starting
from RW-cell «;y) at time 0, and ,,, = S is the probability of staying at RW-cellu;v) at the
stationary state. We have=  (1=S) [13].

The secondary nodes perform the following two operatioriting to whether they are in the
preservation regions or not:
i) If a secondary node is in a preservation region, it is ndbvetd to transmit packets. Instead,
it receives the packets from the active primary transnstand store them in the buffer for future
deliveries. Each secondary node maintaginseparate queues for each primary S-D pair. For the i.i.d.
mobility model, we takep = 1, i.e., only one queue is needed for each primary S-D pair.tker
RW model,0 takes the value of given by [6). The packet received at time stas considered to be
‘type k' and stored in theth queue, if b;;cmodo = k, wherebxc denotes the flooring operation.
i) If a secondary node is not in a preservation region, imsraits the primary and secondary packets
in the buffer. In order to guarantee successful deliveresobth primary and secondary packets, we
evenly and randomly divide the secondary S-D pairs into tlasses: Class | and Class II. Define a
collection region in a similar way to that in the scenariohngtatic secondary nodes. In the following,
we describe the operations of the secondary nodes of Classddbon whether they are in the
collection regions or not. The secondary nodes of Classrfbpa a similar task over switched timing

relationships with the odd and even primary time slots.
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If the secondary nodes are in the collection regions, theplslent at the odd primary time
slots and deliver the primary packets at the even primarg tahots to the primary destination
nodes in the sink cell, which is defined as the center primatlyaf the collection region. In a
particular primary time slot, the primary destination nede the sink cell take turns to receive
packets following a time-slotted pattern. For a particydeamary destination node at timg we
choose an arbitrary secondary node in the sink cell to sermdj@est message to the destination
node. The destination node replies with the desired SN, whiitl be heard by all secondary
nodes within the nine primary cells of the collection regidimnese secondary nodes remove all
outdated packets for the destination node, whose SNs arer Ithan the desired one. For the
i.i.d. mobility model, if one of these secondary nodes ha&spacket with the desired SN and it
is in the sink cell, it sends the packet to the destinationené@r the RW model, if one of these
secondary nodes has the desired packet irkth@ueue withk = bZcmodo and itis in the
sink cell, it sends the packet to the destination node. Ahdemnsmission, the secondary node
transmits with the same power as that for a primary node,5.e m).

If the secondary nodes are not in the collection regiong kieep silent at the even primary time
slots and transmit secondary packets at the odd primary siots as follows. Divide the unit
square into small-square secondary cells with sizén ) = 1=m and group every 64 secondary
cells into a secondary cluster. The cells in each secondastec take turns to be active in a
round-robin fashion. In a particular active secondary, @ed could use Scheme 2 in [7] to transmit

secondary packets with power pfaZ m ) within the secondary tier.

IV. THROUGHPUT ANDDELAY ANALYSIS FOR THE PRIMARY TIER

In the following, we first present the throughput and delaglisg laws for the primary tier in the
scenario where the primary and secondary nodes are alt,stail then discuss the scenario where

the secondary nodes are mobile.



16

A. The Senario with Satic Secondary Nodes

We first give the throughput and delay scaling laws for thengry tier, followed by the delay-
throughput tradeoff.
Throughput Analysis

In order to obtain the throughput scaling law, we first give tbllowing lemmas.

Lemma 1: The numbers of the primary nodes and secondary nodes in eéawdrypcell are (na, @))
and @ a, @)) w.h.p., respectively.

The proof can be found in Appendix I.

Lemma 2: If the secondary nodes compete to be the designated relagsrod the primary tier
by pretending as primary nodes, a randomly selected ddsgmelay node for the primary packet in
each primary cell is a secondary node w.h.p..

Proof: Let denote the probability that a randomly selected designaiegt node for the primary

(m ap (n))
map )+ nap M))

packet in a particular primary cell is a secondary node. We ha= from Lemma 1,

which approaches one as! 1 . This completes the proof. [ |

Lemma 3. With the protocols given in Section Ill, an active primarnjlagan support a constant
data rate ofk ,, wherek ; > 0 independent ofi andm .

The proof can be found in Appendix Il.

Lemma 4. With the protocols given in Section lll, the secondary tiancleliver the primary packets
to the intended primary destination node at a constant daaafk ,, wherek , > 0 independent of
n andm.

The proof can be found in Appendix Il.

Based onLemmas 1-4, we have the following theorem.

Theorem 1. With the protocols given in Section lll, the primary tier cachieve the following
throughput per S-D pair and sum throughput w.h.p. when 2:

1

na, )

L) = (8)
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and

1
T, () = o 9)
1S

wherea, @) pi logn=n anda, ) = o().

Proof: FromLemma 3 andLemma 4, we know that the primary TX can pour its packets into the
secondary tier at a constant r&te= m in K ;K ,). Since the primary nodes take turns to be active in
each active primary cell, and the number of the primary nade=ach primary cell is of (a, @))
as shown inLemma 1, the theoretically maximum throughput per S-D pair is ofk =na, n)) =

(1=na, 0)). Next, we show that with the proposed protocols, the maxintraughput scaling is
achievable. In the proposed protocols, each primary sawrde pours all its packets into the secondary
tier w.h.p. (fromLemma 2) by splitting data into P m=lgm secondary data paths, each of them

P —— . . g
at arate of pi—). Set a.m)= 2222 which satisfiess;m) 2lgm=m. As such, each

m as @) m logm

primary source node achieves a throughput scaling law @f=na, n)). Since the total number of

primary nodes in the unit square is ofn) w.h.p., we have, m) = @ ,@)) = (1=a, 0)) W.h.p..

This completes the proof. [ |
By settinga, 0) = pE logn=n, the primary tier can achieve the following throughput peb S

pair and sum throughput w.h.p.:

1
p @)= gn (10)
and
n
T, ) = ogn (11)

Delay Analysis

We now analyze the delay performance of the primary tier Withaid of a static secondary tier. In
the proposed protocols, we know that the primary tier politha primary packets into the secondary
tier w.h.p. based ohemma 2. In order to analyze the delay of the primary tier, we havedizudate
the traveling time for thel segments of a primary packet to reach the correspondingmetiate

destination node within the secondary tier. Since the dataspfor theN segments are along the
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route and an active secondary cell (outside all the preserveegions) transmits one packet for each
data path passing through it within a secondary time slot,cas@ guarantee that the segments
depart from thel nodes, move hop by hop along the data paths, and finally ré&cbarresponding
intermediate destination node in a synchronized fashiatoAding to the definition of packet delay,
the N segments experience the same delay later giveh_in (31)nwitie secondary tier, and all the
segments arrive the intermediate destination node witha secondary slot.

Let L, andL; denote the durations of the primary and secondary time, skegpectively. According
to the proposed protocols, we have

L, = 64Lg: (12)

Since we split the secondary time frame into three fractiand use one of them for the primary

packet relaying, each primary packet suffers from the Wathgy delay:
!

3 1
Dym)= —D.fm)+C =

P (13)
64 as )

where the secondary-tier delay, tm ) is later derived in[(31)C denotes the average time for a
primary packet to travel from the primary source node toheecondary relay nodes plus that from
the intermediate destination node to the final destinatmhenwhich is a constant. We see frdm|(13)
that the delay of the primary tier is only determined by thee 2f the secondary cedl, ¢ ). In order

to obtain a better delay performance, we should make ) as large as possible. However, a larger
as tm ) results in a decreased throughput per S-D pair in the secpriga and hence a decreased
throughput for the primary tier, for the primary traffic teages over the secondary tier w.h.p.. In
Appendix IV, we derive the relationship betweenn) andas ¢ ) in our supportive two-tier setup as

2

n®aZ )
m logm

b
where we haves; m) 2logm=m whena, ) 2 logn=n.

asm) = (24)

Substituting [(I¥) into[(13), we have the following theorem.



19

Theorem 2: According to the proposed protocols in Section lll, the @iyntier can achieve the

following delay w.h.p. when 2. '
- p .
D, ()= P m logm _ n logn

na, ) na, ()

(15)
Delay-Throughput Tradeoff
Combining the results i {8) and_(15), the delay-throughpadeoff for the primary tier is given
by the following theorem.
Theorem 3. With the protocols given in Section lll, the delay-throughpradeoff in the primary
tier is given by
p 1

D,m) = n logn ,m) for ,m)=0 E : (16)

B. The Scenario with Mobile Secondary Nodes

Throughput Analysis

In order to obtain the throughput scaling law, we first give tbllowing lemmas.

Lemma 5. With the protocols given in Section Ill, an active primanjlagan support a constant
data rate ofk ;, wherek ; > 0 independent ofi andm .

The proof can be found in Appendix Ill.

Lemma 6. With the protocols given in Section lll, the secondary tiancleliver the primary packets
to the intended primary destination node in a sink cell at mstant data rate af ;,, wherek , > 0
independent oh andm .

The proof can be found in Appendix Ill.

Based onLemmas 1-2 and Lemmas 5-6, we have the following theorem.

Theorem 4: With the protocols given in Section lll, the primary tier cachieve the following

throughput per S-D pair and sum throughput w.h.p.:
1

L Y

(17)

and

T, ()

; (18)
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whena, ) P 2 logn=n anda, () = o).

Proof: From Lemma[E andLemma [, we know that a primary TX can pour its packets into the
secondary tier at rate = m in K 5;K 4) W.h.p.. Since the primary nodes take turns to be active ih eac
active primary cell, and the number of primary source node=ach primary cell is of na, n)) w.h.p.
as shown inLemmal(l, the maximum throughput per S-D pair is of K =a, @))) = (=ma, @)))
w.h.p.. Next, we show that with the proposed protocols, theva maximum throughput scaling is
achievable. In the proposed protocols, friuemma 2 we know that a randomly selected designated
relay node for the primary packet in each primary cell is aadary node w.h.p. frolmemma 2. As
such, when a primary cell is active, the current primary tsita is just used for the primary source
nodes in the primary cell to transmit their own packets w.fT herefore, the achievable throughput per
S-D pairis of @K =ma, 0))) = (=ha, n))) and thus a achievable sum throughput ofi=a,)
for the primary tier w.h.p.. This completes the proof. [ |

By settinga, n) = p? logn=n, the primary tier can achieve the following throughput peb S

pair and sum throughput w.h.p.:

1
p M) = E (19)
and
n

Delay Analysis

Based on the proposed supportive protocols, we know thatelay for each primary packet has two
components: i) the hop delay, which is the transmission fionégwo hops (from the primary source
node to a secondary relay node and from the secondary rets/todhe primary destination node); ii)
the queueing delay, which is the time a packet spends in thg-geieue at the secondary node until
it is delivered to its destination. The hop delay is two priyname slots, which can be considered as
a constant independent af andn. Next, we quantify the primary-tier delay performance bgusing
on the expected queueing delay at the relay based on the twditjwonodels described in Section

I.C.
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1) The i.i.d. Mobility Model: We have the following theorem regarding the delay of the prim
tier.

Theorem 5: With the protocols given in Section Ill, the primary tier cachieve the following delay
w.h.p. when 2:

Dpo)= (1): (21)
Proof: According to the secondary protocol, within the secondaywe have @m ) secondary

nodes act as relays for the primary tier, each of them wittpars¢e queue for each of the primary S-D
pairs. Therefore, the queueing delay is the expected dekgiaen relay-queue. By symmetry, all such
relay-queues incur the same delay w.h.p.. For conveniemedix one primary S-D pair and consider
the @) secondary nodes together as a virtual relay node as showig.if@Rvithout identifying
which secondary node is used as the relay. As such, we canlatglche expected delay at a relay-
gueue by analyzing the expected delay at the virtual relalen®enote the selected primary source
node, the selected primary destination node, and the Virtlay node as S, D, and R, respectively.
To calculate the expected delay at node R, we first have toactaize the arrival and departure
processes. A packet arrives at R when a) the primary cellbaang S is active, and b) S transmits a
packet. According to the primary protocol in Section Illetprimary cell containing S becomes active
every 64 primary time slots. Therefore, we considet primary time slots as an observation period,
and treat the arrival process as a Bernoulli process withgéb < p < 1). Similarly, packet departure
occurs when a) D is in a sink cell, and b) at least one of theynetales that have the desired packets
for D is in the sink cell containing D. Let detnote the probability that event b) occurs, which can

be expressed as

g= 1 @ ao)N’; (22)
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wheref g means thatt and g have the same limitwhen ! 1 ,M = @ a, (n)) denotes the
number of the secondary nodes that have desired packetsifothe sink cell containing D and belong
to Class | (Class Il) if D is in a sink cell at even (odd) timetsloAs such, the departure process
is an asymptotically deterministic process with departate g= 1. Let W ; denote the delay of the
gueue at the virtual relay node based on the i.i.d. modelsTthe queue at the virtual relay node is
an asymptotically Bernoulli/deterministic queue, witle taxpected queueing delay given by [12]

1 p
q p

Efil .g= 64 ! 64;asn! 1 ; (23)

wherek £ g denotes the expectation and the factaris the length of one observation period. Note
that the queueing length of this asymptotically Bernodéterministic queue is at most one primary
packet length w.h.p..

Next we need to verify that the relay-queue at each of the ) secondary nodes is stable over
time. Note that based on the proposed protocol every secpmidae removes the outdated packets
that have the SNs lower than the desired one for D when it jumiasthe sink cell containing D.
Since the queueing length at R can be upper-bounded by oneorsidering the effect of storing

outdated packets, the length of the relay-queue at eacmdagonode can be upper-bounded by
L=n+1 (24)

wheren can be considered as an upper-bound for the inter-visit tfthe primary cell containing
D,since a,m)"! Oasn! 1 .Thus, the relay-queues at all secondary nodes are stabte ov
time for each givem, which completes the proof. [ ]

2) The RW Mobility Model: For the RW model, we have the following theorem regardingdislay
of the primary tier.

Theorem 6: With the protocols given in Section IlI, the primary tier cachieve the following delay

w.h.p. when 2

1
Dym) = S =0 (25)

wheres  a, ().



23

Fig. 3. lllustration of the virtual relay node R.

Proof: Like the proof in the i.i.d. mobility case, we fix a primary S{iair and consider the

(m ) secondary nodes together as a virtual relay node. Denotselleeted primary source node,
the selected primary destination node, and the virtuayrelzde as S, D, and R, respectively. Based
on the proposed secondary protocol in Section lll, eachrsty node maintaing = queues for
each primary S-D pair. Equivalently, R also maintaingjueues for each primary S-D pair where each
gueue is a concatenated one frontn ) small ones, and the packet that arrives at titteestored in the
kth queue, wheréc = bZcmod . By symmetry, all such queues incur the same expected delay.
Without loss of generality, we analyze the expected delayp®kth queue by characterizing its arrival
and departure processes. A packet that arrives at tiemers thekth queue when a) the primary cell
containing S is active, b) S transmits a packet, andig}c mod = k. Consideré4 primary time
slots as an observation period. The arrival process is adBérprocess with arrival rate. Similarly,
a packet departure occurs at timevhen a) D is in a sink cell, b) at least one of the relay nodes

that have the desired packets for D is in the sink cell comgi®, and ¢) bcmod = k. Letg
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denote the probability that event b) occurs during one oasien pgriod, which can be expressed as

Y
g = 1 1 DP i) o) ) (26)
21
1 O g e')s);

o e hHsm ,
1 et ;

! 1;asn! 1 ; for 2;

where I denotes the set of the secondary nodes that have the desickdt for D and belong to
Class | (Class 1l) if D is in a sink cell at even (odd) time sjots;;y;) represents the index of the
RW-cell, in which theih secondary node im is located when S sends the desired packet;vy,)
is the index of the RW-cell, in which D is located; stands for the difference between the arrival
time and the departure time for the desired packet, whichbealower-bounded bg4( 1); andqg,
denotes the probability that a secondary node is within ihle cell containingD when it moves into
RW-cell 4;v4), Which is given byg, = a, (n)=S. As such, the departure process is an asymptotically
deterministic process with departure rate 1. Letw , denote the delay of the queue at node R based
on the RW model. Thus, the queue at node R is an asymptotiBatyoulli/deterministic queue, with
the queueing delay given by

E fW ,g= 64 1P g (é); (27)
where the factore4 is the length of one observation period. Sirke a, ), we havek fW ,g =
0 (I=a, 0)).

Using the similar argument as in the i.i.d. case, we can uppend the length of th&th relay-
gueue at any secondary node byl(24) for anyThus, the relay-queues at all secondary nodes are
stable, which completes the proof. [ |
Delay-Throughput Tradeoff

For the RW model, we have the following delay-throughputléatf for the primary tier by com-
bining (8) and [(Zb).

D,@m)= 0 ; for ;m)=0 L : (28)

p(n) logn
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We see that the delay-throughput tradeoff for the primagy with the aid of the secondary tier is
even better than the optimal delay-throughput tradeofégiin [7] for a static stand-alone network.
Note that the above throughput and delay analysis is basddeoassumption 2, and we leave

the case witht < < 2 in our future work.

V. THROUGHPUT ANDDELAY ANALYSIS FOR THE SECONDARY TIER
A. The Senario with Satic Secondary Nodes

Throughput Analysis

In this section, we discuss the delay and throughput scéiwg for the secondary tier. According
to the protocol for the secondary tier, we split the time feamto three equal-length fractions and
use one of them for the secondary packet transmissionse $irecabove time-sharing strategy only
incurs a constant penalty (i.e., 1/3) on the achievableutiiiput and delay within the secondary tier,
the throughput and delay scaling laws are the same as these igi [11], which are summarized by
the following theorems.

Theorem 7: With the secondary protocol defined in Section lll, the seleon tier can achieve the

following throughput per S-D pair and sum throughput w.h.p.
!

)= e (29)

and !

T, ) = P ; (30)
a M)

where a; ) 2logm=m and the specific value of; m ) is determined bya, @) as shown in
Appendix IV.
Delay Analysis

Theorem 8: With the secondary protocol defined in Section lll, the pacleday is given by
!

Dofm)= P (31)

Delay-Throughput Tradeoff
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Combining the results il (29) and (31), the delay-throughmadeoff for the secondary tier is given
by the following theorem.
Theorem 9: With the secondary protocol defined in Section lll, the delapughput tradeoff is

1

pi
m logm
For detailed proofs of the above theorems, please referip [1

Dsm)= @ sm));for sm)=0 (32)

B. The Scenario with Mobile Secondary Nodes

When a secondary RX receives its own packets, it suffers fraorinterference terms from all active
primary TXs and all active secondary TXs. We can use a similethod as in the proof dfemma 5
to prove that each of the two interference terms can be uppended by a constant independent of
m andn. Thus, the asymptotic results for a stand-alone networl6]r{q] hold in this scenario. In
the following, we summarize these results for completeness
Throughput Analysis
We have the following theorem regarding the throughputisgadbw for the secondary tier.
Theorem 10: With the protocols given in Section lll, the secondary tian@chieve the following

throughput per S-D pair and sum throughput w.h.p.:
sm)= (@) (33)

and
Tom)= (): (34)
Delay Analysis
Next, we provide the delay scaling laws of the secondary foerthe two mobility models as
discussed in Section I1.C.
Theorem 11: With the protocols given in Section lll, the secondary tian@chieve the following

delay w.h.p. based on the i.i.d. mobility model:

Dsm)= ): (35)
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Theorem 12: With the protocols given in Section Ill, the secondary tian@chieve the following

delay w.h.p. based on the RW model:

1
Difm)= m’Sbgs : (36)
Note that[(3b) is a generalized result for 1=m . Whens = 1=m,thedelayd ;m )= (@ logm)

is the same as that in [7].

VI. CONCLUSION

In this paper, we studied the throughput and delay scaling far a supportive two-tier network,
where the secondary tier is willing to relay packets for thienpry tier. When the secondary tier has
a much higher density, the primary tier can achieve a bdtteughput scaling law compared to non-
interactive overlaid networks. The delay scaling law fog firimary tier can also be improved when
then the secondary nodes are mobile. Meanwhile, the segotidacan still achieve the same delay
and throughput tradeoff as in a stand-alone network. Basdtlefact that an opportunistic supportive
secondary tier improves the performance of the primary wermake the following observation: The
classic time-slotted multi-hop primary protocol [1] doest fully utilize the spatial/temporal resource
such that a cognitive secondary tier with denser nodes cexjtbre the under-utilized segments to

conduct nontrivial networking duties.

APPENDIX |

Proof of Lemma 1

Proof: Let n, denote the number of the primary nodes in a particular pgnecatl, which is

a Poisson random variable with parametet na,. By the Chernoff bound, the probability that a
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particular primary cell has no more than primary nodes is given by

P, m) 8L (37)
(" )

e"@r (ena,)""%

("11’1ap ) "1nap

= gPap@ "1@ bg"y))

_ enap(l m)

nap

where0< ", < 1, = 1=", > 1, and we use the fact thatg 1. Let A denote the event that

at least one primary cell has no more thgna, primary nodes. By the union bound, we have
1
P@) —e™r 1 0 (38)
dp
asn ! 1. Therefore, each primary cell has more thgmna, primary nodes w.h.p.. Furthermore,
given", > e, we have

P, ") o)1 T (39)
")

e "?r (enay)

"znap

("Znap ) "2nap
vvznap
nhap _—

"
2

= e

Let B denote the event that at least one primary cell has no less"tla, primary nodes. By the
union bound, we have

PB) —er = 10 (40)
2

asn ! 1 .Thus, each primary cell has less thana, primary nodes w.h.p.. Combining(38) ad](40)
completes the proof for the case of primary nodes. The profhfe case of secondary nodes follows

a similar way withn replaced bym . [ |

APPENDIX [

Proofs of Lemma 3 and Lemma 4
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Proof: [Proof of Lemma 3] Assume that at a given moment, therexaseactive primary cells.
The rate of theith active primary cell is given by

1 P, ( ' X G ]
Rp (l): —JOg + p(l)g (j(p;tx p,l :@
64 No+ L () + L@

(41)

where_; denotes the rate loss due to the 64-TDMA transmission ofgmnsells. In the surrounding
of the ith primary cell, there are 8 primary interferers with a dista of at least” a, and 16 primary

interferers with a distance of at least® a,, and so on. As such, thg (@) is upper-bounded by

¥p
Ip @ = Ppg (j< pitx k) X pirx (l)]j) (42)
k=1k6 1
X
< P gt(t 1) , A:
=1

Next, we discuss the interferentg (1) from secondary transmitting interferers to title primary RX.
We consider the following two case:
Case |: The secondary tier transmits either the primary gtacto the next secondary relay nodes
or transmits the secondary packets to the next hop, i.eh@rfitst or secondary subframes.
Case Il The secondary tier delivers the data packets to tineap/ destination nodes, i.e., in the

third secondary subframe.
In Case |, assume that there are active secondary cells, which means that the number of ttieac

secondary TXs is als& ;. Since a minimum distanc@?s can be guaranteed from all secondary

transmitting interferers to the primary RXs in the presgoraregions,I, () iS upper-bounded by

)K(s
I, @ = Pog (K spx &) X e D (43)
k=1k61
»
< P 8t(7t ©6) , B:
=1

In Case I, there ar& ,, collection regions and thus , active secondary TXs. In the surrounding of

the ith primary cell, there are 2 secondary interferers with sadise of at least® a, and 4 secondary
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interferers with a distance of at leagt a,, and so on. Thenl, (4) is upper-bounded by

*¥r
I @) = Pog (K six k) Xpux @D (44)
k=1k6 1
x
< P 2t(7t 5) , C:
=1
GivenB > A andB > C, we have
1 p (pg) |
R, @ —log 1+ P 45
eW> ™ TN T Loseoe o) (43)

SinceP ., 8t(7t 6) converges to a constant for> 2, there exists a constagt , > 0 such that
R, () > K. This completes the proof. [ |
Proof: [Proof of Lemma 4] The proof is similar to that fdremma 3. When a primary RX
receives packets from its surrounding secondary nodesfférs from two interference terms from all
active primary TXs and all active secondary TXs, either ofchcan be upper-bounded by a constant
independent oh andm . Thus there is a constant rake,, at which the secondary tier can deliver

packets to the intended primary destination node. [ ]

APPENDIX I11

Proofs of Lemma 5 and Lemma 6

Proof: [Proof of Lemma 5] Assume that at a given moment, therexageactive primary cells.
The supported rate of thith active primary cell is given by

Pp (l)g (jj( pitx Xp;rxjj)
No+ I () + I @)

N &
Rp) = — g 1+ (46)

where_; denotes the rate loss due to the 64-TDMA transmission ofnginsells. In the surrounding
of the ith primary cell, there are 8 primary interferers with a dista of at least” 3, and 16 primary

interferers with a distance of at least® a,, and so on. As such, thg () is upper-bounded by

¥p
Ip @ = Ppg (j< pitx k) X pirx (l)]j) (47)
k=1k6 1
X
< P gt(t 1) , A:
=1
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Next, we discuss the interferentg (1) from secondary transmitting interferers to title primary RX.
According to the proposed secondary protocol, the secgnuates are divided into two classes: Class
| and Class II, which operate over the switched timing relaghips with the odd and the even time
slots. Without the loss of generality, we consider the fet@nceL, (i) from secondary transmitting
interferers to theith primary RX at the odd time slots. Assume that there rateactive secondary
cells, which means that the number of the active secondary a>Class | isk ;. Since a minimum
distancepgs can be guaranteed from all secondary transmitting intergeof Class | to the primary

RXs in the preservation regions, the interference from titevesecondary TXs of Class I (), is

upper-bounded by

%S
k=1k61
®
< P 8t(’t 6) , B:
=1

Furthermore, there ate,, collection regions, which means that the number of the astiacondary TXs
of Class Il isK ,. Since a minimum distancg” 3, can be guaranteed from all secondary transmitting
interferes of Class Il to the primary RXs in the preservatiegions, the interference from the active

secondary TXs of Class IL_] (i), is upper-bounded by

¥p
k=161
X
< P gc(’t 5 , C:
=1

GivenB > A andB > C, we have
Pp (l)g (]j>< pitx X p;rxjj)
No+ L@+ I, O+ I5 @
| O
l:g(l 5)
No+ 3P _,8t(7t 6)

(50)

1
R.(1) = —
p @) o2 9

!

> ! og
64
. P .
Since _,8t(7t 6) converges to a constant for> 2, there exists a constast 5 > 0 such that

R, () > K 5. This completes the proof. [ |
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Proof: [Proof of Lemma 6] The proof is similar to that fbeemma 5. When a primary RX receives
packets from its surrounding secondary nodes, it suffens fihnree interference terms from all active
primary TXs, all active secondary TXs of Class I, and all\aetsecondary TXs of Class Il, each of
which can be upper-bounded by a constant independemntaofdm . Thus, there is a constant rate,,

at which the secondary tier can deliver packets to the imdmmimary destination node. [ ]

APPENDIX IV

Derivation of (14)

We know that givers, @) pE logn=n, the maximum throughput per S-D pair for the primary

tier is naj(n) . Since a primary packet is divided into segments and then routed By parallel

S-D paths within the secondary tier, the supported rate doh esecondary S-D pair is required to be

p_—
Nnalp o = p%pm(n) . As such, based om_(R9), the corresponding secondary zelksin )

needs to be set as
n’aZ )

as(m):mbgm

r_
where we haves; m) 2logm=m whena, ) 2 logn=n.
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