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Abstract—By exploiting multipath fading channels as a source in wireless networks. Based on the theory of reciprocity
of common randomness, physical layer (PHY) based key gener- of antennas and electromagnetic propagation, the channel
ation protocols allow two terminals with correlated obsenations responses between two transceivers can be used as a source

to generate secret keys with information-theoretical seaity. The f d that i t ilable to ad o
state of the art, however, still suffers from major limitations, e.g., o common randomness that IS not available 1o adversaries in

low key generation rate, lower entropy of key bits and a h|gh Other |OcatIOI’IS. SUCh source Of Secrecy, Wh|Ch IS pI‘OVIqed b
reliance on node mobility. In this paper, a novel cooperatie the fading process of wireless channels, can help to achieve
key generation protocol is developed to facilitate high-ree key information-theoretical securityThis body of work can be
generation in narrowband fading channels, where two keying i 5ceqd pack to the original information-theoretical fotation
nodes extract the phase randomness of the fading channel oS - . .
with the aid of relay node(s). For the first time, we explicity of secure Commu_nlcatlon_due 1o [_1]' Bwldmg on |nf0rmat|0n
consider the effect of estimation methods on the extractiorof theory and following[[1], information theorists charadted
secret key bits from the underlying fading channels and foca the fundamental bounds and showed the feasibility of gen-
on a popular statistical method—maximum likelihood estiméion  erating secrets using auxiliary random sourdes [2], [3], [4
(MLE). The performance of the cooperative key generation ,yeyer, they are almost all based on theoretical results

scheme is extensively evaluated theoretically. We succisly dd t ¢ licit tructi To the best of
establish both a theoretical upper bound on the maximum se@t and ao not present explicit constructions. 10 the best of our

key rate from mutual information of correlated random sources Knowledge, Hershegt al. proposed the first key generation
and a more practical upper bound from Cramer-Rao bound scheme based on differential phase detection_in [5]. Using
(CRB) in estimation theory. Numerical examples and simuldbn  multipath channels as the source of common randomness,
studies are also presented to demonstrate the performancef o o.ent researches focus on measuring a popular statistic of
the cooperative key generation system. The results show ththe irel h i ved si | st th (RSS) f
key rate can be improved by a couple of orders of magnitude WI'€/€SS channel).e., received signal strengin ( - ), for
compared to the existing approaches. extracting shared secret bits between node pairs([6], 8], [
. . . . It has been demonstrated that these RSS based methods are
Index Terms—Key generation, cooperative networking, multi- feasibl ized latf h f

path channel, single-tone estimation, maximum likelihoodesti- {€@sible on customized 802.11 platforms. The state o the ar
mation, wireless network. however, still suffers from major limitations. First, thek
bit generation rate supported by these approaches is weary lo
This is due to the fact that the PHY based key generatiorsrelie
. .. on channel variations or node mobility to extract high epyro
A _fundamental problem of all wireless communicationgis | the time intervals where channel changes slowlly; an

is the secure distribution of secret keys, which muginiteq number of key bits can be extracted. The resulting lo
be generated and shared between authorized parties priopdo rate significantly limits their practical applicatioiven the
the start of communication. In the field of cryptography, thgermittent connectivity in mobile environments. To iease

Diffie-Hellman key exchange protocol is one of the moshe ey rate, Zengt al. proposed a key generation protocol
basic and widely used cryptographic protocols for secuge Kgy exploiting multi-antenna diversity[9]. But it also leatb

establishment. The essential idea behind the Diffie-Hellmay, increase in the complexity of the transceivers. Secdred, t
key exchange is that: two parties that have no prior knoveedgenerated raw key bit stream has low randomness. This is

of each other to jointly establish a shared secret key 0V§E qse the distribution of the RSS measurements or estimat
an insecure communication channel. However, the protoGgl ot yniform, which results in unequally likely bits after
assumes the adversary has bounded computation power @nghiization. As cryptographic keys need to be as random as
relies upon computational hardness of certain mathematig@sgiple so that it is infeasible to reproduce them or ptedic
problems to achieve secure key generation. This body @k it is important to ensure high entropy of the generated

cryptographic protocols achievemputational security keys. However, the problem of how to safely and efficiently
Recently, the notion of physical layer (PHY) based ke¥enerate random key bits using channel randomness is still
generation has been proposed and the resulting approa

serve as alternative solutions to the key establishmeigmo

I. INTRODUCTION

To overcome the above limitations, in this paper, we in-
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correlated randomness. To enhance the level of entropyt of Ai Problem Formulation

sequences, we propose to exploit the uniformly distributed|, g multipath fading wireless environment, the physical
channel phase for key generation. Specifically, we develggynals transmitted between a transmitter-receiver ity

a novel time-slotted cooperative key generation scheme @¥correlate in space, time and frequency. That impliesitieat
exploiting channel phase randomness under narrowbamifadjery hard for a third party to predict the channel state betwe
channels. For the first time, we explicitly consider the efffe e |egitimate parties,e., an eavesdropper at a third location
of estimation me_thods on the extraction of secret key bi(@_g, one half of wavelength away) cannot observe the same
from the underlying fading channels and focus on a popinannel response information. This chanueiquenesgrop-

lar stati;tical method—maximum likelihood estimatio_n (AL erty of the transmitter-receiver pair offers potential iséty

The main features of the proposed scheme are: i) The kgyarantees. Further, the chanresiprocityindicates the avail-

bit generation rate is improved by a couple of orders Qfjjity of using common randomness between the transmitter
magnitude compared to RSS based approaches. This is dugs{Qiver pair: the electromagnetic waves traveling in both
the high-accuracy MLE and the fact that the random channgigections will undergo the same physical perturbatiorsatT
between the relay and the keying nodes can be effectivgiyplies that in a time-division duplex (TDD) system, if the
utilized during a singlecoherence timeThat also implies transmitter-receiver pair operates on the same frequemcy i
the proposed scheme can even work in a static environmggty, directions, the channel states/channel impulse resgso
where channels change very slowly; ii) The generated Rjpserved at two ends will theoretically be the same. Based
stream is very close to a truly random sequence due to $¢ these two observations, we can see that there exists a
use of uniformly distributed channel phase for bit generati natyral random source in wireless communications for sgcre
iii) It is robust to relay node compromise attacks since eaghtraction.

relay node only contributes a small portion of key bits and a consider two partiesd and B (we term them askeying
small number of them can never obtain the complete gloh@ddesin the following discussion) that want to establish a
key bit information even collectively. The performance loét symmetrical key between them in the presence of an eaves-
coopergtive key generation scheme i.s extensively evaju?‘EﬁopperE. The keying nodes are assumed to be half-duplex
theoretically. We successfully establish both a thecatiGy the sense that they cannot transmit and receive signals at
upper bound on the maximum secret key rate from mutugle same frequency simultaneously. In the first timeslbt,
information of correlated random sources and a more p&lcti¢ansmits a signak 4 to B, and E can also hear this signal

upper bound from Cramer-Rao bound (CRB) in estimatiGfyer the wireless channel. The signals receivediognd E
theory. We also show that theooperative gainin the key ge-

generation is similar to the beamforming gain in coopeeativ
networking, i.e.,, the resulting gain is linear to the number rg = hapra+ng
of relay nodes. Numerical examples and simulation studies re = hapza+ng,
are also presented to demonstrate the performance of the i
cooperative key generation system. The results show tleat \mherehAB and h,AE are the channel gains fr_orA to B and
key rate can be improved by a couple of orders of magnitu(feto E, re_spectlvely, andp a”‘?' i are noises aB gnd
compared to the existing approaches. E, respectively. In the second tlmesIFB, transmits a sngnal
. . . .xp to A, and £/ can also hear this signal over the wireless
The rest of the paper is organized as follows: Sectlorﬁ : . )
. . ) . . channel. The signals received blyand F are:
Il gives problem formulation and introduces wireless fadin
channel model considered in this paper. Section Ill disesiss ra = hparp+na
related work. Section IV provides the detailed descriptddn
our proposed cooperative key generation schemes. Section V
and VI present the theoretical performance analysis and siwherehz4 andhpp are the channel gains frofd to A and
ulation studies, respectively. Section VII provides a sitggu B to E, respectively, and4 andny are noises atl and E,
discussion of the proposed scheme from both practical arggpectively. The channel from nodéo nodej is modeled as
theoretical aspects. Finally, Section VIII concludes thpgr. a multipath fading model with channel impulsg; (¢). We as-
sume channel reciprocity in the forward and reverse desti
during thecoherence timeuch thath; ;(¢t) = h;(t) and the
Il. PROBLEM FORMULATION AND PRELIMINARIES underlying noise in each channel is additive white Gaussian
noise (AWGN). In wireless communicationspherence time
In this section, we first define the PHY based key generiz- a statistical measure of the time duration over which the
tion problem in wireless networks and introduce the generghannel impulse response is essentially invariant, andtgua
assumptions made in the existing wolK [6]) [7]) [8],_[10]fies the similarity of the channel response at different §me
This will explain why wireless channel between a transmitte The keying nodest and B compute the sufficient statistic
receiver pair can be used as a source of common randomngsand+ 4, respectively, and generate the secret key based on
for secret generation. Then we discuss two most commtirese observations. In our system, we assume there Bxist
channel models and focus on the narrowband fading chaalay nodes, which are honest and will help and cooperate
nel, which is closely related to the key generation scheme#th the keying nodesA and B to generate secret keys.
developed in this paper. On the other side, the eavesdropgeiknows the whole key

re = hpgxp+ng,



generation protocol and can eavesdrop all the communitsatio
between legitimate nodegd., A, B and relay nodes). Based

on communication theory [11], the signals transmitted leefw r(t) = a(t)*h(r.1) (1)
A and B and the signals transmitted betwedn(B) and E, ¥ ~ 2mfot

which is at least\ /2 away from the network nodes, experience = % / h(r tyu(t —7)dx | 7
independent fading. As an example, consider a wirelessrsyst 00

with 900MHz carrier frequency. If an eavesdropgeis more N(t)

than 16cm away from the communicating nodes, it experiences = R Z an (H)e 70 Dyt — 7, (1)) | e?2mfet
independent channel variations such that no useful infooma n=0

is revealed to it. Following the same assumptions in mos : . . .

. o —T A AT wherea,(t) is a function of path loss and shadowing while
key generation schemes] [6L] [8]. ]12]. [10], we assume th t(t) depends on delay, Doppler, and carrier offset. Typically
the adversaryE aims to derive the secret key generateI " ’ ' : '

between legitimate nodes and further steal the transmitt(%dS assu_med that these two random processg®) and
: : o . »(t) are independent. Not¥ (¢) is the number of resolvable
private information in the future. Those active attacks sghe

o multipath components. For narrowband fading channeld) eac
the attacker tampers the transmissions are orthogonalrto pu " .
. S erm in the sum of Eq[{1) results from nonresolvable multipa
research and thus not considered in this paper.

The ab bl b idered as a k gomponents.
€ above problem can be considered as a key generatiogy,jo; most delay spread characterizations,< 1/B

problem 'g cooper?tlvehvaeless networks in the p:jeser;ce im lies that the delay associated with thg¢h multipath
an eavesdropper. In this paper, we propose to develop ponentr, < v Vk, S0 u(t — 1) ~ u(t). If () is

efficient and secure cooperative key generation protocd| allssumed to be an unmodulated carrier (single-tone signal)
provide an information-theoretic study on maximum key rat:?(t) — R{ei27f) — cos2nf.t, it is narrowband forany
using techniques from both information theory and estiamati v. With these assumptions thce’received signal becomes
theory. The proposed design should satisfy the following '
requirements: i) High key rate. Given the intermittent con-
nectivity in mobile environments, the key generation schem
should have a high key rate; ii) Sound key randomness. As
cryptographic keys need to be as random as possible so
that it is infeasible to reproduce them or predict them, the = ri(t)cos2mfet — ro(t)sin2nfet,

resulting key bits should have a high level of entropy. NOlghere the in-phase and quadrature components are given by
that the existing schemes usually rely on channel variatiof) (t) = ZN(t) (£) cos da () and ro(t) = ZN(t) (1)

- . . I n= Oy n= Qp
or node mobility to extract high entropy bits. We propose 9, dn(t), resplectively. The in-phase and quadriature com-

remove this constraint and establish random keys eventio St?)onents of Rayleigh fading process are jointly Gaussian
environments. random process. The complex “lowpass” equivalent signal
for r(t) is given byr;(t) + jrq(t) which has phas¢ =
arctan(rg(t)/rr(t)), whered is uniformly distributed,i.e.,
6 € U[0,2r]. Sor;(t) + jro(t) can be written as(t) +

An important characteristic of a multipath channel is thyrQ(t) = |h|e’® = |h|cos® + j|h|sin®, where |h| =
delay spreadv it causes to the signal [11]. I¥ is large, | /()2 +rq(t)2. Consider the additive white Gaussian noise
the multipath components are typically resolvable, legadmm (AWGN) in the channel, Eq[]2) can be written as

the wideband fading channel, where the resulting protgbili ) )
distributions for the gains of multipath channel paths dtero r(t) = |hlcosfcos2mfet —[h|sinfsin2m fot + n(t)(3)

modeled as log-normal or Nakagarni [12].udfis small, the = |h|cos(2nf.t + 0) + n(t),
multipath components are typically nonresolvable, legdm
the narrowband fading channel, where the amplitude gain

Rayleigh distributed. the uniformly distributed phase of multipath channel foy ke

In this paper, we will TOCUS on a narrowband fading SySte‘ﬁleneration. A list of important notation is shown in Taffle. |
for secret key generation. Our approach can also apply 1o

wideband fading channels. But as will be shown, it suits best m
for narrowband fading channel model. Let the transmitted '
signal be

N(t)
rt) = M a (t)e 301 | ei2m et )

n=0

B. Narrowband and Wideband Fading Channels

wheren(t) is a Gaussian noise process with power spectral
d%nsity % We will estimate parameters in(¢) and use

RELATED WORK

The PHY based key generation can be traced back to the

original information-theoretic formulation of secure com-
z(t) = R{a(t)e? -}, nication due tol[[1]. Building on information theory,|[2].]|3

[4] characterized the fundamental bounds and showed the
where(t) is the complex envelope af(t) with bandwidth feasibility of generating keys using external random seurc
B and f. is its carrier frequency. Assume the equivalerdhannel impulse response. To the best of our knowledge, the
lowpass time-varying channel impulse responsé(is,t) = first key generation scheme suitable for wireless network wa
Zﬁ[:(%) an(t)e 71" §(r — 7,(t)), the received signal can beproposed in[[5]. In[[5], the differential phase between two
written as frequency tones is encoded for key generation. Error cbntro



TABLE |

A SUMMARY OF IMPORTANT NOTATION. amplification and fuzzy extractors$. [15] proposed the first-p
tocol to solve the information-theoretic key agreemenbpem
Symbol Definition between two parties that initially posses only correlategky
Pe the bit error probability (BER) secrets. The key agreement was shown to be theoretically
ff ggr;;esrécr‘éat('jme feasible when the information that the two bit strings conta
q the number of quantization intervals about each other is more than the information that the eaves-
T, (Ti) | observation time or beacon duration time dropper has about them. |16] used error-correcting teclasiq
%g m: gﬂg“_ts’gegf sgvTepr'eszéréttrzedz%iﬁ;"?g%g'me to design a protocol that is computationally efficient for
nl, ki, | channel gains different distance metrlcs._BaS(_ad_ on the previous _resﬁ]]‘v‘!},
fs sampling rate proposed a protocol that is efficient for both parties and has
N number of relay nodes both lower round complexity and lower entropy loss. Regentl

RMI key rate from mutual information with no relay
ng?RB key rate from CRB with no relay [18] propqsed a}‘ two round key agreement protocol for the
RMI | cooperative key rate from mutual information same settings as [17].

RSERB | cooperative key rate from CRB

co

IV. THE PROPOSEDSOLUTIONS

In this section, we present our cooperative key generation

algorithms for extracting secret bits from wireless chasne

coding techniques are used for enhancing the reliability Q¢ : : .
key generation. Similar td_[5], a technique of using random e proposed _algo_nthms emp"’y the techmquesmgle-_tone
' ' rameter estimatiorto estimate the uniformly distributed

phase for egtrac_tlng secret ke_ys In-an OFDM system throu ﬁannel phase. When keying nodds and B alternately
channel estimation and quantization was recently propose

[13]. This paper characterized the probability of geneathe ransmit known single-tone signals to each other, eacly rela

same bit vector between two nodes as a function of signal-{(])(z.de _also_ observes the f_ading signals tr_ansmitted throgh t
interference-and-noise (SINR) and quantization levels. pairwise links between him and the keying nodes. Therefore,

with the aid of relay nodes, the keying noddsand B can

A key generation scheme based on extracting secret bifgenially increase the key rate using additional randessn
from correlated deep fades was proposed[in [6] and disrihe samecoherence timénterval.

tinguished from the aforementioned work by using received
signal strength (RSS) as the random source via a TDD |ilAk

for the protocol design. Two cryptographic tools— inforiaat i ] .
reconciliation and privacy amplification are used to eliaten Ve fist consider the single relay case where one relay node

bit vector discrepancies due to RSS measurement asymmétfyS s @ helper to facilitate the key generation between the
The final key agreement is achieved by leaking out minf€Ying nodesd andB. The basic idea is that an unmodulated
mal information for error correcting and sacrificing a certa C&'Tier (.. single-tone signal) is transmitted through the

amount of entropy for generating nearly perfect randometecfading channels back and forth between the keying nodes, and
bits. In [7], the authors proposed two key generation sclsenf@® Keying nodes perform maximum Likelihood Estimation
based on channel impulse response (CIR) estimation 4M|E) based on their observation. Since each bidirectional
RSS measurements. Different frof [6], the two transceivefdannel between a pair of nodes is a time-division-duplex
alternately send known probe signals to each another eﬂ(PD) channel, which is reuprocal in both d|re.ct|ons, itlhwi
estimate the magnitude of channel response at succesaige #/1CUr the same total phase shift caused by multipath dueeto th
instants. The excursions in the fading channels are used §g@nnelreciprocity principle Generally, the protocol consists
generating bits and the timing of excursions are used for kB tWo main phases: i) Single-tone phase estimation and
reconciliation. The resulting sequence are further fidesad duantization; ii) Key reconciliation and privacy amplifizan.
quantized using a 1-bit quantizer, which results in low key Before_ we introduce the cooperative key generatlon proto-
bit rate. Motivated by observations from quantizing jointl col, we fII’.St mtroduce. the fundamental bg|ld|hg block—.MLE
Gaussian process, a more general key generation sch&tp@d in single-tone signal parameter estimations. Duiieg t
was proposed by exploiting empirical measurements to §4ptocol execution, the keying nodes 5 and relay nodes

quantization boundaries in [10]. Working on the same RS§€ MLE to estimate the parameters of a single-tone signal

based approach.][8] evaluated the effectiveness of RS ba¥h @ known signal model. Given certain observation et

key extraction in real environments. It has been shown tH3ffd parameter séi, the objective of MLE is to estimate the
due to lack of channel variations static environments ate rRArameter set that maximizes the pdifin our application,
suitable for establishing secure keys, and node mobilipshe the received signal model can be written as

to generate key bits.vxllith high entropy. The most re_cent work r(t) = bgcos(wot + bp) +n(t), (4)
[14] proposed an efficient and scalable key generation sehem

that supports both pairwise and group key establishments. Wherea@ = {bo,wo, 6o} are the unknown parameters (ampli-
L . tude, frequency and phase, respectively) to be estimatesl. T
Due to noise, interference and other factors in the key gener_ "’ . ; .
ceived signal is sampled at a constant sampling frequency

. . ; : [
ation process, discrepancies may exist between the gedera? - : : .
bit streams. Variants of this problem have been extensiverfj;/te fs = 1/T; to produce the discrete-time observation

explored under the names information reconciliation, guw rlm] = bgcos(wy(to + mTs) + 0p) + n[m] (5)

Utilizing a Single Relay



TS,: Keying node Keying node TS, : Keying node Keying node

A X, () > B A < X, (1)
Generate x, (¢ . Receive r, (1) Generate x, (¢
T Al Quantize &5 2
Relay node Quantize 0.5 %) Relay nodeg
R, R
Receive r,, (1) Receive 1, (1)
Estimate KZ)AR‘, 9,4/?, Estimate (}:}BRH éBR‘

Quantize G, IK| Quantize Gpr,

After rounds:

TS, : Keying node Keying node 0829 Keying node Keying node
A B (K,,K,) A B (K,,K;)

Receive r, (1) Regeive Tep(®) Compute Compute

Estimate @ra, Ora NGO x,(1) Estimate @k, Oxs K,=K,®(K,®Kk) \K,®K;, K,®K/ K, =K, ®(K,DK,)

Quantize G4 Relay node Quantize Grs Relay nod

R, R,
Generate x,(f) Compute K, ® K,

Fig. 1. Protocol for cooperative key generation with onayel
form = 0,1,..., N, — 1. Here,ty denotes the time of the The performance of MLE is measured by the variance of the

first sample anai[mn]s are Gaussian random samples with zerstimation errors. This variance can be lower-bounded by th
mean and variance?. Let Z = (r[0],7[1],...,r[Ns—1]), the Cramer-Rao bound (CRB) [20]. The performance of the ML

pdf of Z is [19] estimator, which is closely related to the performance ef th

N. Noo1 proposed cooperative key generation scheme, will be discls

f(Z:;a) = ( 1 ) _L Z 2 ’and analyzed later. We present the cooperative key geoerati
oV2r 20% — protocol as follows (See Fifl 1):

Phase One: Single-tone phase estimation and quantization
T81 The protocol begins in timeslot 1 with transmission of a
sihusoidal primary beacon of duratidn from nodeA:

where p[m] = bg cos(wo(to + mTs) + o). In the following
discussion, we ignore discussion on the estimation of signa
amplitude by since its estimation is independent from the
estimation of frequency and phase. x1(t) = ay cos(we(t — t1)),
The N, samples in Eq.[{5) is provided as an input of th\eﬁlheret c
MLE estimator. According to the results in [19], the maX|mum
of function f(Z, @) is achieved when

[t1,t14+T1). To simplify the exposition, we assume
= 0 in the following discussioni.e., the protocol starts at
t|me zero point.

o Zm —0 r[m] sin(wm) Node B (R;) observes the initial transient response of the
0o = —tan 27]:7;_—01 r[m] cos(wm)” (6)  multipath channet 4 5(t) (ha,r, (t)) to the beacom; (¢) over

the intervalt € [Tap, 7ap +vaB) (t € [TAR,; TAR, + VAR,)):
Thus, we can first estimate the frequency of the signal, apgherer, (r4z,) denotes the delay of the shortest path and
then calculate the ML estimate of the phase using EN. (6),5 (v4p,) denotes the finitadelay spreadof the channel
Specifically, the MLE is implemented in three steps: ha.p(t) (ha g, (t). In order to achieve a steady-state response
1) Rough frequency searchiVe calculate the Discrete-timeat both B and Ry, it is required thatl; > max{vap,var, }
Fourier Transformation (DFT) of and find thek = The “steady-state” portion of the beacons receive®aind
arg maxy, | R[wg]|, wherewy, = %—’T and N is the length R; can be written as
of the DFT. Here,N is chosen to be a power of 2 and
greater thanV,. Then we can calculate the roughly esti- At B: rap(t) = araapcos(wel +0ap) +nap(l),
mated frequency as; = 2:%. Such frequency estimateAt /1 TAR, (t) = aoar, cos(wet +0ar,) +nar, (1),

has large estimation error due to the limited resolution @fhere ¢ [TaB+vap, Tap+T1) (t € [TaAR, + VAR, » TAR, +

the DFT. Thus, a more accurate estimation is desired;Tl)) for B (R,), andnap(t) (nar, (t)) denotes the additive
2) Fine frequency searctBased on the rough estimation inwhite Gaussian noise (AWGN) in thd — B (A — R;)

the last step, we can calculate thdoy maximizing func- channel.asp (aar,) and 0ap (0ar,) are the steady-state

tion |R(w)|, WhereR(w) is the continuous DFT of the gam and the phase response of Char}n@b( ) (hA.,Rl (t)),

sample sequencgm] in the mterval[%, W]. respectively. At the end of primary beacon, a final transient

The fine search algorithm locates the value.otiosest response of the multipath channel is also receivedbiR;)

to w; that maximizegR(w)|. The secant methods used over the intervat € [tap+T1,7ap +vap+T1) (t € [Tar, +

to compute successive approximations to the frequen€y, Tar, + vagr, + 11)). B (R1) uses only the steady-state

estimatew = arg max,, |R(w)|. portion of the noisy observation to compute ML estimates of
3) Phase estimationThe phase estimate can be calculatetthe received frequency and phase, which are denoted sy

by substitutingw to Eq. [6). (Wagr,) and Oap (9AR1) respectively.



TSs: Upon the conclusion of the primary beacens(t), in by A (B) over the intervak € [t3 + 7r,a + T3, t3 + TR, 4 +

timeslot 2,B begins the transmission of a sinusoidal secondal + vg, 4) (t € [ts + Tr,B + T3,t35 + TR, B + T3 + VR, B))-

beacon ats = max{7ap + vap + T1,7ar, + Vvar, +11}. Similar to TS, A (B) uses only the steady-state portion of

The secondary beacon transmitted Byat to can be written the noisy observation to compute ML estimates of the redeive

as frequency and phase, which are denotediay 4 (wg, ) and
Or, 4 (O, B), respectively.

2(t) = az cos(we(t —t2)), Quantization.To generate high-entropy bits, we assurhe
wheret € [ty ty + Tb). A (Ry) observes the initial transient 5 and Ri run the above steps once during eawherence
response of the multipath channéls 4(t) (hs.r, (t) to time interval. For ease of exposition, we term the above steps
beaconz,(t) over the intervat € [ta+ 754, ta+ 754 +vpa) @S found 1. After round 1, each of the three nodes has two

(t € [t + TR, t2 + TBR, + VBR,)), Wherevgs = vap phase estimates for quantization

(z/BI_Q1 = vg,B) due to channel reciprocity. In order to A:0pa mod 27 , O, 4 mod 27
achieve a steady-state response at hdtland Ry, To >

max{vpa,Vpr, } IS required. The steady-state portion of the ) R
beacons received @& and R; can be written as Ri:0ag, mod 27 , Opr, mod 27

Each node uniformly maps their phase estimates into the

B : 645 mod 27 , 0p, 5 mod 27

At A t) = cos(w.t + 6 + t), ST ’ . .
rpa(?) a2ap4 cos(w 5a) +n5a®) guantization interval/index using the following formula:
At Ry : rpgr,(t) = asapg, cos(w.t+0pr,)+ npr,(t),
ki 2n(k —1) 2wk
wheret € [ta+7Tpa+vpa,ta+7a+T52) (t € [ta+TBR, + Q) = ifzel q ’T)

VBRy,t2 + TBR, + T2)) TOr A (1), andnpa(t) (npr, (1)) g0 = 1,2,...,q. Therefore, in the first round, the quan-

denotes the additive white Gaussian noise (AWGN) in the .o ¢ oach phase value generates,(q) secret bits.

B — A (B — R;) channel.apa (apgr,) andfpa (Opr,) Due to channel reci . .S

. ! 1 procity principled and B sharelog,(q)
are the steady-state gain and the phase response of chaﬁﬁgl ted from 4.V A and harel bit
hi.a(t) (hp r, (1), respectively. At the end of this beacon generated fromfip 4 (1), A and iy sharelogy(g) bits

; . X _ . generated fronfr, 4 (Gar,); B and R; sharelog,(q) bits
a final transient response of the multipath channel is rede|\/g T o2 .
by A (R1) over the intervak € [ts + 754 + To, ts + 754 + generated fronfr, 5 (f5r,). Note the quantization indexis

encoded into bit vectors. In our implementation, we
Ty +vpa) (t € [t2 + TBR, + T2,t2 + TBR, + T2 + VBR,))- P o5y

< / odesto reduce the bit error probability (BER).
Similar to TS, A (R;) uses only the steady-state portion o? Assume the desired keypsize 15KB|/- (For )round -
the noisy observation to compute ML estimates of the redeivs 3 Kl A B andR repeat the operations as in
) ’ ’ 1

i dibyy (@ "3 2Tog, (q) .
f[equgncy and phas_e, which are denotediby, (sr,) and TS, TS aﬁzéqTa to generate phase estimates and convert
0pa (OBR,), respectively.

them into bit vectors through-level quantization.

TS;: Upon the conclusion of the primary beacegg, (¢), After 21(152'([1) rounds, a key of sizé@i| is shared between

in timeslot 3 R, begins the transmission of a sinusoidaly and B, which is denoted a&’;. Similarly, a key of sizé%‘
secondary beacon #§ = max{t; + 74 +vpa + T2,12 + s shared betweer and R, which is denoted a&»; a key
TBR, +vBR, +T2}. The third beacon transmitted by att;  of gjze X1 is shared betwee and R;, which is denoted
can be written as as K3. ThenR; computesk, @ K3 and transmits it over the
3(t) = az cos(we(t — t3)), public channelA receives t_he_ XOR informgtion and computes
Ky & (Ky & K3) = Ks. Similarly, B obtains K> by K3 ¢
wheret € [ts3,t3 + T3). A (B) observes the initial transient (K, & K3) = K,. Now both A and B have keysk, K, and
response of the multipath channkk, 4(t) (hgr, 5(t)) t0 Ka.
beaconz;(t) over the interval € [t3+7r, 4, t3+7TR, A+VR, 4) Finally, A and B set the final key ad(;|| K> or K;||Ks3,
(t € [t3 + TrR,B.t2 + TR B + VR, B)), Wherevg, 4 = vagr, and a secret key with sizgK| is established. Note that we
(vr,B = vBR,) due to channel reciprocity. In order touse eitherK> or K3 instead of both as the component of the
achieve a steady-state response at bdthand B, 73 > final key. The reason is that with either onelof and K3 the
max{vr, 4, Vr, g} is required. The steady-state portion of theavesdropper can recover the other one by leveragimgK .
beacons received at and B can be written as

Phase Two: Key reconciliation and privacy amplification

At A: rroa(t) = aszag,acos(wet+0g a)+ng a(t), Dueto reciprocity principle, the generated bit sequencd at
and B should be identical. However, there may exist a small
number of bit discrepancies due to estimation errors, harew
wheret € [ts+7Tr, A+ VR, A, t3+ TR, 4a+T3) (t € [t3+7rR, 5+ Variations and half-duplex beacon transmission. Theser err
Vr,B,ts + Tr, B + T3)) for A (B), andng,a(t) (ng,5(t)) bits can be corrected using key reconciliation techniqag [
denotes the additive white Gaussian noise (AWGN) in tH81]. AssumeA and B hold K and K’, respectively. And
Ry — A (Ry — B) channelagr, a (agr,5) andég, 4 (0r,5) the Hamming distancdis(K, K') < t. Following Code-offset
are the steady-state gain and the phase response of chacoestruction in[[21], we use [, k, 2t + 1], error-correcting
hgr, A(t) (hr, B(t)), respectively. At the end of this beaconcode C' to correct errors ink”’ even thoughk” may not be

a final transient response of the multipath channel is redeivin C. When performing key reconciliation, node randomly

At B : TR]B(t) = agaRchos(wct—l—b‘R]B)+nR13(t),



LK izalXL
selects a codeword from C' and computesecure sketch  After g @ rounds, a key of sizey—; is shared

SS(K) = s = K @ c¢. Thens is sent to nodeB. Upon betweenA and B, which is denoted ag(;. Similarly, a key

receiving s, node B subtracts the shift from K’ and gets of size]‘VL+‘1 is shared betweed andR; (j = {1,2,...,N}),

Rec(K’,s) = ¢ = K' @ s. Then nodel3 decodes’ t0 get which is denoted a&;1; a key of size /L is shared between
¢, and computess’ by shifting back to getx’ = c@s. Note  p and R; (j = {1,2,...,N}), which is denoted as;s.
that since the error-correcting informatieris public to both ThenR; computesk; & K, and transmits it over the public
the communicating nodes and the adversary, it can be uggfhnnel A receives the XOR information and compufés; ©
by the adversary to guess portions of the generatedKey [8k ., ¢k ;) = K,. Similarly, B obtainsK ;; by K;»@® (K ;&
To cope vynh this problemA and B can further run privacy Kj») = K;;. Now both A and B have2N + 1 keys K1, K1
amplification protocols [17] to recover the entropy loss.  gp(d Kjo for j ={1,2,...,N}.

Finallyy A and B set the final key as
Kif|(Ki1 or Kio)||(Ka1 or Ka)|[--[[(Kn1 or Kna).
The key reconciliation and privacy amplificatiophase is

In this subsection, we present the key generation prototbe same as the single relay case. Note that since a single
with multiple relay nodes. As discussed above, when theteherence timeinterval is evenly allocated to the keying
exists only one relay?;, he can contributéog, ¢ bits in each nodes and relay nodes, the increase Nfresults in the
coherence timenterval. Since the beacon duration (observalecrease of available observation tirig (beacon duration
tion time) T; is relatively small compared to theoherence T;). As will be shown later, this would lead to the increase
time a large portion of thecoherence timenterval cannot of estimation errors in MLE. Therefore, there must exist an
be effectively utilized. This motivates us to incorporatersn optimal maximumXN under which key rate is maximized.
relays into the key generation process with potential two
advantages: i) the key rate is further increased due to pheilti V. THEORETICAL PERFORMANCEANALYSIS

relays’ contribution during the sanmherence timénterval. In this section, we analyze the performance of the coop-
This also implies that even if the nodes or the environmestative key generation protocol in terms of the maximum
remain static, a key with high entropy can be generated Quiclkey rate the system can achieve. In information theory, the
since it employs the randomness of multiple different p&iew mutual information of two random variables/sequences is a
links; ii) the security strength is further enhanced as eagfyantity that measures the mutual dependence of the two
relay only contributes a small portion of secret bits to thgariables/sequences. Therefore, the secret key rate can be
final key. That implies, even if a small number of relays argpper bounded by the mutual information between the obser-
compromised, the adversary can never obtain the compl@igions of two transceivers. Motivated by this, we first pdev
global key bit information. an information-theoretic study into the upper bound on the
With the aid of N relay nodes, the protocol has a total okey rate using mutual information. This bound denotes the
N + 2 timeslots for each round (during ormherence time maximum key rate that can be generated from the common
interval 7..). Assume the coherence time are roughly divideéindomness between the keying nodes. In estimation theory,
to N+2 portions, each with length’=;. The activities in each Cramer-Rao bound provides a lower bound on the variance of
timeslot of round 1 are as follows (for ease of exposition, Wsiased and unbiased estimators of a deterministic paramete
ignore the explicit value of; for i =1,2,..., N + 2): Since we utilize maximum likelihood estimation (MLE) in our
1) In TS;, node A transmits a sinusoidal primary beacorProposed key generation protocol, we also propose to derive
x1(t). Node B (R;, j = {1,2,...,N}) neglects the a tighter bound on the key rate using the Cramer-Rao bound
initial and final transient portions of the received signdCRB).
and uses the steady portion to compute the channel phase
estimate9ap (0ar,)- A. Knowing the Limit: The Upper Bound on Key Rate from
2) InTS,, nodeB transmits a sinusoidal secondary beacddutual Information

z2(t). Node A (R;, j = {1,2,...,N}) neglects the |n this subsection, we analyze the mutual information be-
initial and final transient portions of the received signalveen the observations of two nodeand j at two ends of a
and uses the steady portion to compute the channel phas@tipath fading channel. We start the analysis from the no-
estimated)pa (0r;). relay case. As shown above, all the received signals can be

3 In TS (i = {3,4,....,N + 2}), node R, (j = expressedas Eql(4). These single-tone signals can begiseci
{1,2,...,N}) alternately transmits a sinusoidal beacofeconstructed from samples taken at sampling rate greater o
z;(t). Nodes A and B neglect the initial and final equal at Nyquist ratef, = % = 2/, (Note in the following
transient portions of the received signal and use the steaghalysis, we choosg, > 2f§)- The discrete-time observation
portion to compute the channel phase estim#gs: at nodes and; are

(Or,p) for j = {1,2,...,N}.

B. Exploiting Multiple Relays

_ i rijlm] = aqgjcos(we(ti; + mTs) + 6i5) + nij[m] (7)
Assume the desired key size {¥C|. For roundk =
2,3 ﬁ A, B andR; repeat the operations as in rjilm] = aagi cos(we(tjs +mTs) +6;i) +njilm] (8)
) R og ) 1
TS, TS, ... ,TSﬁ;fg to generate phase estimates and convédr m = 0,1,..., Ny, — 1, wheret;; (¢;;) denotes the time of

them into bit vectors through-level quantization. the first sample. Note that when there is no relay, nades



and B each can generat®, samples by fully exploiting the Inthe above discussions, we focus on two nodesd; with
coherence timénterval. That is, if we neglect the transmissiomo relay node. We next analyze the key rate when there are
delay, delay spread and processing delay, the observatien t N relay nodes. If the sampling rajg is fixed, the coherence
(i.e., beacon duration) i§, =~ T7 Thus,N, =T, fs = % time T, which contains2 N, samples is divided intaVv + 2

Let R;; = [ry[0],745[1],...,7;[Ns — 1]] and R;; = shares. From the node$ and B’s point of view, they each
[rji[0],75:[1],...,75[Ns — 1]] denote the samples ob-“sends"]%,ljj2 samples. Thus, theooperativekey generate rate

tained at nodesi and i, respectively. According tol[12], is

I(’I’ij (t),?"ﬂ(t)) = I(R”, Rﬂ) aS’I’(t) is fU”y defined byR 4( 2N 2P2
In practice, given a seK of independent identically dis- RM! — wbgz[l +— Uh(]\;+§) o (1)
tributed data conditioned on an unknown parametera T ot +20%0;(575) P

sufficient statistic is a functiof’(X) whose value contains  ajthough the mutual information between each node pairs
all the information needed to compute any estimate of gy reases due to the reduction of number of samples, the rela
parameter (e.g. a maximum likelihood estimate (MLE)). FQ{odes helpd and B to establish more key components, this

ease of exposition, we rewrite Eq] (4) here gain becomes more significant when SNR increases or the

r(t) = |h|cosfcos2mf.t — |h|singsin2mfot + n(t) channel changes very slowly. We have the following theorem
— |hfcos(2r Lt + ) + n(#). '_I'h_eorem 2: When there aréV relay nodes, theooperative
gainis

In MLE estimation,|h| cos(2n f.t 4+ 6) + n(t) is sampled to MI

estimate k| andf, where the complex expression of multipath lim =% = N+1 (12)

channel ish = |h|e?®. Once|h| and@ are obtained, the terms Pyoo I

|h| cos @ cos 27 f.t and |h|sin @ sin 27 f.t are both determined. li Ri! - N4+1 (13)

So it is equivalent to sample and estimate a signal like N.—oo RMI ’

|h| cos O cos 27 f.t or |h|sin O sin 27 f.t to fully determine the
fading channel information. The “equivalent” receivedrsits
at nodesi andj can be written as

where RMT = RMT,
As we can see, the gain of cooperative key generation is
similar to the beamforming gain in cooperative networking,

Tijlm] = aaq;jcosfcos(we(tij + mTs)) + ni;[m) which is linear to the number of relay nodes.

Fiilm] = aoj; coslcos(we(tj; +mTs)) + nji[m)
for m = 0,1,..., Ny — 1. Becauser|m] is fully defined by E’ Acl\:/lore Prsctlcgl Bo(;mg:R'lI;he Upper Bound on Key Rate
7[m] and vice versa, the mutual information betwegf{m] 'O ~'amer-kaoboun ( )
and r;;[m] is the same as that betweep;[m] and 7;;[m], In the last subsection, we derive a theoretical upper bound

i.e, I(Ri;;Rj) = I(Ri;;Rj;), whereR;; andR;; are the on key rate from mutual information. This bound serves as a
discrete-time sequences ©f; [m] and7;;[m], respectively. ~ universal bound in the sense that it does not depend on the
Now the problem becomes a Gaussion random va@pecific method of estimation, and it is not tight in general.
able estimation problem, where the in-phase componérierefore, we next compute a more practical and tighter éoun

ri(t) = |hlcosd = acosf is to be estimated (in on key rate from Cramer-Rao bound (CRB) in estimation
the following, we abuse standard notation by lettihg theory.
denote the in-phase component). L& = S; = In the existing RSS based key generation methods, the
[a cos(w.(0T%)), acos(w.(1Ts)), . . ., acos(w.(mTs))]. Both signal envelops are sampled and quantized for the calonlati
nodes: andj can compute a sufficient statistﬁ;ji and FAzij of secret bits. By using the signal envelop, there existadetr
for R;; andR;; respectively[[22] off between the reduction of the sensitivity of the system to
o o timing error and the Io.ss of.variability in the resulting I&[?..)Z].
R, = )R =hl +—J N, 9) Different from that, in this paper, we use the uniformly
! IS;112" S distributed channel phase for key generation to achievela hi
~ siT _ I siT level of entropy. One of the most important properties of
Rij = WRU‘ = hi; + WNj (10)  Maximum Likelihood estimators (MLE) is that it attains the
Cramer-Rao bound at least asymptotically. Similarly, tetgr
wheré[S;||> = S - S; and||S)||* = §] - S.. from the no-relay case, we have the following theorem:

Theorem 1: Let hj;, hi; ~ N(0,0%) and Ni,N; ~  Theorem 3: When maximum likelihood estimation (MLE)
N(0,0?). Based on sufficient statisti¢® ;, R;;) at two ends, and uniform quantization are used, the expected key rate is

nodes; andj can generate secret key bits at rate upper-bounded by
In2 o N2P? Poralogs q
RMI  _ 1 1 htVs CRB _ QI 2
e 7, et T TN ) B T,
where P denotes the transmission poweY,, denotes the wherePg;4 is the average probability of quantization index
number of samples ang. is the coherence time agreement.

Proof: See AppendifCA. [ | Proof: See AppendixB. [ |
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Fig. 2. Key rate versus observation ti under different SNRs. ] .
9 y rife Fig. 3. key rate versus the number of relays Note that the observation

time T, is not fixed,i.e., T, decreases ad' increases.

When there areN relay nodes, the number of samples TABLE I

at each node isVe® = %5, We substituteN, for N¢° in SIMULATION CONFIGURATION

Eq. (Z4) and obtain the new CRB fét This bound is used Carrier frequencyy, 500 MHz

to calculateP); 4. Thus, the expected key rate for cooperative Sampling frequencyf; | 2.7 GHz

key generatlon becomes Average moving speed | 10 m/s
Coherence timé&, 14 ms

(N + 1)Pg; 4 log, q Node distancel 2m-10m
RCC;RB = TQ . (14) Delay spread/ 1.2us
c

It is easy to see that ag increases, node and j could
generate a longer bit vector during the sasoberence timé..  utual information and the bound from CRB befdve= 500
However, due to estimation errors the probability of getiega ghows that, the CRB can be used to efficiently approach
the same bit vector becomes less. We can derive the maximgy® universal upper bound when the nodes use ML phase

key agreement rate whepsatisfies estimation. Recall that ad/ increases, the observation time
ORCRB T, for each node decreases because the wtmiterence time
dq =0. (15)  are equally distributed to the keying nodes and relay nodes.

Due to the fact that the decreaselgfcauses more estimation

It:rorrll thetabr(])vehdlscussmn I\<Ne co?clude ttt]at thﬁre eg's;{;eal"rors there exists a threshold on key rate. This can belylea
optimalg at which maximum key rale can be achieve Sbserved from the results: the bound based on CRB gradually
demonstrate how key rate changes as a functiog tbfough

simulations in Sectiofr VI achieves the ma_ximum_and degrease_s dﬁef 2500. For the
' sake of clearly illustrating the inflection point on the bdun

_ ) ) curve from CRB, we limit the range oV in the figure. In
C. Numerical lllustration on Theoretical Upper Bounds  fact, there also exists a inflection point on the bound curve

Assumecoherence timd, = 14ms. The example in Fid.J2 from mutual information whernV goes to infinity.
presents the two upper bounds on key rate between two nodeBiscussion. In our protocol, the keying nodes rely on a
(i.e., no relay) as the observation tirfig increases. The resultscommon time reference to generatiesolutephase estimates.
show that the upper bound derived from mutual informatidh there exists no common time reference among the nodes,
serves as the universal upper bound on key rate. As expectah node has to count on its own local time obtained from its
with a fixed number of quantization levels, the increase tical oscillator. This implies that the phase estimate cpted
SNR orT, leads to the increase of key rate. Since there dpy each node will has an “unknown” offset associated with the
only two nodes, the observation time for each node can be npde itself, which prevents the key generation protocainfro
to 7ms. Wherl, changes from 0 to 2.4ms, key rate increasegorking correctly. As a future direction, it is worthwhile t
rapidly, and it increases almost linearly as a functionflpf extend our protocol to overcome the effect of unknown phase
after 2.4ms. Hence, a less observation time can be propesfisets and allow key generation in the unsynchronized.case
chosen to still maintain an acceptable level of key rate.l@@nt We are also going to build a simple prototype to validate the
other hand, while the maximuffi, is constrained by./2, one effectiveness of the protocol. The nodes can be implemented
can further enhance the key rate by increasing SNR. by TMS320C6713 DSKs boards, and the primary beacons

Fig.[3 plots the upper bounds on key rate when the numhzm be generated and sent out by a function generamy,
of relays N increases. The close match of the bound froldP33120A. In the implementation, we can use phase-locked
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loops (PLLSs) to realize phase and frequency estimation-fur )
tions for improving the efficiency. Since each node transmi

. . . . . . ol —A— SIM, SNR=25dB, q =16 il
a periodic extension of a beacon received in a previo A— CRB. SNR = 25 dB, q = 16

timeslot, the phase and frequency estimation functionsxgur
the synchronization timeslots can be realized by usinggha
locked loops (PLLs) with holdover circuitgge., the PLLs are
required for each node to store its local phase and frequet
estimates during protocol execution.

e

Bit error probability p

VI. SIMULATION STUDIES

A. Key Rate and Bit Error Probability

This section presents simulation results of the cooperati ol ‘
key generation protocol in multipath fading channels. Im ot 03 05 b bsemron time TD%S) 25 2
simulation, we sample the beacon signal with sampling re..
fs = 3f., where f. = 900 MHz is the carrier frequency of
the single-tone signal. In a mobile scenario, we assume ffig 6. Bit error probabilityp. versus observation time,.
moving speedy = 10m/s. Thus, the Doppler frequency shift
is fa = ¥ = 30Hz, which results in aoherence timé, =
0228 = 14ms. Assumev is the delay spread with a typicalthe key rate begins to decrease and enters into the large-
value1.2 x 10~ %s and the distancé between nodes changesjuantization level regime. In this regime, the key rate dases
from 2m to 10m. Thus, the random propagation deiayg = quickly as ¢ further increases. This is due to the fact that
6.67ns ~ 33.3ns. We choosd’, much larger than the delaythe estimation errors dominate the performance as theHengt
spreadr so that steady-state response can be achieved. Bfieach interval?™ decreases,e., Pg;4 is very sensitive to
simulation settings are summarized in Table Il. Two différe the estimation errors when the length of interval is smadl. A
methods are used here to estimate the variance of the phasght be expected, the CRB can be used to efficiently predict
estimation error: (i) full ML estimation and (ii) approxiea the performance wheaq is relatively small,e.g, ¢ < 103 in
analytical predictions using CRB. this setting. Since CRB is a lower bound on the variance of

The first example considers the effect of quantization leviélle estimation error, it takes a much largetto reach the
g on key rate. Fig[]4 plots the key rate versgsgiven inflexion point compared to the simulation results. The a&ov
SNR =25dB and7, =7.5us using both the CRB analyticalresult intuitively suggests that an optimalcan be chosen
predictions and simulations. The results show two reginfesto maximize the key rate. To evaluate the BER performance,
operation. In the small-quantization level regime, theefof Fig.[d plots the bit error probability between two nodes as a
log, ¢ dominates the key rate. In this regime, the probabilifigunction of . The results show that, with a fixel}, = 7.5us,
that two estimates fall into the same internRd;4 is very p. can be maintained at a very low level ¢f < 100. We
high. Thus, the increase gfleads to the increase of key ratecan use Gray codes (one bit of error is introduced between
According to Eq.[(Ib), whem begins to exceed a thresholdadjacent sectors) to encode the quantization indices taceed




TEST P — value

3000

Avg
—=—R™ SNR=10dB, T _=11ps,q=16 DFT . 0.6039
;IM o Hs. 4 \ Lempel Ziv Comp. 0.4453
25001 | —e— R, SNR=25dB, T =11ps,q=16 4 Monobit Freq. 0.5547
—&—R™ SNR=40dB, T =11 s, q = 16 ! Runs 0.4045
Approximate Entropy 0.5869
2 2000 Cumu. Sums (Forward) 0.5951
) Cumu. Sums (Reverse) 0.5887
£ Block Frequency 0.5732
> Serial 0.5732, 0.5091
g 1500
TABLE Il
RESULTS OFNIST.
1000 -
5007 5 3 7 s 5 7 8 both practical and analytical aspects. The security of the
Number of Relays N proposed key generation scheme is guaranteed based on the

assumption that the adversary is not located near therfeagii
parties,i.e, A, B and other relay nodes. The is due to the
spatial decorrelation fact: since the signal decorrelates a
distance of approximately one half length [11], it is almost

.. Also note that in these results, the coherence time is HBPOssible for an adversary which is located at a different
fully exploited (.e., the observation tim&, = 7.5 us< T.) place with the transceivers to obtain the identical channel

so one can also reduge so as to increase key rate by settin§€SPonse for key generation. That is, an entity which isastle
a largerT,. /2 away from the network nodes experiences fading channels

Fig. [@ plots bit error probabilityp, as a function of (© the nodes are statistically independent of the channels
observation timeZ, under SNR= 25 dB andg = 16. The between the communicating nodes. As an example, consider
results show that the increase®fis equivalent to the increase® Wireless system with 900MHz carrier frequency. If the
of SNR, which results in a close match of simulation resuldversary is more than 16cm away from the communicating
and CRB. Fig[T plots the key rate of the cooperative k des, it experiences independent channel variations such
generation protocol as the number of relay nodes incread®@t nO useful information is revealed to it. By passively
when the quantization levels is fixed @t= 16. We choose pbservmg the S|gr_1als transmnt_ed between legitimate siode
T, = 11 us to maintain a high level of estimation accuracyt has been empirically shown in_[10] that the eavesdropper
The results show that key rate increases linearly as a hmctf@nNot obtain any significant information about the signals
of N, which confirms our previous analysis that the gain gfceived at legitimate nodes. _ _
cooperative key generation scales with the number of relays”Another key point regarding the security aspect is that we
As a final point on the results, we note that the further ingeea’®!y On the uniformity of the channel phase for extracting
of SNR (.g, from 25 dB to 40 dB) does not help muchsecret key bits in the narrowband fading channels. As dis-
to improve the performance. This is because the estimatighssed in Section I[1B, the complex lowpass equivalentaign
accuracy is already high enough when choosing a shard for r(t) can be ertten avip = T(Itgt) L ara(t), where
a reasonable value df,. the phase ofr(t) is 6 = arctan(’;‘ft ). For uncorrelated
Gaussian random variableg(t) andrg(¢), it can be shown
thatd is uniformly distributed ovef0, 2= [11]. Consequently,

_ _ our proposed PHY based key generation algorithm is best
As we discussed above, the proposed cooperative key ggflited for the narrowband fading channels, whef® has a

eration scheme employs the inherent randomness of un§forrflayleigh-distributed amplitude and uniform phase. We have
distributed channel phases in multipath narrowband fadifge following theorem:

channels. We employ a widely used randomness test suite ' ) ) i
NIST to verify the randomness of the secret-bit generatedTheorem 4: The cooperative key generation scheme is se-

from our simulation[[23]. To pass the test, all p-values mugyre,i.e., the resulting sec_ret key is eff_ec_tively co_ncealed from
be greater tham.01. In the test, we randomly select 10 bith€ eavesdropper observing the public information:
sequences generated from our simulation and compute theirl
p-values for 8 tests. The results in Tabld Il show that th& + 1
average entropy of our generated bit sequences is very close proof: See AppendiXL.

to a truly random sequence. m

Fig. 7. Key rate versus the number of relays

B. Key Randomness and The Effect of Mobility

I(Mo, My, My, ..., Mn; Kap, K11,Ko1,...,Kn1) <€

VII. SECURITY ANALYSIS VIII. CONCLUSION

In this section, we provide a security discussion for the In this paper, a novel cooperative key generation protocol
proposed cooperative key generation scheme. We focuswas developed to facilitate high-rate key generation in nar



rowband fading channels, where two keying nodes extract thad det(X) is the determinant oE, which is computed by
phase randomness of the fading channel with the aid of relay 2
node(s). For the first time, we explicitly considered theeff det(¥) = (o7 + g
L . . PN,
of estimation methods on the extraction of secret key bisnfr 5 o
the underlying fading channels and focused on a popular sta- _ 20407 o
tistical method—maximum likelihood estimation (MLE). The PN, P2N?
performance of the cooperative key generation scheme was exThus, the mutual information between nodesnd j is
tensively evaluated theoretically. We successfully distiagd R SAN2P?
both a theoretical upper bound on the maximum secretkey rate  I(R;;;R;;) = In2log,(1+ %
from mutual information of correlated random sources and a ot +20%03 N, P
more practical upper bound from Cramer-Rao bound (CRB) Assume thecoherence timés T,, the maximum key rate is

)? = oy, (21)

4

). (22)

estimation theory. Numerical examples and simulationistid M 1 o~
were also presented to demonstrate the performance of the  Ri'" = = I(RijiR;i) (23)
cooperative key generation system. The results show tlkeat th ¢ 4 A2 o2
; : In2 oy NZP
key rate can be improved by a couple of orders of magnitude = log, (1 + )s

T. ot + 20202 NP

compared to the existing approaches.
where the superscrip/I in R} denotes that the key rate

APPENDIX A is derived as an upper bound from mutual information.m
PROOF OFTHEOREM 1
Proof: From the above discussion, it is easy to see that APPENDIX B
R;; is a zero mean Gaussian random variable with variance PROOF OFTHEOREM 2

2 0_2 . . = L . o ]
Th T TSI Similarly, R;; is a zero mean Gaussian random Proof: To facilitate analysis, we assume that when the

variable with variances} + &>. Assume that nodes number of samples increases by using larger observatia) tim
and j transmit with powerP = %2 We havel|S||> = the_estimati(_)n errors conv2erge t_o zero-mean Gaussian mando
S| ~ PN,. Obviously,(R;;, R;;) retains all the common variables with variances;, which can be lower-bounded

randomness ifR;;; R;;). Thus, the mutual information by the Cramer-Rao bounds (CRE) [20]. Fg. 8 plots both
o the distribution of the MLE errors using simulation and the

I(rij(t);r5(t) = I(?iﬁ?ﬁ) (16) CRB results. The simulation results show that variance ef th
= I(Rij;Rji). estimation errorss5/M = 1.6877 - 107° is lower-bounded
~ o _ . .
The mutual informationI(R,;;R;;) can be computed asby the CRBU%RB = 1.5616 - 10-%. When estimating the
follows unknown phase of a sampled sinusoid of amplitude white
5 .5 5 5 5 B ise with Power Spectral Density (PS@, the CRB for the
(Riji Ryi) | (2 i)+ H(Rji) (2 32 Rii) \@ance of the phase estimate is given as
n g
= ——log <27T6(02+ )> Af,02(2N, —1) 4N, 4N,
2 " PN, o2 > fs0"(2Ns —1) _ 4N, _ 4Nofs (24)

. L a®Ny(Ns+1) ~ a®T, ~ a2N,’
) ) — H(R;;,Rj:) : ; ;
PN, 72t where f is the sampling rate]N is the number of samples
) o2 ____inthe observation, and, is the observation timd.€., beacon
=1In2log, (27Te(0h Ty )) — H(Rij,Rji). duration) in second. The approximations can be obtained by
R R s assuming thatV; is large and the fact tha¥;/fs = T, = %
Obviously,R;; andR;; form a multivariate normal distri-  Consider Eq.[{8), we assume = a« is the received

In2 2

+ 53 log, (271’6(0’;21 +

bution, thus signal strength (we neglect the subscripf for simplicity).
5 5, In2 9 The amplitude response of the fading chanmnék Rayleigh
H(Rij,Rji) = Tlogz[(%e) det(2)]; (18) distributed, andE[a?] = 202, thena? = 207a®. Hence, the

) ) ) ~ o~ 1T . CRB bound for the received signal can be expressed as a
whereX is the covariance matrix of vectc{Rij, le} .8, function of SNR andV,

2 o? R. R
oy, + PV COV(RZ'J', R”)
= T PN, ) (19) 2 4
COV(Rij, Rﬂ) 0';21 + PN, 94 > SNRNS’ (25)
The covariance oﬁij, ﬁji is calculated by where
~ ~ PPN ~ ~ 2 2
Cov(R;;,Rji) = E(R;Rji)—E[R;ER;] (20) SNR = —4r_ _ 2% P (26)
T ST 2N0fs o?
I . I ()
= E|(hi+ WNi)(hﬁ“‘ WNJ)] Suppose[0, 27| is divided intog = 2" levels. Now we
) ’ analyze the probability that nodésand j's estimations fall
= E[hj] into the same interval when performing quantization. Let

= o}, Pora denote the average probability of quantization index
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. APPENDIXC
-6 4 -2 0 2 4 6 PROOF OFTHEOREM 3

Phase estimation error of MLE X107
Proof: AssumeN relay nodes are involved with the key
establishment. An eavesdroppEr monitors all the commu-
Fig. 8. The comparison of ML estimation error distributiosing simulation nications and tries to use these information to find the $ecre

and CRB. key. Without loss of generality, we assume the key can be
established in one round. We have
agreement. Without loss of %enerallty, assume thdalls I(Rap;Rpa) = Kag (30)
into the i-th sector [, 2”(” (i € {0,1,---,q — 1}). 5 .5 B 3
As phase estlmat|0n errors are independent and Gaussian I(BARJ’BRJA) = Ka (31)
distributed according to the CRB in EG.{25), the probapilit I(RBr;;RRr;B) = Kj2 (32)
thatd =6 +6 € [27” M) is (see Fig[®) Supposed and B always choose;; as their key component.
il 1) — Let M, = {RAE, RBE} The |nformat|onE could learn dur-
I 5.2 ing the agreement ok ;; is M; = {RAE,RBE,RR 5, Ki1®
P.(6) = e i dx, (27) J J
2mit \/ﬂaé K ;»}. Because channels between any two pair of nodes are

independent, hence, for amy> 0, we have

wherei’ € {0,1,---,q— 1} and@ is the estimation error I(Rap,Rpp; Kap) < e (33)
Thus,Pgra can be computed @74 (0) = Zl, o P (8 )2, ~ ~ P

Note thatPgr4(6) is a function off. The value ofPQIA(G) I(Rap,Rpp,Rer;m Kj1) < ¢ (34)

goes up when the “truef approximates the center of a sectopfter the relay nodeR; broadcasts(;; ® K2, E learnsK;; &

and down wher? is close to the boundaries of a sector. I ;5. However

fact, giveng € [0, 27], Pora(6) is symmetric to the center of

a sector and is changing periodically with peri2d/q. Our I(Kjn © Kjzi Kjp) = 0. (35)

simulation results indicate that the variance of phasenesé |t js equivalent to a one-time-pad encryption @y, with

is much smaller than one. Thus, givéne [ 2rEL) - goproi key j». Without knowingK ;», E could learn nothing

. . . q
Pqra(0) is mainly determined by;(f) (i = i). Based on from the ciphertextk;; @ Ko, thus we have
the above analysis, we can compute the average probalility o
guantization index agreement as I(Mj; Kj1) = I(Rag,Rpp, Rr, 2: Kjn) + (36)
I(Kj1 & Kjo; Kji) < e

2 (i1)

q
Pora = / | PQIA(H)%dO (28)
ZI;;(M) The total information obtained byFE ?s the set
B 2 PQ(H)idG {My, My, Ms, ..., My}, whose elements are independent of
~ i\t each other. On the other side! and B obtain the key

¢ set {Kap, K11, Ko1,...,KNn1}, whose elements are also
When nodes and;’s estimates lie in the same interval, theyndependent of each other. According to the independence
agree on a bit vector of lengthg, ¢; otherwise they agree onof the random variables and the basic properties of mutual

no bit. Hence, the expected key rate is information, we have
RCRB PQIAlong (29) I(MO7J\/111M21'-'an;KAB7K111K211"'1Kj1)
T, ' i

=I(Mo; Kap)+ Y _I(Mj; Kj1) < (N +1)e
Note thatp. ~ 1 — Pg;4 if we assume zero bits are gen- j=1
erated when two nodes’ estimates fall into different inddsy
If gray codes are utilizedy. ~ 1 — Pgra/logs q. [ ] [ |
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