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Abstract—Identifying leaders and followers in online social
networks is important for various applications in many domains
such as advertisement, community health campaigns, adminis-
trative science, and even politics. In this paper, we study the
problem of identifying leaders and followers in online social
networks using user interaction information. We propose a new
model, called the Longitudinal User Centered Influence (LUCI)
model, that takes as input user interaction information and
clusters users into four categories: introvert leaders, extrovert
leaders, followers, and neutrals. To validate our model, we first
apply it to a data set collected from an online social network
called Everything2. Our experimental results show that our
LUCI model achieves an average classification accuracy of up
to 90.3% in classifying users as leaders and followers, where the
ground truth is based on the labeled roles of users. Second, we
apply our LUCI model on a data set collected from Facebook
consisting of interactions among more than 3 million users over
the duration of one year. However, we do not have ground truth
data for Facebook users. Therefore, we analyze several important
topological properties of the friendship graph for different
user categories. Our experimental results show that different
user categories exhibit different topological characteristics in
the friendship graph and these observed characteristics are in
accordance with the expected ones based on the general definition
of the four roles.

Index Terms—Online social networks, leaders, followers

I. INTRODUCTION

A. Motivation

THIS PAPER represents the first study of identifying
leaders and followers in online social networks using only

user interaction information, to the best of our knowledge.
Leaders in social networks are users whose opinions are highly
influential on those of others. Followers in social networks are
users whose opinions are highly influenced by those of leaders.
Our study is motivated by a wide variety of applications in
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many domains such as advertisement, community health cam-
paigns, administrative science, and even politics. For advertis-
ing, to improve the effectiveness of word of mouth advertising
and increase the recommendation based product adoption,
advertising companies want to give free samples to leaders
instead of a random population [12]. For community health
campaigns, such as HIV prevention programs [2] and school-
level anti-smoking campaigns [22], targeting interventions at
community leaders have been shown to be more effective than
applying them to random individuals. Introducing new ideas
to leaders of communities maximizes their spread to the rest
of the population and is an effective way of indirectly reaching
individuals that shy away from authorities. For administrative
science, knowing who are leaders and who are followers is
helpful in assembling effective product development teams
that have a greater potential for delivering better work per-
formance [18]. For politics, community leaders have been
used to mobilize voters and to increase turnout in U.S.
elections [4]. For the pharmaceutical industry, a significant
portion of marketing budgets for new treatments is spent on
identifying key opinion leaders, physicians with specialized
knowledge [21]. Because the larger community of medical
practitioners often resorts to leaders for trusted expert advice,
pharmaceutical companies target these professional leaders to
introduce new treatments.

B. Problem Statement

In this paper, we aim to develop a model that takes as
input user interactions in an online social network to group
users into the following four categories: Introvert Leaders (IL),
Extrovert Leaders (EL), Followers (F), and Neutrals (N). User
interactions are directed (inward and outward) and include but
are not limited to wall posts, comments, and messages. The
interaction information used in our study contains only the
timestamp of interaction, the sender’s identifier, and the re-
ceiver’s identifier. Our method does not require the text content
of user interactions because they are typically not available
for analysis due to privacy concerns. Introvert Leaders are
highly sought after individuals even though they interact very
little with their friends. Extrovert Leaders frequently interact
with their friends regardless of the level of reciprocation.
Followers tend to interact with their friends as long as they
reciprocate. Specifically, the number of outward interactions
from followers tend to remain small when the number of
inward interactions is small. Neutrals exhibit interaction levels
that are independent of interaction levels of their friends.
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C. Proposed Approach

In this paper, we propose a new model called the Longi-
tudinal User Centered Influence (LUCI) model for grouping
users in an online social network into the following four
categories: introvert leaders, extrovert leaders, followers, and
neutrals. This model only requires interaction data among
users in an online social network as its input. The LUCI
model allows us to observe four categories of users that ex-
hibit distinct communication behavior. Introvert leaders rarely
initiate interactions while extrovert leaders frequently initiate
interactions. The communication habits of both introvert lead-
ers and extrovert leaders changed little regardless of changes
in the frequency they were approached by their friends. For
followers, the number of interactions initiated by them with
their friends depend on how many interactions they received.
Neutrals rarely initiate interactions and use the social network
very inconsistently; they may use social networks as a data
collection tool and browse other people’s profiles, but do not
use it to communicate much.

The LUCI model essentially captures the effects of in-
herent user behavior from the interaction activities of users
in their respective neighborhoods. Using linear regression
formulation on interaction data, the LUCI model computes
two coefficients, which we call ego coefficient and network
coefficient, to characterize the behavior of each user. The
ego coefficient quantifies the correlation between a user’s
past interaction information and future outward interactions.
The network coefficient quantifies the correlation between a
user’s past inward interaction information and future outward
interactions. The LUCI model then clusters users based on
these two coefficients using the kernel k-means algorithm
[5]. Grouping users based on the LUCI model can be done
efficiently. First, for a given user, the number of the equations
to be solved using linear regression grows only linearly with
the number of friends of the user and the time duration
over which the interactions of this user with their friends
is collected. Second, the computation of ego coefficient and
network coefficient can be easily parallelized because the
computation for each user can be done independently.

To validate the LUCI model, we first apply it to a data set
obtained from Everything2 consisting of interactions among
approximately 8 thousand users over the duration of six years.
Each user in this data set is labeled as a leader or follower
based on whether the role in Everything2 is an administrator.
Our experimental results show that the LUCI model achieves
an average classification accuracy of up to 90.3% in classi-
fying users as leaders and followers. Second, we apply our
LUCI model on a data set collected from Facebook consisting
of interactions among more than 3 million users over the
duration of one year. Since we do not have ground truth data
for Facebook users, we analyze several important topological
properties of the friendship graph for different user categories.
Our experimental results show that different user categories
exhibit different topological characteristics in the friendship
graph and these observed characteristics are in accordance
with the expected ones based on the general definition of the
four roles of introvert leaders, extrovert leaders, followers, and
neutrals.

D. Key Findings

We now provide some key findings about different user
categories from our experiments.

• Followers: The outward interactions of followers are
driven largely by the level of inward interactions, which
are essentially controlled by their neighbors. We have
found that followers are part of closely connected com-
munities and have the highest average clustering coeffi-
cient compared to other user categories.

• Leaders: The number of outward interactions of ex-
trovert leaders is determined more by the number of
outward interactions in the past and less by the number
of interactions they receive from their neighbors. The
communication of extrovert leaders is self-driven and
they have the highest average degree in the friendship
graph amongst all user classes. Extrovert leaders are seen
to have more friends than all other user types, followed
closely by introvert leaders. Introvert leaders consistently
have little outward interactions but receive a lot of in-
ward interactions from their neighbors. Our results show
that these highly sought-after introvert leaders have the
smallest average shortest path length to the rest of the
users in the social network. We note that the properties
of leaders both introvert and extrovert are very similar
to those of hubs in small-world networks [23]. Our
analysis of clustering coefficient revealed that extrovert
and introvert leaders are more likely to be connected to
different internally well-knit communities. Their average
clustering coefficients are lower than those of followers.
The connections to diverse communities makes extrovert
and introvert leaders have lower average shortest path
lengths than other user categories. We observed that
introvert and extrovert leaders tend to be surrounded
mostly by followers. Due to this, the distribution of
eigenvector centralities of introvert and extrovert leaders
is similar to that of followers.

• Neutrals: The number of outward interactions of neutrals
is not related to either inward or outward interactions in
the previous time period. Neutral users have the lowest
average degree and are mostly connected to followers or
other neutrals in the friendship graph. The average eigen-
vector centrality of neutrals is two orders of magnitude
lower than other user categories.

E. Major Contributions

We make three key contributions in this paper.

1) We propose a new model called the Longitudinal User
Centered Influence model for identifying leaders and
followers in online social networks.

2) We validated the classification accuracy of the LUCI
model using a data set collected from Everything2.

3) We applied our model on a large real-world data set from
Facebook. Since we do not have ground truth informa-
tion for Facebook, we performed detailed analysis on
the key topological properties of the friendship graph for
different user categories that yielded interesting insights.

The rest of the paper proceeds as follows. We provide an
overview of related work in Section II. In Section III, we
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provide the details of social network data sets used in our
study. We then provide details of our proposed LUCI model
for user categorization in Section IV. In Section V we validate
the LUCI model by applying it to data set obtained from
the Everything2 for which we have ground truth available. In
Section VI, we also applied our LUCI model on a large data
set from Facebook and further conducted detailed analysis on
the key topological properties for different classes of users in
the friendship graph. We finally conclude the paper in Section
VII.

II. RELATED WORK

We classify related work into the following four categories.
To the best of our knowledge, this is the first work that
identifies leaders and followers in online social networks using
only interaction information.

The first category of related work rely on manual collection
of data from research subjects. For example, Reagans et al.
[18] used fixed-roster and free-recall approaches to collect
survey data from 1518 project teams in a contract research and
development firm. The goal was to study the impact of social
network structure and social capital on team performance.
Likewise, Amirkhanian et al. [2] collected survey data from
14 social networks in Russia and Bulgaria to identify leaders
within them.

The second category of related work rely on social network
graph heuristics such as PageRank and degree centrality. For
example, Java et al. use PageRank to quantify the influence
of a blog in the blogosphere [15]. The goal of their study is
to filter out spam blogs whose PageRank values are typically
lower than legitimate blogs. Goldenberg et al. use a degree
centrality based heuristic to identify hubs in an online social
network [12]. They further classify hubs, with large degree
centrality, as either innovators or followers. We later show
in our experimental results that both PageRank and degree
centrality are ill-suited to identify leaders from interaction
data.

The third category of related work rely on a hybrid of
social network graph and interaction information. Hajian et
al. propose an index called Magnitude Of Influence (MOI) to
quantify users’ influence on their neighbors in online social
networks [14]. MOI is further weighted by the influence rank
of neighbors using the PageRank algorithm to determine the
final influence ranking of a user. The authors used a data set
from FriendFeed to test their proposed approach; however,
they did not evaluate its accuracy with respect to the ground
truth. Khrabrov et al. combine PageRank scores of users with
other dynamic information to quantify influence of users in
online social networks [16]. By computing their proposed
metric for users daily, they study how the influence of users
evolves over time. They tested their approach using a Twitter
data set; however, they also did not evaluate its accuracy with
respect to the ground truth.

Finally, the fourth category of related work mine content
of blogs to identify opinion leaders in the blogosphere. Bo-
dendorf et al. [3] mine blog contents to generate text features
using linguistic and statistical analysis. They apply support
vector machines to assign opinion labels to all users. Song et
al. [19] identify opinion leaders in the blogosphere using both

link and content information. They first use Latent Dirichlet
Allocation to generate a topic space and then use cosine
similarity to measure information novelty of a blog with
respect to other blogs. Note that content information is openly
available in blogosphere; however, it is not typically available
in online social networks due to privacy concerns.

III. DATA SET

In this section, we provide details of the social network
data sets used in our study. A major challenge we faced
in this study was the unavailability of social network data
sets with labeled “ground truth” information about leaders
or followers. To the best of our knowledge, no publicly
available social network data set has labeled ground truth
information. For instance, none of the prior related work used
ground truth information for validation [3], [12], [14]–[16],
[19]. Fortunately, we were able to get hold of labeled data
from an online social network called Everything2. We also
used unlabeled data from Facebook for manual analysis and
characterization.

A. Everything2

We examined the network of messages sent within a wiki-
like online peer-production social network called Everything2.
It is an online, content generation social network (similar
to Wikipedia) and is more than ten years old. Everything2
also has tools that allow users to send asynchronous private
messages to each other. This pattern of messages (i.e. inter-
actions) among users creates a social network, with users as
the nodes and the messages as directed edges. Everything2
also has an active community of users who maintain the
site entirely through volunteer efforts. These users are called
administrators or leaders. This labeling allows us to obtain
a ground truth in detecting leader and follower roles using
only interaction patterns of users. The leaders in Everything2
are allowed to perform “super actions”, such as deleting pages,
rating pages, etc. Note that normal users cannot perform these
“super actions”. We use the interaction information among
Everything2 users to detect who might be a leader and then
compare that prediction against the actual list of leaders to
compute classification accuracy. The data set collected for this
study spans the time period of 2002−2008. Each record in this
data set contains time stamped user interaction information
along with both user identifiers. For each user, the information
whether he is also a leader is provided by a binary flag. This
data set contains a total of approximately 8 thousand users and
contains a total of 3.9 million interactions among these users.
Among the 8 thousand total user population, approximately
1, 500 users are flagged as leaders.

B. Facebook

We use a publicly available data set collected from Face-
book by Wilson et al. [24]. This data set consists of two
types of graphs. First, we have an undirected friendship graph
in which vertices represent users and edges represent the
friendship between two users. Second, we have a directed
pair-wise user interaction graph in which the vertices represent
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users and the directed edges represent the interaction from one
user to another. The interaction data spans a time duration of
one year. The collected data set contains more than 3 million
users and 23 million friendship edges. The ratio of the total
number of friendship edges to the total number of users in the
data set is ≈ 7.6. This highlights that a significant fraction
of users in the collected data have only a few friendships.
Note that we do not have ground truth data for Facebook
users; therefore, we only analyze several important topological
properties of the friendship graph for different user categories.

IV. PROPOSED APPROACH

In this section, we provide details of our proposed model
for identifying leaders and followers. Before we introduce its
details, we first define some notation and terminology. Then,
we provide an overview of the Friedkin-Johnsen (FJ) influence
model that provides a basis of our proposed LUCI model.

A. Notation and Terminology

The relationships and interactions among a group of N
people in social networks are captured by friendship and
interaction graphs. The friendship graph of the users is denoted
by an undirected and unweighted graph G(V,E). Here V
denotes the set of vertices with elements {v1, v2, . . . , vN},
where each vertex represents a user in a social network. Users
connect to other users in the social network by friendship
ties, which are denoted by the set of edges E. Each edge is
a tuple of the form (vi, vj) that represents a friendship tie
between users vi and vj . We also represent the friendship
graph G(V,E) as an adjacency matrix W of size N × N .
The friendship ties considered in our study are bidirectional;
therefore, W is an unweighted, symmetric matrix. This means
if users vi and vj are friends then the entry in the i-th row
and j-th column (denoted wi,j ) as well as the entry in the j-th
row and i-th column (denoted wj,i) of W are both set to 1.
If vi and vj are not friends then wi,j and wj,i will both be 0.

The interaction graph of the users is denoted by a directed
and weighted graph I(V, U). Each element of U is a 3-
tuple of the form (vi, vj ,mi,j), which represents that user
vi has generated mi,j interactions with user vj . Furthermore,
we define a vector y(t) of length N . Its i-th entry yi(t)
denotes the aggregate number of interactions generated by
vi to all single hop neighbors during time period t, i.e.
yi(t) =

∑N
i′=1,i′ �=i mi,i′(t). We also represent the interaction

graph I(V, U) as an adjacency matrix M of size N×N . Since
an interaction between two users is initiated by one of them,
the adjacency matrix M representing the interaction graph is
a weighted and non-symmetric matrix. This means that if a
user vi initiates mi,j number of interactions with another user
vj during a time period t then the entry in the i-th row and
j-th column (denoted mi,j(t)) is set to mi,j . Naturally, if two
users vi and vj are not friends (i.e. wi,j = wj,i = 0) they
cannot have interactions and mi,j(t) = mj,i(t) = 0.

We assume time to be divided into discrete and non-
overlapping periods of equal duration, indexed by t. In our
experiments, the duration of time periods is set to be one
month for Facebook data and six months for Everything2 data.
The duration selected for Everything2 is larger than Facebook

because interaction data in Everything2 is more sparse in time.
Although the time variable t is discrete, we do not use square
bracket notation to avoid confusion with matrices.

B. The FJ Influence Model

The FJ influence model [10] relates the interaction behavior
yi(t) of a user vi during time period t to its interaction
behavior yi(t − 1) in the preceding time period t − 1 by
Equation 1.

yi(t) = α(t)

N∑

i′=1

wi,i′yi′(t− 1) + β(t)yi(t− 1) + ei (1)

According to this model, the interaction behavior of a user
at time t is a linear function of its interaction behavior in the
previous time period t−1 and the combined influence exerted
on it by its neighbors. The FJ influence model makes the
following assumptions about the evolution of users’ interaction
behaviors [11]:

• Cognitive Weighted Averaging: Users’ interaction behav-
iors evolve by a process of weighted averaging of their
neighbors’ and their own previous interaction behaviors.

• Fixed Social Structure: The social network that exists
between users does not change.

• Decomposability: The process by which users’ interac-
tion behaviors evolve can be decomposed into discrete
non-overlapping periods of time.

• Simultaneity: The simultaneous equations accurately pre-
dict the transmission of influence during corresponding
time period.

The model assigns a weight to the combined external influ-
ences from neighbors on a user in the previous time period
t−1. α(t) is a scalar weight of the endogenous influence. The
model also assigns a weight to the influence exerted by users
on their neighbors in the previous time period t − 1. β(t) is
a scalar weight of the exogenous influence. Note that because
the FJ model is cross sectional, both scalars α(t) and β(t) in
Equation 1 are functions of time t. The last term on the right
hand side is the model error ei, which denotes the deviation
of model prediction from the interaction behavior yi(t) of the
user vi at time t. Error terms ei,∈ N, 1 ≤ i ≤ N (N is
the set of natural numbers) are assumed to be independent
identically distributed (iid) Gaussian with zero mean and
variance σ2 (see Frank and Fahrbach [9]). The influence model
in Equation 1 can be expressed in the matrix form for all users
simultaneously as follows.

y(t) = α(t)Wy(t − 1) + β(t)y(t − 1) + e, (2)

where e = [e1, e2, · · · eN ]t is the vector of model errors of
length N . Often times the two influence terms, Wy(t − 1)
and y(t − 1), on the right hand side of Equation 2 are each
normalized over all users to have unit variance. The selection
of the optimum weights α(t) and β(t) that minimize the mean
square error of the model becomes an optimization problem
which is solvable using linear regression. The optimization
of two weights α(t) and β(t) is based on a system of
N simultaneous equations. The relative values of α(t) and
β(t) provide insights into the role of extrinsic and intrinsic
influence on the evolution of user interaction behavior.
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C. Proposed Model

We use the FJ influence model as our basis of extension
because it is a generalization of a large body of theoretical
work on social network influence theory. An interested reader
is referred to the summary of prior theoretical work on
social network influence theory and further analytical analysis
reported by Friedkin et al. in [10], [11]. However, a major
limitation the FJ influence model is that α(t) and β(t) only
provide a summary statistic for the whole social network, i.e.
they cannot be used to infer the relative behavior of individual
users. Conceptually, we generalize the FJ influence model to
allow all users to have different extrinsic and intrinsic influ-
ence factors in the LUCI model. Mathematically, we introduce
the following changes in its formulation to accommodate the
aforementioned generalization. Every user vi has two weights
terms ρi and γi, equivalent to α(t) and β(t). In order to be
able to solve for ρi and γi for each user vi, we partition the
interaction data into tmax time periods, indexed by t and
t ∈ N, each of equal duration. The information for time
period t is stored in a messaging matrix of size N × N
denoted by M(t). The entry in the i-th row and j-th column
of M(t) is mi,j(t) denoting the number of interactions from
user vi towards user vj during the time period t. We obtain
the following system of equations for every user vi if the flow
of influence in the formal influence model in Equations 1 and
2 is replaced by the user interactions mentioned above.

N∑

i′=1

mi,i′ (t) = ρi

N∑

i′=1

mi′,i(t− 1) + γi

N∑

i′=1

mi,i′(t− 1) + ei

∀t ∈ N, 1 ≤ t ≤ tmax

(3)
According to this model, the interaction behavior of a

particular user vi at time t is a linear function of its interaction
behavior and the combined interactions of its neighbors in the
previous time period t − 1. The model assigns a weight to
the degree to which a user’s neighbors’ interaction behaviors
mi′,i(t − 1) in the previous time period t − 1 influence its
interaction behavior mi,i′(t) in the current time period t. This
assigned weight is called the network coefficient. The network
coefficient of a user vi is denoted ρi. The model also assigns
a weight to the degree to which a user’s interaction behavior
mi,i′(t − 1) in the previous time period t − 1 influences
its interaction behavior mi,i′(t) in the current time period t.
This assigned weight is called the ego coefficient. The ego
coefficient of a user vi is denoted γi.

Comparing the terms in Equation 3 with those in Equation
1 we can draw some parallels that are described below. The
leader/follower categorization model equates the interaction
behavior of users with the number of interactions directed
towards their neighbors. Similarly, the combined influence
from neighbors is equated with the total number of interactions
generated by friends on their profile. But the most important
departure is the assignment of a separate (ρi, γi) tuple to each
user vi.

A data set that gives us tmax messaging matrices can be
used to set up at most tmax − 1 equations for each user to
compute the (ρi, γi) tuple. Once a system of equations like
the one in Equation 3 has been set up for a user vi, the

Fig. 1. Distribution of execution time for individual users

only remaining unknowns are (ρi, γi), which are optimized
for the least square error ei over at most tmax − 1 number
of equations. It is noteworthy that the LUCI model has an
advantage over the FJ influence model in terms of performance
and complexity. Recall that the FJ influence requires to solve a
system of N simultaneous linear equations. Instead, the LUCI
model requires to solve a system of tmax − 1 simultaneous
linear equations for all users. Since tmax � N for most
practical cases; therefore, the dimensionality of the underlying
problem is significantly reduced. In fact, as shown in Figure 1,
our preliminary study showed that it takes less than 2 seconds
on average to solve Equation 3 for a user. Furthermore, N
systems of tmax − 1 simultaneous linear equations can be
solved in parallel because they are not interdependent.

D. Node Clustering

(ρ, γ) tuples quantify the behaviors of all users. The
marginal histograms of ρ and γ are plotted in Figure 2. Figure
2(a) is the marginal pdf of ρ, the network coefficient, plotted
on semi-log axes. It is one-tailed resembling the exponential
distribution. In Figure 2(b), we plot the marginal pdf of γ, the
ego coefficient. It is a two tailed distribution that resembles
the Laplacian distribution.

To systematically analyze the behavior of all users, we aim
to cluster them based on the values of two random variables
ρ and γ. However, there is no obvious structure observable
from their scatter plot shown in Figure 3. A well-known
method used to cluster such nonlinearly separable data is
kernel k-means [5]. In kernel k-means, the data points are
mapped from the input space to a higher dimensional feature
space through a nonlinear transformation. A well-known
approach is to define a set of reference points in the original
space and the distances to the reference points constitute
the transform. The simple k-means clustering is performed
after applying the transformation. The simple k-means
clustering is preferred over other clustering methods, such as
hierarchical clustering, because it can deal with large data
sets [17]. To cluster the users into distinct groups, we apply
the unsupervised kernel k-means algorithm to the pair of
ρ and γ values. To apply k-means, we have to select the
suitable value of k, which is an open research problem. We
use a well-known heuristic called the gap statistic, which
is based on the change in intra-cluster dissimilarity for
increasing values of k. The value of k is selected to be
the elbow of intra-cluster dissimilarity as the value of k is
varied [20]. Using this methodology, we clustered all users
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Fig. 2. Marginal distributions of network and ego coefficients of users in Facebook data set plotted on semi-log scale

into four clusters (k = 4) that occupy distinct regions in
the ρ-γ plane. These regions are also marked in Figure 3.
We label the four clusters based on our understanding of ρ
and γ values, mentioned in Section IV-C. • High ρ, Zero
γ: Recall that a high value of ρ reflects the strong impact
of the network effect on a user’s tendency to have outward
interactions with neighbors. The values of γ close to 0
indicate a weak or non-existent relationship between activity
levels in consecutive time periods. A user with a high ρ and
negligible γ is the one whose outgoing interaction activity is
determined solely by the received interaction activity. Such
users’ activities are driven, and in a sense controlled, by
those of their neighbors. Based on this understanding we
label such users as Followers, denoted as F.
• Low ρ, Positive γ: Recall that a high and positive value
of γ reflects the strong impact of users’ interaction activity
in the preceding time period on their interaction activity
in the following time period. Positive values of γ indicate
a strong relationship between activity levels in consecutive
time periods. A user with a high value of γ and negligible
value of ρ is the one whose outgoing traffic volume in a
particular time period is more strongly influenced by that
in the previous time period, rather than network effects.
To understand the implications of a low ρ and positive γ
refer back to Equation 3. A positive γ implies that for that
particular user the number of outgoing interactions is similar
to the same number in the previous time period. However,
the low value of ρ means that this number is not significantly
affected by how many interactions it receives in the preceding
period. Such users’ activities are driven, and in a sense
controlled, by themselves and not by their neighbors. These
users are very communicative and are actively involved with
their neighbors. Based on this understanding we label such
users as Extrovert Leaders, denoted as EL.
• Low ρ, Negative γ: Recall that a low and negative value of
γ reflects a strong inverse impact of users’ messaging activity
in the preceding time period on their messaging activity in the
following time period. Negative values of γ indicate a strong
relationship between a user’s activity levels in consecutive
time periods. A user with a low γ and ρ values is the one
whose outgoing interaction activity in a particular time slot
is more strongly influenced by that in the previous time

Fig. 3. Scatter plot of ρ and γ for all users in Facebook data set

period, rather than network effects. However, unlike extrovert
leaders, this type of user generates fewer outgoing messages.
Such users’ activities are driven, and in a sense controlled,
by themselves and not by their neighbors. These users are
actively involved with their neighbors in the sense that they
regularly receive a significant number of inward interactions
from neighbors but send out very little in return. We label
such users as Introvert Leaders, denoted as IL, based on our
understanding.
• Low ρ, Zero γ: Users whose ρ and γ coefficients are 0 or
approach it are either inactive, or have incoming and outgoing
interaction activities that have little or no correlation. Their
traffic flows may be characterized as random or independent.
Based on this understanding we label such users as Neutrals,
denoted as N.

V. EVERYTHING2 VALIDATION RESULTS

In this section, we use a data set collected from Everything2
to validate the accuracy of LUCI model. Figure 4(a) plots
the distribution of the number of interactions for all users in
this data set. This distribution is highly skewed, i.e. a small
fraction of users have a large number of interactions while
others have very few interactions. We convert the x-axis and
the y-axis to logarithmic scale to emphasize this observation.
The distribution curve roughly follows a straight line on
log-log scale, thereby providing evidence of a heavy-tailed
distribution. To compute the parameters of the LUCI model
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Fig. 4. Results for Everything2 data set

(ego and network coefficients), the interactions are divided
into equal slices of six months each. For each slice, users
and messages are modeled as nodes and directed interactions,
respectively.

A. Evaluation

We now compute the ego and network coefficients of all
users from the interaction information in the Everything2
data set. Similar to the unsupervised classification scheme in
Section IV-D, we use a well-known kernel-based supervised
classification algorithm to accurately detect leaders in Every-
thing2. Specifically, we use a support vector classifier with the
radial basis kernel function to identify leaders and followers
in Everything2. We use the standard stratified 10-fold cross
validation to ensure that the classification results of LUCI
model are generalizable.

We report the results of our support vector classifier in
terms of standard Receiver Operating Characteristics (ROC)
[8]. The most comprehensive ROC based accuracy measure is
called Area Under the Curve (AUC), which denotes the area
under the ROC curve. AUC varies in the range of [0, 1], where
1 represents the perfect classification accuracy. Note that we
only feed two features, called ego and network coefficients,
for each user in the support vector classifier. The experimental
evaluation of this classifier using Everything2 data set provide
AUC = 90.3%. Figure 4(b) shows the standard ROC curve
for our support vector classifier. At the optimal operating
point, it achieves an average accuracy of 89.0%, an average
true positive rate of 87.7%, with a false positive rate of
9.5%. These results highlight the effectiveness of LUCI model
to accurately identify leaders and followers in online social
networks.

VI. FACEBOOK ANALYSIS RESULTS

To further validate our LUCI model, we apply it to a data
set collected from Facebook. However, due to the lack of
ground truth data, we cannot conduct the analysis that we
do for the Everything2 data set. Therefore, for different user
categories, we analyze the following important topological
properties of the friendship graph: vertex degree, number of
triangles, clustering coefficient, eigenvector centrality, and av-
erage shortest path length. Our experimental results show that
different user categories indeed exhibit different topological

characteristics in the friendship graph and these observed
characteristics are in accordance with the expected ones based
on the general definition of the four roles of introvert leaders,
extrovert leaders, followers, and neutrals.

We now define some notations used in this section. An
undirected friendship graph is denoted by G(V,E), where V
and E represent the sets of vertices and edges of the graph
G. Each vertex represents a user and each edge represents
friendship or connection between two users. Here |V | and
|E| denote the number of vertices and edges in the graph G,
respectively.

A. Vertex Degree

Metrics: The number of edges connected to a given vertex
vi in a graph is called the degree of the vertex and is
denoted di. In the context of friendship graphs in online social
networks, a vertex corresponds to a user and the vertex degree
represents the number of friends or connections of the user.
In typical online social networks it is not uncommon for a
single user to have hundreds of friends. Several studies have
pointed out that it is not possible to regularly communicate
with such a large circle of friends [6]. Other recent studies
have also highlighted that only a small subset of these edges in
online social networks truly represent the actual friendships or
connections based on communication practices from overlaid
interaction information [7]. However, in this study we do
not take into account such differences and do not distinguish
between friendships based on interaction information, so all
edges have equal weight. Though, we expect such differences
to be reflected in our analysis of topological properties of the
four user categories because users are grouped using overlaid
interaction information.

Results: Figure 5 shows the distribution of vertex degree
for the four different user categories. We first note that users
belonging to neutral class have the least average degree as
compared to users in the other three categories. For the
neutral category, 99% of the users have less than 100 friends.
The degree distribution of followers most closely resembles
with that of neutrals but the average degree of followers
is significantly larger.1 It is evident that the shape of both

1Statistical significance is verified using two-sample t-test to compare
sample means, test statistic: -296.4, p-value < 0.001.
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Fig. 5. Distribution of vertex degree

distributions matches that of a geometric distribution. On the
other hand, the average degrees of both introvert and extrovert
leaders are significantly larger than those of followers and
neutrals.2 In contrast to followers and neutrals, the shape of the
degree distributions for both types of leaders closely matches
a Poisson distribution. It is interesting to note that the average
degree of extrovert leaders is significantly larger than that of
introvert leaders.3

Insights: The observed differences are closely linked to
our intuition about the definitions of different user classes. As
previously mentioned in Section IV, extrovert leaders have low
values of ρ and highly positive values of γ, indicating that they
reach out and have a lot of outwards activity. Salespersons are
a typical example of such types of users. These users are most
well-connected as compared to all other user classes. Introvert
leaders have low values of ρ and highly negative values of γ,
indicating that they have little outwards interactions and tend
to be at the receiving end of most interactions. Such users
are highly sought-after individuals such as heads of different
organizations. Introvert leaders have less friends than extrovert
leaders but are still reasonably well-connected. Followers,
whose activity is primarily driven by the activity of their
neighbors, are seen having fewer connections and have a
degree distribution that is more concentrated in the low degree
range. Neutrals, who have little interaction with others, exhibit
greater disengagement from other users and have even fewer
connections than followers. It is interesting to note that a large
number of introvert and extrovert leaders have low vertex
degrees. This contradicts the definition of leaders proposed by
Goldenberg et al. that leaders have larger vertex degree than
the rest of the user population in an online social network
[12].

B. Number of Triangles

Metrics: Triangles in a friendship graph capture the notion
that friend of friend is a friend. For each vertex, we count the
number of triangles that includes the given vertex as one of
its three vertices.

2Statistical significance is verified using two-sample t-test to compare sam-
ple means. Introvert leaders-followers test statistic: -26.5, p-value < 0.001,
Introvert leaders-neutrals test statistic: -252.6, p-value < 0.001, Extrovert
leaders-followers test statistic: -34.7, p-value < 0.001, Extrovert leaders-
neutrals test statistic: -134.2, p-value < 0.001.

3Statistical significance is verified using two-sample t-test to compare
sample means, test statistic: -19.9, p-value < 0.001.
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Fig. 6. Distribution of the number of triangles

Results: It is interesting to analyze the results for the
number of triangles that a user belong to with respect to vertex
degrees. For a vertex with degree d, the maximum possible
number of unique triangles that this vertex belongs to is

(
d
2

)
.

A vertex belongs to
(
d
2

)
triangles if its neighbors form a clique

(i.e., any two of its neighbors have an edge between them). We
observed in Figure 5 that introvert and extrovert leaders have
approximately 50 and 100 friends, which is significantly larger
than followers or neutrals. Therefore, the maximum possible
number of triangles for leaders is typically much larger than
that for followers. Figure 6 plots the cumulative distribution
of number of triangles for the four user categories. We note
that neutrals are part of fewer number of triangles than all
other classes. The other three user categories have roughly
similar distribution in terms of the number of triangles that a
user belong to. Clearly, the difference in vertex degree does
not translate into number of triangles for different classes of
users.

Insights: We can explain this observation by looking at
interaction behavior of different user categories. Extrovert
leaders reach out and connect to their neighbors even when
receiving lesser inwards interactions. Furthermore, they have
the highest degree as compared to other user classes. We can
speculate that they connect to diverse set of people that have
fewer common links. Therefore, the number of triangles for
extrovert leaders is lower than expected. A similar reasoning
holds true for introvert leaders with the difference that they
mostly receive interactions from their neighbors. Followers,
on the other hand, have fewer number of neighbors and are
part of more tightly connected communities with a lot of
common neighbors. Therefore, followers have a large number
of triangles even though their average degree is much smaller
than introvert and extrovert leaders. A measure that captures
the ratio of the number of triangles to the number of edges is
called clustering coefficient and is discussed next.

C. Clustering Coefficient

Metrics: The clustering coefficient ci of a vertex vi is
defined as the ratio of the number of existing edges among vi
and vi’s neighbors and the number of all possible edges among
them. Using Δi to denote the number of triangles containing
vertex vi and di to denote the degree of vertex vi, we define
the clustering coefficient of vertex vi as:

ci =
Δi(
di

2

) =
2Δi

di(di − 1)
(4)
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Fig. 7. Distribution of clustering coefficient

Results: Figure 7 shows the distribution of clustering co-
efficient for all four categories. The clustering coefficient of
most neutral nodes is zero indicating that they are not part of
any triangles. On the other hand, followers have the largest
average value of clustering coefficient. The average clustering
coefficient of introvert and extrovert leaders is larger than
followers. Between introvert and extrovert leaders, introvert
leaders have larger average clustering coefficient.

Insights: To explain this observation, we have to jointly
understand the number of triangles and the degrees for
different categories of users. We have previously observed
that the distribution of the number of triangles is similar
for followers and both types of leaders. Also, the average
degree of followers is significantly lesser than that of both
types of leaders. Since clustering coefficient is merely a
ratio of the number of triangles and the number of possible
triangles (determined by vertex degree), this translates into
larger average values of clustering coefficient for followers
as compared to both types of leaders. Both types of leaders
have similar degree distribution but extrovert leaders have a
significantly larger average degree than introvert leaders. This
translates into larger values of average clustering coefficient
for introvert leaders than extrovert leaders.

D. Eigenvector Centrality

Metrics: Eigenvector centrality is a well-known measure
to quantify the importance of a vertex in a network. De-
gree centrality counts the number of edges to neighbors and
weights them equally. Eigenvector centrality not only counts
the number of edges to neighbors but also weighs them
by the neighbors’ respective eigenvector centralities [13]. To
define eigenvector centrality xi of vertex vi, let W denote the
adjacency matrix of the graph where wi,j is 1 if an edge exists
between vertices vi and vj , and 0 otherwise.

xi =
1

λ

N∑

j=1

wi,jxj (5)

where λ is the principal eigenvalue of matrix W.
Results: Figure 8 shows the distribution of eigenvector

centrality for different user classes. Note that we have plotted
the distribution of eigenvector centrality on log-log scale. We
observe straight lines for all user categories exhibiting the
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Fig. 8. Distribution of eigenvector centrality

characteristic of power-law distributions. There is no signif-
icant difference among eigenvector centrality distributions of
introvert leaders, extrovert leaders and followers. For neutrals,
the slope of eigenvector centrality distribution is much steeper
indicating more skewness.

Insights: We would have expected leaders to have higher
values of eigenvector centrality than followers [15]. However,
this is not the case in our results. To explain our results, we
have to revisit the way eigenvector centrality is computed.
Recall that neutrals and followers are the two largest categories
in our data but have a lower average degree than leaders. We
speculate that leaders, though with higher degree themselves,
are less connected to other leaders. This implies that most
edges of leaders are shared with followers and neutrals.
Such edges are weighed lesser in computation of eigenvector
centrality for leaders. This results in smaller than expected
average values of eigenvector centrality. Likewise, our results
indicate that followers, although having lower degree, are
connected to several high degree vertices (mostly leaders).
The links with leaders (with higher average degree) boosts
the value of eigenvector centrality for followers.

E. PageRank

Metrics: Page Rank is a variant of eigenvector centrality.
The two main differences between Page Rank and eigenvector
centrality are different scaling factors and the use of left hand
and right hand eigenvector, respectively.

Results: Figure 9 shows the distribution of PageRank for
different user classes. Similar to the distribution of eigenvector
centrality, we have plotted the distribution of PageRank on
log-log scale. We again observe roughly straight lines for
all user categories exhibiting the characteristic of power-
law distributions. However, unlike eigenvector centrality, we
see differences among the distributions of introvert leaders,
extrovert leaders and followers. Specifically, the PageRank
distribution of extrovert leaders is least skewed, followed by
introvert leaders and followers. The slope of PageRank distri-
bution is steepest, similar to eigenvector centrality, indicating
most skewness.

Insights: Unlink eigenvector centrality, the average PageR-
ank values of leaders are higher than followers. This indicates
that the scaling factor and the use of left hand eigenvector
helps emphasize the differences among the two leader cate-
gories and followers.
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Fig. 9. Distribution of PageRank

F. Average Shortest Path Length

Metrics: The average shortest path length (l̄i) denotes the
average of number of steps along the shortest paths from a
given vertex vi to the rest of the vertices in a graph. Using
this notation, we define average (shortest) path length for a
given vertex in a graph as:

l̄i =

∑
∀vi′∈V ,i�=i′ li,i′

|V | − 1
(6)

Due to the small-world effect, social networks tend to have
smaller average values of average shortest path length com-
pared to random graphs with the same number of vertices and
edges [1].

Results: Figure 10 shows the distribution of average dis-
tance for different classes of users. It is interesting to note that
introvert leaders have the smallest values of average shortest
path lengths to other vertices in the friendship graph. As ex-
pected, neutrals have the highest average shortest path length
to other users. Extrovert leaders and followers closely follow
introvert leaders in shorter average shortest path lengths.

Insights: The observation that introvert leaders have smaller
average shortest path lengths to other vertices in a friendship
graph is interesting because they have lower average degree
than extrovert leaders. In random graphs, one would expect
vertices with a higher degree to have smaller average shortest
path lengths. We revisit the definition of introvert leaders to
explain this finding. Recall that introvert leaders are people
with whom users of other categories are eager to interact.
Thus, introvert leaders are the most sought-after users who
have more inwards interactions. This interaction behavior
may lead to a network structure where the average shortest
path length to introvert leaders is lower than expected. Or
equivalently, introvert leaders can reach other users in a
friendship network in the least number of steps on average.
Higher average shortest path lengths of followers and neutrals
compared to both types of leaders are a result of their low
connectivity.

VII. CONCLUSIONS

This paper presents a first step towards clustering users in
online social networks into the four categories of introvert
leaders, extrovert leaders, followers, and neutrals using user in-
teraction information. We make three key contributions in this
paper. First, we propose a new model, called the Longitudinal
User Centered Influence (LUCI) model, for this categorization.
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Fig. 10. Distribution of average shortest path length

Second, we validated our model on a Everything2 data set.
Third, we further validated our model on a Facebook data set.
Experimental results on both data sets show that our model
is able to capture the characteristic differences of these four
user categories. In future, we also plan to conduct a systematic
analysis of sensitivity of our results to the size and number
of windows in the available interaction data. We also plan to
use the LUCI model to identify leaders and followers in other
online social networks. Furthermore, we plan to compare the
results of LUCI model using topic specific user interaction
information in online social networks.

REFERENCES

[1] R. Albert and A.-L. Barabási. Statistical mechanics of complex net-
works. Reviews of Modern Physics, 74:47–97, 2002.

[2] Y. Amirkhanian, J. Kelly, E. Kabakchieva, T. McAuliffe, and S. Vas-
sileva. Evaluation of a social network HIV prevention intervention
program for young men who have sex with men in Russia and Bulgaria.
AIDS Education and Prevention, 15(3):205–220, 2003.

[3] F. Bodendorf and C. Kaiser. Detecting opinion leaders and trends in
online social networks. pages 65–68, 2009.

[4] G. Cox, F. Rosenbluth, and M. Thies. Mobilization, social networks,
and turnout: Evidence from Japan. World Politics, 50(3):447–474, 1998.

[5] I. S. Dhillon, Y. Guan, and Y. Guan. Kernel kmeans, spectral clustering
and normalized cuts. In ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, 2004.

[6] N. Ellison, C. Steinfield, and C. Lampe. The benefits of facebook
’friends’: Exploring the relationship between college students’ use
of online social networks and social capital. J. Computer-Mediated
Communication, 12(3), 2007.

[7] N. Ellison, C. Steinfield, and C. Lampe. Connection strategies: Social
capital implications of facebook-enabled communication practices. New
Media & Society, 2011.

[8] T. Fawcett. ROC Graphs: Notes and Practical Considerations for
Researchers. TR HPL-2003-4, HP Labs, USA, 2004.

[9] K. Frank and K. Fahrbach. Organization culture as a complex system:
balance and information in models of influence and selection. Organi-
zation Science, 10(3):253–277, 1999.

[10] N. Friedkin and E. Johnsen. Social influence and opinions. The Journal
of Mathematical Sociology, 15(3):193–206, 1990.

[11] N. Friedkin and E. Johnsen. Social influence networks and opinion
change. Advances in Group Processes, 16:1–29, 1999.

[12] J. Goldenberg, S. Han, D. R. Lehmann, and J. W. Hong. The role
of hubs in the adoption processes. J. Marketing, American Marketing
Association, 2008.

[13] J.L. Gross, J. Yellen. Handbook of Graph Theory. CRC Press, 2003.
[14] B. Hajian and T. White. Modelling influence in a social network:

Metrics and evaluation Proc. IEEE International Conference on Social
Computing, 2011.

[15] A. Java, P. Kolari, T. Finin, and T. Oates. Modeling the spread of
influence on the blogosphere. In Proc. 15th International World Wide
Web Conference, 2006.

[16] A. Khrabrov and G. Cybenko. Discovering influence in communication
networks using dynamic graph analysis. Proc. IEEE International
Conference on Social Computing, 2010.



628 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS/SUPPLEMENT, VOL. 31, NO. 9, SEPTEMBER 2013

[17] J. MacQueen. Some methods for classification and analysis of multivari-
ate observations. In Proc. Fifth Berkeley Symposium on Math Statistics
and Probability, 1967.

[18] R. Reagans, E. Zuckerman, and B. McEvily. How to make the team:
Social networks vs. demography as criteria for designing effective teams.
Administrative Science Quarterly, 49(1):101–133, 2004.

[19] X. Song, Y. Chi, K. Hino, and B. Tseng. Identifying opinion leaders
in the blogosphere. In ACM conference on Conference on information
and knowledge management, 2007.

[20] R. Tibshirani, G. Walther, and T. Hastie. Estimating the number of
clusters in a data set via the gap statistic. J. Royal Statistical Society:
Series B (Statistical Methodology), 63:411–423, 2001.

[21] P. Topham. Finding key opinion leaders using large scale social network
analysis - a comparative analysis of methods for finding key opinion
leaders. Technical report, Lnx Research, 2007.

[22] T. Valente, B. Hoffman, A. Ritt-Olson, K. Lichtman, and C. Johnson.
Effects of a social-network method for group assignment strategies on
peer-led tobacco prevention programs in schools. American Journal of
Public Health, 93(11):1837, 2003.

[23] D. Watts. Networks, dynamics, and the small-world phenomenon.
American J. Sociology, 105(2):493–527, 1999.

[24] C. Wilson, B. Boe, A. Sala, K. Puttaswamy, and B. Zhao. User
interactions in social networks and their implications. In Proc. ACM
European Conference on Computer Systems, 2009.

M. Zubair Shafiq received B.E. degree in Electrical
Engineering from National University of Sciences
and Technology (NUST), Pakistan, in 2008. He is
currently pursuing the Ph.D. degree in computer
science at Michigan State University. He was with
Next Generation Intelligent Networks Research Cen-
ter (nexGIN RC), Pakistan as a researcher from 2007
to 2009. His research interests include measurement
and modeling of cellular networks and online social
networks, and computer and network security.

Muhammad U. Ilyas did his Post-doctoral work at
the Department of Computer Science & Engineering
and later jointly with the Department of Electrical &
Computer Engineering at Michigan State University
(MSU) from 2009-2011. He received his Ph.D. and
MS Electrical Engineering from MSU in 2009 and
2007, respectively. He received his MS Computer
Engineering from the Lahore University of Manage-
ment Sciences (LUMS), Lahore, Pakistan in 2005,
and his BE Electrical Engineering from the National
University of Sciences & Technology (NUST) in

1999. He is currently an Assistant Professor in the Department of Electrical
Engineering at the School of Electrical Engineering & Computer Science
(SEECS) of the National University of Sciences & Technology. His research
interests include system modeling and measurement, social network analysis,
networking, algorithms, and security.

Alex X. Liu received his Ph.D. degree in computer
science from the University of Texas at Austin in
2006. He is currently an assistant professor in the
Department of Computer Science and Engineering at
Michigan State University. He received the IEEE &
IFIP William C. Carter Award in 2004 and an NSF
CAREER award in 2009. He received the MSU Col-
lege of Engineering Withrow Distinguished Scholar
Award in 2011. His research interests focus on
networking, security, and dependable systems.

Hayder Radha received the Ph.M. and Ph.D. de-
grees from Columbia University (1991 and 1993).
He is a Professor of Electrical and Computer Engi-
neering (ECE) at Michigan State University (MSU).
He was a Philips Research Fellow and a Distin-
guished Member of Technical Staff at Bell Labora-
tories. Dr. Radha is an IEEE Fellow. He is an elected
member of the IEEE Technical Committee on Im-
age, Video, and Multidimensional Signal Processing
(IVMSP) and the IEEE Technical Committee on
Multimedia Signal Processing (MMSP).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ACaslonPro-Bold
    /ACaslonPro-BoldItalic
    /ACaslonPro-Italic
    /ACaslonPro-Regular
    /ACaslonPro-Semibold
    /ACaslonPro-SemiboldItalic
    /AdobeFangsongStd-Regular
    /AdobeHeitiStd-Regular
    /AdobeKaitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobeSongStd-Light
    /AGaramondPro-Bold
    /AGaramondPro-BoldItalic
    /AGaramondPro-Italic
    /AGaramondPro-Regular
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Aharoni-Bold
    /Algerian
    /Andalus
    /AngsanaNew
    /AngsanaNew-Bold
    /AngsanaNew-BoldItalic
    /AngsanaNew-Italic
    /AngsanaUPC
    /AngsanaUPC-Bold
    /AngsanaUPC-BoldItalic
    /AngsanaUPC-Italic
    /Aparajita
    /Aparajita-Bold
    /Aparajita-BoldItalic
    /Aparajita-Italic
    /ArabicTypesetting
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /BatangChe
    /Bauhaus93
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BirchStd
    /BlackadderITC-Regular
    /BlackoakStd
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrowalliaNew
    /BrowalliaNew-Bold
    /BrowalliaNew-BoldItalic
    /BrowalliaNew-Italic
    /BrowalliaUPC
    /BrowalliaUPC-Bold
    /BrowalliaUPC-BoldItalic
    /BrowalliaUPC-Italic
    /BrushScriptMT
    /BrushScriptStd
    /Calibri
    /Calibri-Bold
    /Calibri-BoldItalic
    /Calibri-Italic
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Candara
    /Candara-Bold
    /Candara-BoldItalic
    /Candara-Italic
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ChaparralPro-Bold
    /ChaparralPro-BoldIt
    /ChaparralPro-Italic
    /ChaparralPro-Regular
    /CharlemagneStd-Bold
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /Consolas
    /Consolas-Bold
    /Consolas-BoldItalic
    /Consolas-Italic
    /Constantia
    /Constantia-Bold
    /Constantia-BoldItalic
    /Constantia-Italic
    /CooperBlack
    /CooperBlackStd
    /CooperBlackStd-Italic
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /Corbel
    /Corbel-Bold
    /Corbel-BoldItalic
    /Corbel-Italic
    /CordiaNew
    /CordiaNew-Bold
    /CordiaNew-BoldItalic
    /CordiaNew-Italic
    /CordiaUPC
    /CordiaUPC-Bold
    /CordiaUPC-BoldItalic
    /CordiaUPC-Italic
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /CurlzMT
    /DaunPenh
    /David
    /David-Bold
    /DFKaiShu-SB-Estd-BF
    /DilleniaUPC
    /DilleniaUPCBold
    /DilleniaUPCBoldItalic
    /DilleniaUPCItalic
    /DokChampa
    /Dotum
    /DotumChe
    /Ebrima
    /Ebrima-Bold
    /EccentricStd
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /EucrosiaUPC
    /EucrosiaUPCBold
    /EucrosiaUPCBoldItalic
    /EucrosiaUPCItalic
    /EuphemiaCAS
    /FangSong
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FrankRuehl
    /FreesiaUPC
    /FreesiaUPCBold
    /FreesiaUPCBoldItalic
    /FreesiaUPCItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Gabriola
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Gautami-Bold
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /GiddyupStd
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /Gisha
    /Gisha-Bold
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Gulim
    /GulimChe
    /Gungsuh
    /GungsuhChe
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /HoboStd
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /IrisUPC
    /IrisUPCBold
    /IrisUPCBoldItalic
    /IrisUPCItalic
    /IskoolaPota
    /IskoolaPota-Bold
    /JasmineUPC
    /JasmineUPCBold
    /JasmineUPCBoldItalic
    /JasmineUPCItalic
    /Jokerman-Regular
    /JuiceITC-Regular
    /KaiTi
    /Kalinga
    /Kalinga-Bold
    /Kartika
    /Kartika-Bold
    /KhmerUI
    /KhmerUI-Bold
    /KodchiangUPC
    /KodchiangUPCBold
    /KodchiangUPCBoldItalic
    /KodchiangUPCItalic
    /Kokila
    /Kokila-Bold
    /Kokila-BoldItalic
    /Kokila-Italic
    /KozGoPro-Bold
    /KozGoPro-ExtraLight
    /KozGoPro-Heavy
    /KozGoPro-Light
    /KozGoPro-Medium
    /KozGoPro-Regular
    /KozMinPro-Bold
    /KozMinPro-ExtraLight
    /KozMinPro-Heavy
    /KozMinPro-Light
    /KozMinPro-Medium
    /KozMinPro-Regular
    /KristenITC-Regular
    /KunstlerScript
    /LaoUI
    /LaoUI-Bold
    /Latha
    /Latha-Bold
    /LatinWide
    /Leelawadee
    /Leelawadee-Bold
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LevenimMT
    /LevenimMT-Bold
    /LilyUPC
    /LilyUPCBold
    /LilyUPCBoldItalic
    /LilyUPCItalic
    /LithosPro-Black
    /LithosPro-Regular
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /MalgunGothic
    /MalgunGothicBold
    /MalgunGothicRegular
    /Mangal
    /Mangal-Bold
    /Marlett
    /MaturaMTScriptCapitals
    /Meiryo
    /Meiryo-Bold
    /Meiryo-BoldItalic
    /Meiryo-Italic
    /MeiryoUI
    /MeiryoUI-Bold
    /MeiryoUI-BoldItalic
    /MeiryoUI-Italic
    /MesquiteStd
    /MicrosoftHimalaya
    /MicrosoftJhengHeiBold
    /MicrosoftJhengHeiRegular
    /MicrosoftNewTaiLue
    /MicrosoftNewTaiLue-Bold
    /MicrosoftPhagsPa
    /MicrosoftPhagsPa-Bold
    /MicrosoftSansSerif
    /MicrosoftTaiLe
    /MicrosoftTaiLe-Bold
    /MicrosoftUighur
    /MicrosoftYaHei
    /MicrosoftYaHei-Bold
    /Microsoft-Yi-Baiti
    /MingLiU
    /MingLiU-ExtB
    /Ming-Lt-HKSCS-ExtB
    /Ming-Lt-HKSCS-UNI-H
    /MinionPro-Bold
    /MinionPro-BoldCn
    /MinionPro-BoldCnIt
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Medium
    /MinionPro-MediumIt
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /Miriam
    /MiriamFixed
    /Mistral
    /Modern-Regular
    /MongolianBaiti
    /MonotypeCorsiva
    /MoolBoran
    /MS-Gothic
    /MS-Mincho
    /MSOutlook
    /MS-PGothic
    /MS-PMincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MS-UIGothic
    /MVBoli
    /MyriadPro-Bold
    /MyriadPro-BoldCond
    /MyriadPro-BoldCondIt
    /MyriadPro-BoldIt
    /MyriadPro-Cond
    /MyriadPro-CondIt
    /MyriadPro-It
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /Narkisim
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NSimSun
    /NuevaStd-BoldCond
    /NuevaStd-BoldCondItalic
    /NuevaStd-Cond
    /NuevaStd-CondItalic
    /Nyala-Regular
    /OCRAExtended
    /OCRAStd
    /OldEnglishTextMT
    /Onyx
    /OratorStd
    /OratorStd-Slanted
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /PlantagenetCherokee
    /Playbill
    /PMingLiU
    /PMingLiU-ExtB
    /PoorRichard-Regular
    /PoplarStd
    /PrestigeEliteStd-Bd
    /Pristina-Regular
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /Rod
    /RosewoodStd-Regular
    /SakkalMajalla
    /SakkalMajallaBold
    /ScriptMTBold
    /SegoePrint
    /SegoePrint-Bold
    /SegoeScript
    /SegoeScript-Bold
    /SegoeUI
    /SegoeUI-Bold
    /SegoeUI-BoldItalic
    /SegoeUI-Italic
    /SegoeUI-Light
    /SegoeUI-SemiBold
    /SegoeUISymbol
    /ShonarBangla
    /ShonarBangla-Bold
    /ShowcardGothic-Reg
    /Shruti
    /Shruti-Bold
    /SimHei
    /SimplifiedArabic
    /SimplifiedArabic-Bold
    /SimplifiedArabicFixed
    /SimSun
    /SimSun-ExtB
    /SnapITC-Regular
    /Stencil
    /StencilStd
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TektonPro-Bold
    /TektonPro-BoldCond
    /TektonPro-BoldExt
    /TektonPro-BoldObl
    /TempusSansITC
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /TraditionalArabic
    /TraditionalArabic-Bold
    /TrajanPro-Bold
    /TrajanPro-Regular
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga
    /Tunga-Bold
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Utsaah
    /Utsaah-Bold
    /Utsaah-BoldItalic
    /Utsaah-Italic
    /Vani
    /Vani-Bold
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vijaya
    /Vijaya-Bold
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Vrinda-Bold
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


