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Abstract—Two concatenated coding schemes based on fixed-of NAND flash memory. However, technology scaling also
rate Raptor codes are proposed for error control in NAND flash  results in the reduced noise margin and increased cekto-c
memory. One is geared foroff-line recovery of uncorrectable pages interference

and the other is designed forpage error correction during the T ¢ d th . binati f hard d
normal read mode. Both proposed coding strategies assume ttth 0 get aroun ese Issues, combinations of hardware an

decision decoding of the inner code with inner decoding faire ~ SOftware techniques are typically employed. The controlle
generating erasure symbols for the outer Raptor code. Rapto of NAND flash systems tries to distribute the program/erase
codes allow low-complexity decoding of very long codewords cycles over the entire set of data blocks to prolong the
while providing capacity-approaching performance for erasure lifetime of flash memories, a scheme calletar leveling
channels. For the off-line page recovery scheme, one whole ! . .

NAND block forms a Raptor codeword with each inner codeword [1]. A bad block management technique is employed to keep
typically made up of several Raptor symbols. An efficient lok- track of bad blocks of which uncorrectable page errors have
up-table strategy is devised for Raptor encoding and decodg been encountered, preventing writing of data to the known
which avoids using large buffers in the controller despite he pad blocks. Another essential element of the modern storage

substantial size of the Raptor code employed. The potential gystem controller is the error-correcting code (ECC) uged t
performance benefit of the proposed scheme is evaluated inrtas N
ensure data reliability.

of the probability of block recovery conditioned on the pregence . : . .
of uncorrectable pages. In the suggested page-error-corcéion The trend in ECC is to employ increasingly strong codes
strategy, on the other hand, a hard-decision-iterating praluct with significantly improved error correction capability fact,

code is used as the inner code. The specific product code emye#d  the raw channel bit error rate (BER) before error correction
in this work is based on row-column concatenation with multple is now allowed to reach0~3 and higher. While long BCH

intersecting bits to allow the use of longer component codesn d il | the low-d it tv-check
this setting the collection of bits captured within each inersection ¢09€S aré stli very popular, the low-density parity-chec

of the row-column codes acts as the Raptor symbol(s), and the (LDPC) [2]-[5] and turbo codes have emerged as promising
intersections of failed row codes and column codes are dectsl candidates as well[6]. But both LDPC codes and turbo codes

as erasures. The error rate analysis indicates that the propsed require soft read signals off the NAND chips to realize full

concatenation provides a conglderable performance booselative performance potential, and given the way all cells in a commo

to the existing error correcting system based on long Bose- . . . . . .

Chauduri-Hocquenghem (BCH) codes. wqrd line is read S|multaneousl_y via comparison against a
uniform threshold level, generating soft read values fa th

NAND memory cells necessitates multiple reads with varying

sensing levelg 4]. Multiple reads directly translate toreased

system latency and thus present difficulty in delay-seresiti

I. INTRODUCTION applications.

While strong error protection is also possible using very

N AND flash memories have become immensely popul?orng BCH codes, decoding complexity increases rapidly with

due to lower power consumption, stronger shock resis- X -
. . . ~the error correction capability and the codeword lengthe On
tance and higher data throughputs relative to hard-distedri S o :
way of utilizing the existing binary BCH codes to strengthen

Recently, high-capacity NAND flash memories have beena e error protection is to apply product concatenation@ifiB
increasingly deployed in USB drives, solid state drives¥S)S bag P PpIy proc . .

. . . codes along row and column directions of a two-dimensional
and all forms of mobile devices. However, the high cost-per-

bit remains the main weakness of NAND flash memories.Uﬁer' In particular, generalized product concatenaibBCH

) . . codes can allow each pair of row and column codes to intersect
As the demand for cost reduction continues, multi-levelscel P

(MLCs) which contain more than two bits per memory ceﬁﬂ multiple bits rather than at a single bit as in the tradéio

. . roduct code based on binary component codés [7]. This
are "’?'50 being widely empI(_)yed. The M.LC based NAND. ﬂ.a%'lock—wise product code (BW-PC) allows the use of stronger
can improve storage density, but the increased sensitiity

. o . . component codes for a given overall codeword size while
noise presents a critical issue. Aggressive technologhnsca s . . - .
: L ; - compromising the ability of locating specific erroneous bit

has also contributed significantly to the bit-cost reductio’ ™ .° o .

positions of the usual bit-wise product concatenation.

Copyright (c) 2013 IEEE. Personal use of this material isnyed. In this paper, We focus on Concat?nated COde.S.based on
However, permission to use this material for any other psesomust be Raptor codes, efficient erasure-correcting codes orilyipag-
obtained from the IEEE by sending a request to pubs-perons@ieee.org. sented as a type of fountain codes ideal for multi-casting

Geunyeong Yu and Jaekyun Moon are with the Department of et-El . . .. .
trical Engineering, Korea Advanced Institute of Sciencel drechnology or broad-castmg in network communications. Fountain spde
(KAIST) Daejeon 305-701, Republic Korea (e-mail: tp10dat@n.kaist.ac.kr, including Raptor codes, used in the network communication
imoon@kaist.edu). This work was supported by the Natiorederch Foun- setting are often described as “rateless” in the sense Htieat t
dation of Korea under grant no. 2013-13057165, the MinisfriKnowledge . . .
Economy of Korea under grant no. 10035202, and SK hynix. @eamg Yu number of encoder packets is not fixed before transmission.

has been partially supported by Samsung Electronics. The encoder in these codes continues to generate coded

Index Terms—Raptor codes, error-correction-code, flash mem-
ory, BCH codes, product codes


http://arxiv.org/abs/1312.6101v1

TO APPEAR IN JOURNAL OF SELECTED AREAS IN COMMUNICATIONS IN®.4 2

packets (or symbols) as (pseudo) random linear combiratianode is that the codeword of the Raptor code corresponds
of source symbols and transmits them until all the intended the entire NAND block, which is in the order of mega
receivers have recovered all the original source symbolsites in size. While this size is way too large for a practical
It is known that Raptor codes are asymptotically capacitgontroller to handle, our proposed scheme based on table-
approaching in erasure channels whether the erasure prdbekup strategies allows encoding and decoding using only a
bility are available at the transmitter or n6i [8]. Practiaad small amount of buffers. Compared to the RAID system, our
theoretic aspects of Raptor codes have been the subjecsdieme does not allow real-time extra page protection; the
ongoing studied [9]£[15]. low-complexity and low-overhead features come at the cost
We shall consider here the application of a specific Raptof a slower processing speed.
code known as the R10 code [15]-[17] in a fixed-rate setting.On the other hand, in our proposed page-error-correction
This code exhibits optimal error rate performance as a nandonode during normal page reads, a Raptor code is concate-
fountain code which has a decoding error probability afated with an inner BW-PC based on relatively small BCH
2~ (N'=K) where N’ is the number of correctly received sym-component codes. Iterative hard-decision-decoding lzedi
bols andK is the number of source symbols. The R10 coder the inner code. In this setting the collection of bits ttapd
has two important desirable characteristics: it is a syatem within each intersection of the row-column codes acts as one
code and efficient decoding is possible based on whatads more Raptor symbols, and the intersections of failed row
called inactivation decoding. Inactivation decoding employscodes and failed column codes after BW-PC decoding are
belief propagation (BP) decoding as much as possible whdeclared as erasures for the outer Raptor code. Here, each
also attempting to solve a linear system of equations whpage basically corresponds to a single Raptor codeword. Our
necessary, in an effort to realize efficient overall decgdirerror rate analysis indicates that the proposed concadenat
without compromising the performance of near-maximunprovides a considerable performance boost relative to the
likelihood decoding. Because of its superior performanue aexisting BCH-based coding schemes.
linear-time encoding/decoding feature, the Raptor cod® ha Note that while the Reed-Solomon (RS) codes are also a
been adopted by the 3rd Generation Group Partnership Projdear option as the outer code, decoding complexity grows
(3GPP) to be used in multimedia broadcast/multicast sesviaqquickly with the increasing block size. The RS codes are
(MBMS) for forward error correction [17] and digital videodeemed a less attractive solution for the problems at hand.
broadcast-handheld (DVB-H) systeris|[18]. The applicatibn  The term “block” in the block-wise product code (BW-PC)
Raptor codes to binary-input memoryless symmetric channef [[7] is not to be confused with the term “block” in the
in a fixed-rate setting has also been studied in [19], [20]. typical description of the NAND block structure. To avoid
In this paper, we specifically consider 1) off-line recovergmbiguity, the block of bits captured in the intersectiofiooa
of contaminated pages and 2) real-time page error correctiand column codewords will also be referred to as symbol in
both based on concatenation of BCH-Raptor codes. In curréhit paper, although the context will usually make the idtsh
NAND flash memory systems, reading and writing are done @neanings clear.
a page by page basis. Each page contains several kilo byteShe paper is organized as follows. In Sectidn Il we briefly
while each NAND block is made up of 128 to 256 pageseview Raptor codes. In Sectignllll we describe the Raptor-
In our proposed off-line page recovery mode, each pagecisde-based off-line page recovery scheme. The detailed en-
divided into several words. A large number of such wordsoding and decoding algorithms of the Raptor code used
from all pages within the given NAND block forms a Raptoin the page recovery mode are described and the error rate
codeword with each word corresponding to one or more Rapis#rformance is evaluated. In Sectionl IV the second concate-
symbols. In the proposed setting, several Raptor symbsts ahated Raptor code geared for real-time page error correistio
form an inner BCH codeword. In this setting, the Raptor cod#iscussed. It is shown that the channel is effectively cade
attempt to clean up erasures that may arise as a result of fitegn a binary symmetric channel (BSC) to a symbol-erasure
inner decoding failure. With typical code system parangetechannel via the use of the inner BW-PC. The error rate
chosen, a significant number of uncorrectable pages wittperformance for the BW-PC and Raptor decoding is also
a block can be recovered with a very small extra codirgvaluated in this section. Finally, we conclude our work in
overhead. Section V.
In some of current advanced NAND flash memory systems,
extra protection for the contaminated pages that cannot be Il. BACKGROUND
corrected by the deployed ECC (due to e.g. physical damages _
or wear in the block of data written overtime) is done via- Fountain Codes
the redundant arrays of inexpensive disks (RAID) architext Fountain codes are a type of erasure codes first proposed for
based on the distribution of data and its parity across aévemulti-cast network communicationis| [9], [10]. Given a sarc
NAND chips [21], [22]. However, RAID systems require adata consisting of¢ symbols (frequently referred to as packets
high level of redundancy in storing parity. In contrast, p®a in the fountain code literature), the encoder of a fountain
code applied to the whole NAND block provides protectionode produces a stream of output symbols, each of which is
against failed pages with a very small extra coding overhegdnerated independently as some linear combination of the
while allowing for efficient encoding and decoding. The maisource symbols with the linear mapping chosen anew each
challenge in our use of the Raptor code in the page recovéime in a pseudo-random fashion. It is possible to recover
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the original K symbols from any set ofV = K(1 + ¢) is basically a quick overview of the algorithms given in][15]
received symbols with high probability (at least- 1/K¢), [16].

where ¢ is a constant. The number of encoded packets is

not fixed beforehand and transmission typically continuéshcoding process

until all receivers (in the multi-cast mode) recover all sy There are basically two steps in the encoding process.
symbols. An encoder potentially generating an endlesarstreThe first step is to generate sondeintermediate symbols

of packets in all directions until all receivers are satifiefrom the source symbols. Let us assume that the code length
conjures up the image of a fountain, hence the name fount&n/N. Let m denote the vector of. intermediate symbols
codes. Also, this class of codes is often referred to asesgeland lett = [z7 s”]7 wherez is a vector of (S + H)
since the number of encoded packets is not fixed before thgro symbols and is a vector of X' source symbols with
transmission, which in the context of traditional error toh ( )7 indicating transpose. Them and t are related by
coding is to say that the code rate is not predetermined. At,,.m = t, where A,,. is an L x L matrix over GF(2)

the transmitter and the receiver resides the same generatod L = K + S + H. Here, the firs(S + H) rows of A,
matrix for the linear mappings of the source symbols to thiescribe the relationship among the intermediate symbls a
transmitted packets. When the coded packets or symbols e last/X' rows contain connection information between the
transmitted, the receiver throws out the erased symbols dntermediate symbols and source symbols, consistent Wih t
reduces the generator matrix accordingly before decodiag ”esigned degree distribution. Hence, the intermediatéowec

original source symbols. m can be produced as:
From the complexity view point, to encode each symbol
requireskK’/2 symbol additions; since a total &f ~ K coded m = A;}et. (1)

symbols are transmitted, encoding complexity can be de- . : . .
scribed ask (K/2). A conceptually simple decoding strategy Once the intermediate symbols are determined, then in the

would be to perform a matrix inversion and, using Gaussi{nercrc;?;isiﬁp; dlé pzstil:jngg}m Sm?;llsisa; Aifn:cfi?n;)ry the
elimination, this will cost abouf® symbol additions. LT Y

Luby transform (LT) codes represent the first practical re" atrix with M = N—K. The LT generator matrix can produce

alization of fountain code$[23]. LT codes use the Iow—dtynsiany number of parity symbols according to
generator matrix (LDGM) and message-passing decoding to r =Gprm, )
avoid direct matrix inversion. With a careful choice of the )
node degree distributions in the code’s factor graph, itfess 2"d the coded vectar can be written as
shown that the LT decoder can recover Allsource symbols c=Am=[z7 s 7T A3)
with small coding redundancy. However, a significant draw-
back remains: namely, the average node degrégis In K), where A
which does not quite allow linear-time encoding/decoding. A= [ Pm} : (4)

Raptor code< [8], an extension of LT codes, are designed to Grr
achieve linear-time encoding/decoding. Raptor codes eynpHere, we note that is known to both the encoder and the
an outer code concatenated with a weakened LT code whitécoder and the value @ff is selected to be sufficiently large
has a significantly low average node degree. An LT code with compensate for possible loss of encoded symbols in the
a lower average node degree is normally problematic sinceannel.
there exists a significant probability that a source symbay m
not be connected to clean received symbols in the factohgrapecoding process
a situation that leads to decoding failure. But in Raptorespd ~ After the coded vector (excluding the first + H zeros
these unconnected source symbols can be corrected by an agtsbols) is transmitted through the channel, decoding also
code with a very small coding redundancy. Overall, Raptoonsists of two basic steps - the first step for finding therinte
codes can achieve nearly linear-time encoding/decoding amediate symbols and the second step for recovering thedcerase
has been proved to be asymptotically dstends to infinity) symbols using the original generator matAx Let us assume
capacity-achieving on a binary erasure channel (BEC) withathatc’ is the vector of successfully received symbols followed
any channel information at the transmitter or at the receivby a length-§'+ H) all-zero vector, N’ is its length andA’ is
[al. the reduced generator matrix obtained fréxrby eliminating
the rows corresponding to the erased symbols. Therefage, th
success of decoding depends on whethém = ¢’ can be
solved or not. If the intermediate symbol vectar can be

A fountain code can also be viewed as a regular lineabtained via matrix inversion, then in the second step the
block code which can be represented by a generator matexased symbols af can be reproduced using and m.
This view facilitates exposition of the encoding and deongdi
processes of Raptor codes. We specifically describe ergodiatrix Inversion and Inactivation Decoding
and decoding of the R10 code, which is a systematic codeDecoding and encoding of Raptor code amount to solving
and allows simple evaluation of the error rate performance fthe equationsA’'m = ¢’ and Am = t, respectively, as
low erasure-rate channels. The description in this sulmsectdescribed above. To obtaim from ¢/, Gaussian elimination

B. Raptor Encoding and Decoding
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(GE) can be performed. Efficient decoding algorithms have
been suggested for this in [17].J15] and an improved imple- :

mentation of maximum-likelihood (ML) decoding algorithm -
ECC word 16

Page 1

Page 2

ECC word 10 || ECC word 11 | e

has also been presented inl[12] to solve the same problem. ECC word ¢

These algorithms are different mainly in their ordering lod t . .

rows for Gaussian elimination, but they all give the same . .

result. The objective is to turd’ into an identity matrix by
.. ECC word ECC word ECC word ECC word Page 256
row exchanges, column exchanges and row additions. 2041 2042 2043
The decoding algorithm can also be described byteif 1Block

propagation (BP) decoding[[R],[[24],[125]. In the case of the Additonal
erasure channel, the BP algorithm is best described in terms e o eagii
of the “decoding graph” corresponding to the relationship Fer
between the received coded symbols and the intermedigfg 1. Raptor Codes in NAND flash memory for the block recgvg¥s=1,
symbols. This is a bipartite graph between thintermediate p=256,w=8)

symbols and theéV’ received encoded symbols. Note that the

BP algorithm for general LT or Raptor codes can be described

: 1) findi d -1 ded bol, 2) deliveri . . .
[26] as: 1) finding a degree-1 encoded symbol, 2) ewermgg information word length. Any linear block codes such

the value of the chosen encoded symbol to the connect
source symbol (or intermediate symbol in the case of a Rap the LDPC, BC_H code and Re_ed-SoIomon (RS) CQdeS can
e used as the inner code. While the error detection code

code), 3) exclusive-ORing the given values to all the endod .
general allows a high overall code rate, the erasure rate

symbols adjacent to the selected source (or intermedial )th ted ch | b velv hiah. |
symbol and 4) eliminating all edges emanating from thg the converted channel can be excessively high. in our

source (or intermediate) symbol. The steps 1) though 4) %rwgestigation, inner ECCs with a reasonably high rate have

performed iteratively until there remain no unrecoveraarse roven to be a better choice. Our discussion in this papér wil

(or intermediate) symbols or there is no degree-1 encodff?&us on the use of inner ECCs.

symbol left in the graph. In comparison, in the decoding We will specifically use the BCH ches as inner codes. We
algorithm geared to the R10 code, the decoding process2RSume that one NAND block consists pfpages and one
effectively allowed to continue even if there is no degreefd29€ containsu inner codewords. We also assume that each
encoded symbol in the graph via a special procedure callg@deword of the inner BCH code exactly contaiNs source
inactivation decoding [15]. This can be envisioned as allowingSYMbols of the Raptor code. Figl 1 shows an example of the
the BP algorithm to continue by removing (or inactivatingji@Ptor code applied to page recovery when= 1, p = 256
certain edges and nodes even after the BP algorithm gets sig@d @ = 8. Let K be the number of inner ECC codewords
in the conventional graph. Once BP decoding halts, a simpfe@ne block (i.e.K” = wp), and the total size of the Raptor
linear system of equations arises according to the inaetiva Parity symbols be equal to that of — K inner codewords.
notes and edges; if there exists a solution, then the whdg€ Raptor codeword containsV coded bits corresponding
intermediate symbols can be recovered. It can be shown tfaf/ information bits, and there exist; N Raptor symbols
decoding is possible overall whenever the reduced matfix cOnsisting of ;K source symbols andV (N — K) parity

is full rank. Assuming a matrix size af, solving it requires Symbols. In the overall decoding procesg, symbols are
exclusive-OR operations in the order @f. Thus, if ¢ is in declared as erasures whenever the inner decoder fails, and
the order ofv'K, then the computational cost can be said ithe Raptor decoder then attempts to recover the erasedesourc
be linear ink. The R10 code of [15] is actually designed t¢YMPOIS.

satisfy this condition, requiring)(K) symbol additions for

overall decoding.

A. Encoding and Decoding Algorithm

Ill. RAPTOR CODE IN BLOCK RECOVERY As mentioned earlier, the NAND block size is in the order

In this section, we introduce a Raptor-code-based codfmega bytes, and direct encoding and decoding of a Raptor
catenation scheme where each codeword of the inner caggle of this size are not feasible due to the required memory
encompasses several Raptor symbols. In this setting tive enpuffer size. To this end, we devise an efficient algorithm
NAND block of flash memory cells become a single Raptorhich uses only small buffers for the encoding and decoding
codeword. The channel model of NAND flash is assumed pgocesses. The key idea is that the lookup table of eaclyparit
be a BSC in this paper since all decoding is based on hagymbol can be pre-calculated in the form of the positionaect
decision inputs. The overall code construction for the pemal  which contains the addresses of the required source symbols
scheme along with detailed encoding and decoding algosithit® generate the given parity symbol. Likewise in the propose
are described, and the error rate performance is evaluateddecoding process, the look-up tables for the erased symbols

The simplest way to convert a BSC to a packet-erasudéclared after inner decoding also are pre-calculated en th
channel is to use an existing:, k) inner error detection or forms of the position vectors of the required received syisibo
correction code, where, is the codeword length and is In the encoding process, as the input data stream gets to the
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Inner
Encoder

NAND blocK] the required source symbols are exclusive-ORed
to calculate each parity symbol according to the pre-catedl

look-up table. In decoding, if the recovery mode is invokgd b Raptor ... V\',me Buffer

the corrupted words or pages, only the required symbols are - Memorv Cell
read to recover the erased symbols. This is possible because Recovery Y
the parity symbols and the erased symbols are simple modulo Decoder

sums of known sets of the source symbols and the encoded

symbols, respectively. We note that the look-up tables dfypa Inner

| Decoder
symbols are pre-calculated only once and used repeatedly,
but the look-up tables of erased symbols need be calculated - Data
according to the positions of the erasures. . »  Control Signal &

The look-up table of the erased symbols can be obtained Address Information

in the proposed quOding process as. follows. DeCOding Oﬁ:@ 2. Overall System Diagram for the Raptor encoder andaksc
Raptor code basically consists of solving

A'm=c (5)
for m and then regenerating the erased symbol usingnd €liminating s, the equationA’m = ¢’ becomes[(8) reduces
A as described in the subsection 1I-B. To solik (5), Gaussih

elimination should be performed which turAs into the form (1) é 2 1 m 51
of an identity matrix by row exchanges, column exchanges and 0100 M2l _ s 9
row additions. Whenever two rows &€’ are exchanged, the 100 1 m3 53

my ™

corresponding symbols af’ are also exchanged, and when
two columns ofA’ are exchanged, the corresponding symbols T4 gptain the look-up table for the erased source syrahol
of m are also exchanged. When th¢h row of A’ is added Gayssjan elimination is executed which turA$ in (@) into

to the j-th row, thei-th symbol ofc’ is also added to thg-th 4 jdentity matrix by row/column exchanges as well as row
symbol. This process can be traced by multiplying the idgntizqditions. The transformed equalfym’ = Pc’ is now
matrix to right side of[(b):

A'm = Iy.c (6) 1 0 0 07 [me 0010 s1

and then transforming6), through Gaussian elimination, t 0100 mal 1010 52
, , O O 1 O mq 1 O 1 1 S3

I;m’' = Pc (1) 00 0 1| |ms 111 1 1

(10)
The intermediate symbols can be expressethas= p1c/,
my4 = p2c’ and so on. To recovey,, we go back to[{8) to find
that s, is sum ofms andm,. Hence,s, is now reconstructed
as(pz + pa)c’ and the corresponding look-up tablgds001],
indicating that the second and fifth encoded symbols are used
JQgrecover the given symbol.

Note that the off-line recovery mode is invoked only in

symbol corresponding to thgth coded symbol be the binarythe presence of uncorrectable inner codewords. Thg overall
vectorb® with the -th component® ; set to ‘1’ when thei-th §ystem diagram of the Raptor encoder and decoder is shown

received symbol is necessary to recover the erased symiidfig-2. For the case where each word protected by the inner
and to ‘0’ otherwise. code within a block is a single Raptor symbol (i€, = 1),

Let us consider a specific example where the equali@e overall encoding and decoding steps are summarized as

wherem’ is the reordered intermediate symbol vector. Then,
m}, thei-th symbol ofm’ can be written ap;c’, wherep; is
a row vector corresponding to thieh row of P. The erasure
symbols can finally be reconstructed fram= Am.

Let the look-up table for the-th parity symbol beb?
with the I-th component; , set to ‘1’ when thel-th source
symbol is necessary to génerate the given parity symbol,
to ‘0’ otherwise. Likewise, let the look-up table for the sed

Am = c is given by: follows:
01 0 1 - $1 Encoding process
1
101 mo 52 1. Before the data is written into the NAND flash memory
0100 ms =] % (8) cells, the Raptor encoder generates the look-up tatlsﬁes
001l my 54 fork =1,2,..., N — K) and then stores them, in the write
ool " buffer.

where the last source symbe| represents the sole parity 2. While the data is being written into the memory cells, for

symbol. Assume that, is erased in the channel. Then, after thel-th incoming wordi¥;,
a) the write buffer checks i} , is ‘1’ for all k.

INotice that although our exposition encourages visuatinadf coding on b) if true. the parity symboPk’ (initially set to all zeros)
the entire physical NAND block, our scheme actually emplimggcal blocks . d ’d f bei lusive-ORed
so that codewords may not necessarily come from a commorigahy$AND is updated after being exclusive-ORed with.

block. ) repeat steps a) and b) for allalues.
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3. When thej-th word of a given NAND block is updated, written, the updated parity symbols are then written in the
the write buffer updates the appropriate parity words tlash memory cells. Note that SRAM is not needed for all
exclusive-ORing them with the new word. physical blocks; the number of parity symbol sets that need

Decoding process be maintair_1ed in SRAM is the same as the maximum number

of parallel input streams handled by NAND flash.

1. While reading the data from the memory cells, if uncor- o . .
rectable errors occur which cannot be recovered by thez) When data writing is suspended for the given block with

inner codes, the recovery buffer marks them as the erasSRiy a portion of NAND block filled up, the calculated parity

words, and saves their positions. The position informatio} mbols can b_e written to NAND flash memory right away, or
for the erasure words are delivered to the Raptor deco y are held in SRAM until the block gets filled up later on.
2. For each erasure wotd; in positionj, the look-up table e former method can reduce the use of SRAM, but when

be is generated and delivered to the recovery buffer. the rest of the data are written in the block, the writtentyari

3. V\J/hen the off-line recovery mode is invoked, necessaf%mbms should be updated, which would mean invalidating

words are read from the memory cells and cleaned ¢ pages that cctnnéaflln tEe existing parity symbols. T.?'Slwo% |
using the inner decoder. For the resultiath word 1;, cause more wasted flash memory space as new parity symools

e . must be written onto new physical pages. The latter approach
a) the recovery buffer checks&f ; is ‘1" for all j. . .
b) if true, E, is exclusive-ORed wittV;. on the other hand, can avoid the waste of space, but SRAM is

4. After all erased symbolg; are recovered, they are writtenreq.Uirecj to house the par?ty symbollsets for all .unfilltlaq '?”DC
to new logical memory cell locations. whlch would not bg practically feaS|_bIe. In reality, a juidies
mix of two strategies would be desirable.
af?? When some pages of the block are updated, new data
ust be written to new physical pages and the out of date

recover the corrupted words which cannot be recovered pgges are declared invalid. In this case, to update theyparit

the inner codes. By utilizing the pre-calculated look-uples, : . :
- . . : . _’'_symbols, the invalid pages and the current parity symbols
efficient encoding and decoding are possible without diyect o L
. . S ould be read. In the use of RAIDs, this is also an inevitable
handling a block of data, the size of which is in the order g .
roblem. To reduce the cost of parity update, methods such as

mega bytes, making direct encoding and decoding pragtic artial Parity Cache (PPQ)[22] and Flash-aware Redundancy
infeasible. Here, we should point out that the proposedraehe :

) . S —Array (FRA) [27] have been proposed, which can also be
requires re-writable memory for maintaining and Updatmgmployed for our purposes here

parity symbols as well as extra memory to store the Iook-upIn SSDs, the concept dfternal paralldlism is built-in to

tables for encoding and decoding. But in our proposed SySt?r%rease the bandwidth of reading and writing. In an SSDhflas

setting, the parity portion in a block represents a very kmal )
percentage of the block and the size of the look-up tables {gemory chip packages are connected to the controller-throug
Raptor decoding isV x N bits, whereNy is the number of multiple channels, and each flash memory package includes

erased symbols, which should be negligible compared to t%" or more chips. Eac_h chip can be sel_ecte_d individually
size of one block. and perform a read, write or erase operation independently.

We have also examined required computation complexit HFnce, when there exist 16 channels and 4 chips per package,
d P piexity or example, the internal parallelism degree will be 64 and

Raptor decoding in the proposed recovery mode. It is known . : . .
that decoding complexity ak” Raptor symbols require3(K) V{Pﬁ me}X|tmhum numb%r ofr':he patrt|all)1 f'”?: bIocIt:IS Wlllé)ed@.b

smbol addions 1, In he proposed scheme, trere i3 %1 1S PLobosed s e e probies ek
additional computation burden to construct the look-upesb ) ), ptor parity

- ) . . . symbol sets that need be maintained in SRAM is 64 times the
requiring a total OD(K.\/E) binary additions. Since the slz€ size of the Raptor parity symbol. This would mean that the
of the Raptor symbol in the proposed recovery scheme is’in ~ . R .
the order of 1KB, when the number of source symbols is d quired SRAM buffer size is less than 2.6 MB, assuming that

: e block size is 2MB and the Raptor code has a 2% coding

to 8000, the additional amount of computation can be rotho\//erhead

estimated as hundreds of symbol additions. This represents . . .
y b Before ending this subsection, we remark that because the

increase in the overall computation by less than 2% of that ) .
required for original Raptor decoding proposed block recovery method actually deals with logical

blocks rather than physical blocks, the idea may be utilized
Practical Data-Management Issues for recovery of data stored across multiple NAND chips,
Recall that the proposed scheme is applied to logical block®mewhat akin to RAID. The potential issue that needs be
When one logical block is written, data in this block isarefully addressed here, however, is that the size of thekbl
typically distributed to multiple physical blocks. In thé&e- needs be large enough to ensure the efficiency of the Raptor
nario, some problems arise. These problems and their pesstbde, which may lead to system-level challenges for hagdlin
solutions are described as follows. long decoding latency.
1) While data is written, parity symbols should be updated
repeatedly. Thus, before the writing of one block of data is )
finished, the corresponding parity symbols are maintaimed B. Performance Evaluation
a rewritable memory, which we assume to be static randomRecall that one inner codeword cove¥s Raptor symbols
access memory (SRAM). After one block of data is completebxactly, K is the number of inner codewords in a block, and

The proposed recovery scheme based on Raptor codes ¢
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the bit size of N — K inner codewords are the same as that fc
the N (N — K) parity symbols. The failure rate of the Raptol
decoder, given that the number of the failed inner coes
is i and N, - i erasure symbols are produced, is given by

P(E;y|Ng = i) = min{1, 2~ (Ne(N=K)=N.-i)} (11)

making use of the expression developedin [15]. The R10 co
has performance close to that of a random binary founte
code. So, when the receiver collects(= S + R) symbols
except the erased symbols, whetds the number of source
symbols to be decoded, the probabilitydecoding failure of
the R10 code is roughlg—%, which is also the probability
that aC by S random binary matrix is full rank. Thenin
function is used because whéhis less than 0 the decoding
failure rate is 1.

When the(n, k, t) BCH code is used, the erasure probabilit
of the inner code can be obtained by

Pg=1-)

i<t

Conditional probability of decoding fail

number of page errors

Fig. 3. Conditional probability of Raptor decoding failuge&zen the number

n ) ) of bad pages in a block for the 7 codes specified in TAble Id9oles are

pet (1 —pe)" " (12) for the codes with a 2.34% overhead'y(, C2, and C) while dashed lines

t correspond to the codes with a 1.56% overhe@d, (Cs), and dotted lines
) ] are for the codes with a 1.17% overhedd; (C~).
where p. is the raw bit error rate (BER). Then the error
probability Pr of the proposed concatenated codes is the
probability of the events that decoding fails in the Raptor ) )
code (eveniZ;) or any miss correction occurs over the whol§even Raptor codesC{ — C7) with the parameters given
words in the block (evenE,). It can be easily shown that. in Table[l. With the extra coding overhead defined as the
satisfies: ratio of the number of Raptor parity pages to the number of

source pages, the overheads of 2.34%, 1.56% and 1.17% mean

additional 6, 4 and 3 pages for Raptor parity, respectively.

Pr For the chosen code parameter selections, the analytical
= P{E\ or Es} = P{E\}+ P{E,} results for the Raptor decoding failure rate are summarized
=K K in Fig.[3. ForC1, Cy andCs, which utilize a 2.34% overhead,
=Y P(Ey|[Ng=i)P(Ng =i)+1—(1—P,.) the performance curves are shown in solid lines, and for the
i:;( codes utilizing a 1.56% overhead'{, Cs) performances are

represented by dashed lines. Given the same overhead, as

is increased, the decoding performance improves since the
Raptor codes can utilize more parity symbols. Egt which

(13) use Ny = 4 and a 2.34% overhead, the Raptor decoder can

. . . ..recover the block for up to 5 failed pages with conditional
whereP,. is the undetected error (miss correction) probablhtg . . " 10 .
. . . . Iy ecoding failure rates of better thaf®—'°. For codes with
of the inner ECC. Hence, if the miss-correction probabaityl . . .
o the sameN, but with smaller coding overhead€j, with a
the erasure probability of the ECC are known, then the err?r . S . .
. .56% overhead, can achieve conditional decoding faikatesr
rate performance can be predicted.
Equation [[IB) clearly confirms that to achieve a low de-
coding failure rate for the Raptor code, the miss correction TABLE |
probability of the inner code should be low and the number
of parity symbols of Raptor codes should be sufficientlyetaargDiffe“?‘tf;/t Raptt)oq Ssde Paramettertf] with dtiﬁerePtR sy;nbobsizgnld nL_Jtrr?.bers A
. i . . parity sympols./Ng represents the numpoer O aptor sympnols witnhin eac
To satisfy bOth CF)I’IdItIOI’_]S with a high code rate, a |arq ner codeword of length 1 KB. SS and PS denote source syrabdlparity
enough data size is required. One NAND block contains dajanbols, respectively. The overhead of 2.34% means adelti® pages are
in the order of mega bytes, satisfying both conditions wheiged as the parity pages; the overhead of 1.56% and 1.17% 4nead 3

the Raptor code is applied for block recovery. parity pages, respectively.

i

7

K )PEZ(l — Pp)K = min{1, 2~ Ws(N=K)=No-i)y
=1
+ K : Puea

For the system performance, we have checked the probabitases]| N; | No. of SSs| Symbol size| No. of PSs| Overhead
ity of decoding failure in Raptor decoding conditioned on a gl ; iggg 1}2KKBB ;‘2 ggigf
i 2 . (0]
variable nu_mber of uncorrectat_)Ie pages. We assume that or:.@3 > 7096 17 KE o2 156%
block consists of 256 pages with each page having 8 KB of¢, 2 2096 12 KB 78 T17%
user data corresponding to 8 inner codewords of size 1KBCs 4 8192 1/4 KB 192 2.34%
each. In this setting, varyingy/s from 1 to 4, and the Raptor __¢¢ 4 8192 1/4 KB 128 1.56%
g, varying’s P 7 8192 174 KB 96 T17%

coding overhead from 1.17% to 2.34%, we have designee——
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below 10~ up to 3 corrupted pages ard;, with a 1.17% k' blocks

g;/elghielaéd, can correct 2 pages with a conditional failure rat B, B, Bl,kf R
% Bz,l Bz,z Bz,kf Rzr
Q

IV. RAPTORCODES WITHBLOCK-WISE PRODUCT CODES fk : ., :
= L] . L ]

In this section, the second Raptor-based concatenation -
scheme designed for page error correction during the normal ka,l ka,z ka,kf ka
read mode is discussed. The proposed scheme uses the BW- R R cte R,

PC of [7] as the inner code to declare erasure for the shared
bits among failed row codes and column codes after innl%l 4 Stucture of BW-PC
decoding. The overall code structure and the code parameter

selection process are described. Performance analysig alo

with simulation results are provided. o )
For each row ofk? blocks, parity bits for a binary BCH

code are computed taking the correspondiffig 5 bits as the
A. Code Structure message bits, and these parity bits form the symBgIs Fig.

The BW-PC consists of row and column constituent codBs Binary BCH codes for the columns are also constructed in
that share multiple coded bits in their intersectiofls [T. ithe same fashion. The oyerall code rate is the product.of two
this sense, this code can be viewed as a generalizationCBfle rates%%’_ wheref is the message length of the inner
the conventional row-column product code where every pdiV-PC which is equal @fgl‘??”B and is the corresponding
of row and column codes shares one bit. The advantagec@deword length which is given by kg + kP me +kZme.
the block-sharing is that for a fixed-size two-dimensional For decoding, the component row-column BCH decoders
array, larger (and thus stronger) row and column codes dagrform iterative hard-decision decoding first. Each romeo
be employed. The disadvantage is that when a given pairggnent code is decoded via normal_hard-decision BCH decod-
row-column codes fail to decode, error locations can only Had (€-g., Berlekamp-Massey decoding). The columns desode
identified down to the shared block of the failed row angre then executed taking the hard decisions generated by
column. The work of[[7] has shown that with iterative hardthe row decoders, completing one round of hard-decision
decision decoding, an error floor appears in the mid-to—lo\ﬁ?rat'o'ﬁ- Iteration continues until all the errors are corrected,
BER region due to dominant error events. [ [7], this err@' an additional round d_oes not correct the remaining errors
floor has been lowered significantly by iterative reliaiit In the latter case, decoding failure is declared and erdagee
based decoding, with the reliability information acquitesed are applied to all symbols that reside in the intersectinghs
on memory-sensing via multiple reads. In this work, wef the failed row a_nd column codes. Raptor decoding is then
instead apply an outer Raptor code to lower the error flokecuted as explained [ TI-B.
without resorting to multiple reads.

For the BW-PC, binary BCH codes are considered @ Code Design
component codes. Let the codeword length, message length

and error-correcting capability of the row and column codes we assume a page S'Z_GiQOf 8 KBs and the target.page error
be characterized byn, , kv, t,) and (1o, ke, t.), respectively rate (PER) is set below0~*%. The overall code rate is set to
Let B. . denote a block of shared bits between thibr row  0-93- Given the user data 6f= 2'¢ bits, we set out to choose

1,3

code andj-th column code. Letg be its size in bits, which reasonable values for the six parameters; k., k., ¢, t. and

is a key design parameter. This block of bits act as one

or more (V;) Raptor symbols in our setting. See FIg. 4. First, recall that for the Raptor code the decoding error

The symbolsR; and R¢ represent the blocks of parity bitsprobability depends on the number of parity symbols. Given

for the corresponding row and column binary BCH codeg?e fairly high-code-rate requirement of practical NANDsfia

respectively. Letn, andm. be the respective parity |engthsmemories, to realize the full performance potential of Rapt

of the row and the column codes such that = n, — k, and codes, a large number of Raptor symbols are necessary per
e = — ke Raptor codeword. We shall only consider Raptor codes with
c — C c

When one block is used as one Raptor symbol (Vg=1) at least 1000 symbols. This sets the limit on the size of the
at the outer encoder, for everi{ source symbols Knp Rapttlnr Sg;fnl;?l: n?]melyi’lB f: k/.N r?hould be (Ijekss thanllor
source bits) N — K Raptor parity symbols are first generate(‘j:’qua t0 64. After the value fors Is chosen:, andk. as we

as described in SectidnIIFB. The resultimg;-bit symbols 25 tr apd tc are cho§en. to provide strong enough innt_—:‘r ECC
are then arranged into &5-row by kP-column array such protection while satisfying the overall code rate requieein
" c

that k2 (k) is k,/np (ke/np, respectively). When\; is of 0.93 with a comfortable margin. Finallys is chosen that
greaterr thzfm one,rthe nu?nber’s of source symbols aznd paﬁ ures the final target PER while meeting the overall code
symbols of the outer Raptor code increase XN and rate R of 0.93.

N;i(N — k), respectively. Also, each block; ; containsN; 2Variations are possible on iteration scheduling as well mghe imple-
Raptor symbols of.5/N; bits each. mentation of hard decision feedback between the row-coldewoders.
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Of the various codes that have been constructed and ex-the i - j particular selected row and column codes fail to
amined, we include two representative cases in Téflle tlecode.
Each intersection contain§; Raptor symbols. Increasinyy; The probability of the most dominant event;, for exam-
ensures reliable Raptor decoding performance, but the aumple, is given by
of the source symbolsN;K) should also not exceed 8192, n
the source size of the employed R10 code.represents the P, =kZ x kP Z Z Z ( B) ( ) ( )
combination of a weak inner code with a strong outer code ne=0n5=0ng=0 \ 't "3/ (16)
while Cy exemplifies that of a strong inner code with a weak PE”S (1- Pe)nB+mT+mrne g,

outer code. .
wheren§, n§, and n§ are the number of errors in message

block B; ; intersected by a pair of failed row and column

C. Performance Analysis and Evaluation codes, the number of errors in the parity bidgkin the failed

The analysis of decoding failure can be carried out Bpw code, and the number of errors in the parity bldekin
obtaining the probability distribution of the number of sed the failed column code, respectively. Als@, = n§ + n§ +n§
symbols in hard-decision iteration decoding of BW-PCs. Wend S is the condition for the decoding failure event :t1)<
make use of the analysis given in [7] for the BW-PC failurg&{ + n5 and 2)t. < n{ + n.
rate in arriving at an expression for the final Raptor decoder!n this paper, we have evaluate#;; for (i,j) =
failure rate. (1,1),(1,2),(2,1),(2,2),(3,1),(1,3). Adding more terms

To briefly summarize the analysis 61 [7], let; be the error did not increase the overall decoding failure rate for the-BW
event corresponding to the failure ofows andj columns and PC. Now, the failure rate of Raptor decoding, denoted by
let P, ; denote the corresponding error event probability. TheRRaptor, CaN be obtained as

the decoding failure probability’» of the inner BW-PC can I=N
be expressed as follows: Praptor = Z P(Ey|Ng =1)P(Ng =1)
=1
Pp = ZP,J, (14) kB kP - 17)
z ]) = Z Z [mln{l, 27Ni(N7K71.j)} . B,j:|
with ==t

where Ng denotes the number of erasure blocks, which is

P, :( ) ( ) Z Z Z Z Z equal to the total number of intersections among the failed

Mm0n3=0  MinyeOna =0  np =0 columns and rows. _ _ _
me m. The results of the analysis as well as simulations are
Z . Z ("B> <"B) . < "B > summarized in Fig$]5 ahd 6. In each figure, the curve labeled
na =0 ns —0 N1/ \N2 Tixj by ‘Sim’ represents the simulated PERs right after hard-
m, mo\ (m. m. decision iteration decoding is done for the inner BW-PC. The
( ) ( ) ( ) ( ) curves labeled P, ;’ are the results of evaluating _([L5) for
Moy N np, ng;

/N . the corresponding error events. Finally, the curve labéled
P (1 — P,)nertdtimetimemn® g ‘ Praptor’ is the analysis result corresponding fo](17). It can be
(15)  seen that in each figure, the simulation results for the BW-PC
where P, is the average raw BERy1, na, ..., nix; are the decoding closely followsP; ; in the floor region, indicating
numbers of errors in the individual mtersectlons of théefdi that the performance is dominated by the event.
row and column codesy,, is the number of errors in the  Generally speaking, when the inner BW-PC gets strong (as
parity block R7, in the failed row codesi(= 1,2, ...,4); ng, characterized by long codewords and/or low code rates), the
is the number of errors in the parity blodk in the failed probability of dominant error events tend to stay low and
column codeg = 1,2,...,7); n® is the total number of errors the PER curve drops quickly to the error floor. The overall
in thei x j intersections plus row parity blocks ang column performance indicated byPra,.-, however, also depends
parity blocks, i.e.n* le] ng + Zz 1 Moy + Z -1 M8, strongly on the strength of the Raptor code (which improves
14 is the indicator function which is ‘1’ if and only if the with increasing number of redundant Raptor symhwlsV,
event A is true; andS represents the condition that everyongnd/or decreasing size of the symbao}).
For example(’; in Fig.[3 consists of a weak inner BW-PC
TABLE I code and a strong outer Raptor code. In comparison@4tbf
Fig.[H, which combines a strong inner code with a weak outer
The parameters of Raptor code/BW-PC combinations: the mavaalumn code, it can be seen that tie; curves forC are substantially
e et o oy e P er, while the overall performance Curso. appears
codes isN; x N,. considerably better witld’;. This is due to the powerful outer
code of C; correcting the dominant errors that remain after

Overall codes][[ ng | N; | Row code [ Column code[ N . .
inner decoding.
C1 14 | T | (996,966,3) | (996,966,3) | 58 . . .
o 56 | 4 | (2026,1960,6)| (1970,1904.6) 7 Would C; then be a reasonable code, given its superior

Praptor curve that stays well below the target PER at all raw
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Fig. 5. PER simulation and dominant error probability of Ragodes with Fig. 7. Miss-correction probability (PER.) and decoding failure proba-

BW-PC C1 bility (PERgw _pc) of an example BW-PC code with weak components
codes with and without decoding sphere reduction (frier@ to 2 for each
component code). R is the bound of decoding failure probability of BW-PC

o obtained in[(1¥).

correction probability curve forms a floor due to the occur-

10 rences of some dominant events, as the raw BER is allowed

3 RN to improve. Specifically, as the channel noise drops and thus
o —&—Sm 0 Tl the corresponding raw BER reduces down to a particular yalue
o ol _‘_:ZRaplor BT 0 | dominant miss-correction events appear as errors detéegted
el P; e the first component code but not by the second. Let us call
e p1:2 these eventbalf detected errors.
0Py, 2) The onset of the floor in the miss-correction rate curve
0%y P occurs at the same raw BER value as the onset of the floor for
CAPa SN the simulated page error rate for the iterative inner deapdi
. a5 : Pye é""v 25 . 5 1 Note that the onset of the floor in the PER curve marks the
raw BER « 107 occurrence of the dominaat ; events. In addition, the onset

of the floor in the miss-correction rate corresponding to a
Fig. 6. PER simulation and dominant error probability of Raodes with reduced decoding sphere (the motivation for which is to be
BW-PC C2 given shortly) also coincides with that of the PER.
Fig. [@ shows the simulated decoding failure rates or the
PERs after inner iterative decoding as well as the simulated
BER values as seen in F{g. 5? Unfortunately, the answer tumages of the miss-correction events (denoted by RERT an
out to be negative, since there were too many miss-correctiexample BW-PC code with relatively weak components codes
errors (i.e., decoding to a valid but incorrect codeword) olgiven by (1057,1024,3) and (1057,1024,3) with = 16. We
served after inner decoding is done, implying that in thisecaobserved that both the decoding failure rate and the miss-
the analysis predicted by (117) is not reliable. This is due morrection rate start to get dominated by respective paatic
the fact that inC, the weak component codes are prone tevents as the raw BER reduces dowrBtdx 10~3. Also seen
miss-correction. in Fig. [ is the PER,. corresponding to a case where the
The finding that the analytical tool established Iy](17@ecoding sphere is reduced from= 3 to ¢t = 2. The PER
may be unreliable in certain cases obviously raises a seri@@rresponding to the reduced decoding sphere is increased
concern regarding the credibility of the low error rate gail only slightly (thus nearly indistinguishable in the figure)
of (I7). In hopes of getting around this issue, for variousin relative to the PER corresponding to the original decoding
code parameters, we checked via simulation for the presesplere set ta = 3. On the other hand, it can be seen that
of any miss-correction events in all row and column code#)e miss-correction rate for the reduced decoding sphere is
using relative weak component codes for which Monte-Carlmproved dramatically.
simulation is feasible with reasonable computer time. Here A reduced decoding sphere provides a means to alleviate
we could observe two important trends: the miss-correction issue during inner code decoding. If a
1) After hard-decision-iterative decoding is done, the snishalf detected error event is indicated after the inner BW-PC
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decoding is completed, a simple strategy is to go back to t
inner decoding stage and run the decoders again with a rédu
decoding sphere. As the simulation results indicate, this w
typically decrease the miss-correction rate by a subsiant
amount while affecting the decoding failure rate of the aller
code very little.

The trends about the onset of the floor and the dominance
particular events have been observed consistently ovarugar

10

107

107 ¢

107

10°

11

T
— PER
= PER
= = = PER

BW-PC

mc

BW-PC

-H=- PERmc(reduced)

(redcued)

BW-PC codes with relatively weak component codes. If th
trend is true for the stronger component codes used,irfor
example, then we can safely conclude that the miss-coorect w0l
rate of the inner code is suppressed to a negligible levabusi
reduced-sphere inner decoding. In Hig. 8, simulation tesu 107
for Cy's decoding failure probability (PER) and inner miss .

correction probability (PER.) with and without decoding 10 5 a : : : : : :
sphere reduction (from= 6 to 5) are summarized. The dottec

portions of the PER.. curves represent extrapolation under the
assumption that the onset of the floor does not appear ufiél- 8. Miss-correctionlprobabili;y (PER:) anq decoding failure_probability
the PER curve is dominated by the, events. This onset (gt s code i and witout decoding sphere reducion (10
is observed at the raw BER of 3303, as indicated by a for PER,.. based on the assumption that the onset of the error floorideinc
vertical line segment. As the page miss-correction ratehies between PER and PER..

below 10~12, the overall target page error rate, we can start

to ignore miss-correction events at the inner decoding had 1

10710 L

overall code performance will be accurately estimated Bj.(1 10° ﬁ-ﬁm*

We have already seen thB%,t.- Of C2 in Fig.[8 roughly " ‘%i*; .. |
meets the target PER af~'? at the raw BER of 3.3102. RA Yy
This, combined with the conjecture made in Hiy. 8 that tt 10| h\P\A,AV\ \‘ 1
miss-correction rate at inner decoding also falls below!?, . )1 » ‘\A ‘z»v haN
indicates that the”, code achieves an acceptable page err  *° [ \‘ 1
rate for raw BERs as high as %30~2. We again remark & 167 4 A Voo
that this conjecture is based on observing that for relgtive “ 5 > N ‘—‘7 M
weak components codes of various BW-PC inner codes tt 10"} EYRRY '\A Vo
allow decoding simulation with reasonable computer tirhe, t L LK ke aon LA
onset of the floor for the miss-correction rate curves for tt ' [ | =p--2uksBcH Voy
original and reduced decoding spheres coincide with that 1 ,ou| | T3 0oeen S \a
the decoding failure rate curve for the hard-decision fiega = 8x1KB LDPC (2bits)

inner decoding.
We finally note that when the page size increases and tt

5 4 3
raw BER

even stronger inner component codes can be employed, the
problem associated with miss-correction at inner decodifg. 9. PERs for long BCH codes with different codeword siaed LDPC

; ; ; odes with limited-precision sensing. PERs of LDPC codethinhigh-rate
wil natura”y dlsappear. The current trend in NAND ﬂaSHr:egion are evaluated by Monte-Carlo simulation using 1KBPDcodes and

system design is to employ increasingly large page formatgrespond to the probability that any of the 8 LDPC codes givan page
which tends to boost system throughput in many a.ppli(;a.tiof@@f.6 Linear extrapolation (in log-log scale) is used tdaob the PERs below

including mobile devices. The proposed concatenationrsehe '’

would provide an even more attractive ECC option in these

applications.

all corresponding to a code rate of roughly 0.93. Also ineliid

are the simulation results for a quasi-cyclic (QC) LDPC code

[28]-[30] with a length of 8249 bits and a variable node
To compare PER performance of the proposed system witegree of 5, a check node degree of 73 and a sub-array size of

the conventional ECC schemes, we consider the BCH codesl@B. The progressive-edge-growth (PEG) algorithniof [31] i

various lengths as well as an LDPC code of length 1 KB. Thesed to generate the particular parity check matrix. The CDP

results are summarized in F[d. 9. For BCH codes with lengtdecoder uses the scaled min-sum algorithmi [32]] [33] based

1KB - 8 KB, the corresponding word error rates have beem 1-bit and 2-bit input quantization. The quantizationelev

computed and then weighted by factors 8-1, respectively, ace found based on maximization of mutual informatioh [5].

account for the different codeword sizes in evaluating tBRP Full internal log-likelihood ratio (LLR) quantization issed

The codes are specifically (8808, 8192, 44), (17614, 1638dr decoding with a maximum of 50 iterations.

82), (35232, 32768, 154) and (70534, 65536, 294) BCH codesBy comparing the raw BER values the given codes can

D. Performance Comparison with Other Codes
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tolerate in achieving the0—'2 PER, it can be seen that theperformance potentials for the BCH-Raptor concatenation
proposed scheme gives superior performance relative to etave been demonstrated. The suggested schemes both assume
the most powerful BCH code of length 8 KB. Compared to thieard-decision sensing of memory cells, and the inner code’s
LDPC code (the low rate performance of which has been basgetoder convert the hard-decision input/output storagerél
on extrapolation assuming no error floor exists), the pregosinto a packet-erasure channel for the outer Raptor decAder.
scheme’s performance is comparable to that of LDPC cod#icient table-look-up-based encoding/decoding alparihas
with 2 bit input-quantization, which would require 3 read®een suggested for block recovery that takes advantage of th
(3 different sensing levels). For higher level quantizatithe unique feature of the storage channel, namely, that theiglata
LDPC code will obviously outperform the propose scheme thstored in the channel medium for the receiver to access it at
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