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Abstract—Wireless power transfer (WPT) technology provides
a cost-effective solution to achieve sustainable energy [ly
in wireless networks, where WPT-enabled energy nodes (ENS)
can charge wireless devices (WDs) remotely without interrption
to the use. However, in a heterogeneous WPT network with
distributed ENs and WDs, some WDs may quickly deplete their
batteries due to the lack of timely wireless power supply by
the ENSs, thus resulting in short network operating lifetime
In this paper, we exploit frequency diversity in a broadband
WPT network and study the distributed charging control by
ENs to maximize network lifetime. In particular, we propose a
practical voting-based distributed charging control framework

where each WD simply estimates the broadband channel, casts

for networks consisting of a large number of battery-powere
WDs or operating under some special application scenarios,
e.g., sensors embedded in building structure. Given gnnhg
battery capacity constraints, minimizing energy consuompt
to prolong the WD operating lifetime is one critical design
objective in battery-powered wireless systems. Using -wire
less communication networks for example, various energy-
conservation schemes have been proposed, e.g., via ttansmi
power management, energy-aware medium access control and
routing selection, and device clustering, etc [1]-[3].

The recent advance of wireless power transfer (WPT) tech-

its vote(s) for some strong sub-channel(s) and sends to thenglogy provides an attractive alternative solution to powe

ENs along with its battery state information, based on which
the ENs independently allocate their transmit power over tte
sub-channels without the need of centralized control. Unde
this framework, we aim to design lifetime-maximizing power
allocation and efficient voting-based feedback methods. Vaards
this end, we first derive the general expression of the expesd
lifetime of a WPT network and draw the general design principes
for lifetime-maximizing charging control. Based on the andysis,
we then propose a distributed charging control protocol wih
voting-based feedback, where the power allocated to sub-ahnels
at each EN is a function of the weighted sum vote received
from all WDs. Besides, the number of votes cast by a WD and
the weight of each vote are related to its current battery stee.
Simulation results show that the proposed distributed chaging
control protocol could significantly increase the network Ifetime
under stringent transmit power constraint in a broadband WPT
network. Reciprocally, it also consumes lower transmit powr to
achieve nearly-perpetual network operation.

Index Terms—Wireless power transfer, distributed charging
control, network lifetime, broadband network.

|I. INTRODUCTION

WDs over the air[[4]+[0], where WDs can harvest energy
remotely from the radio frequency (RF) signals radiated by
the dedicated energy nodes (ENs). Currently, with a trahsmi
power of3 watts, tens of microwattsu{V) RF power can be
transferred to a distance of several m ich is sufficient

to power the activities of many low-power devices, such as
sensors and RF identification (RFID) tags. Besides, WPT
is fully controllable in its transmit power, waveforms, and
occupied time/frequency resource blocks, thus can beyeasil
adjusted in real-time to meet the energy demand of WDs. Its
application can significantly improve the system perforoan
and reduce the operating cost of a battery-powered wireless
network. Due to the short operating range of WPT, a WPT
network often needs to deplaoyultiple ENs that are distributed

in a target area to reduce the power transfer distance to the
WDs within. Meanwhile, for radiation safety concern, ddnse
deployed ENs are also necessary to reduce the individual
transmit power of each EN for satisfying the equivalent
isotropically radiated power (EIRP) requirement enforbgd
spectrum regulating authorities| [4]. In light of this, weidy

The limited battery capacity is a major hurdle to then this paper the charging control for multiple distributedls
development of modern wireless technology. Frequent devig \WWPT networks.

battery outage not only disrupts the normal operation ofind The application of WPT also brings in a fundamental

vidual wireless devices (WDs), but also significantly delgs

shift of design principle in energy-constrained wirelegs-s

the overall network performance, e.g., the sensing acguragms. Instead of being utterly energy-conservative ineloit

of a wireless sensor network. Conventional wireless systeowered systems, one can now prolong the device lifetime
require frequent recharging/replacement of the depletdd bang meanwhile optimize the system performance by balancing
teries manually, which is costly and inconvenient espbcialkhe energy harvested and consumed. For point-to-poinggner
transfer, many techniques have been proposed to enhance the
efficiency of WPT through, e.g., multi-antenna beamforming
technique, WPT-tailored channel training/feedback, aretgy
transmitting/receiving antenna and circuit designs [[13}

From a network-level perspective, efficient methods have
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also been proposed to optimize both the long-term network casts its vote(s) for some strong sub-channel(s) and
placement (see e.gl [14], [15]) and real-time wireless re- sends to the ENs along with its battery state, based on
source allocation (see e.g., [16]22]) in WPT networks for  which each EN allocates its transmit power over the sub-
optimizing the communication performance. Among them, channels independently. The proposed feedback method

one effective method is to exploit thsequency diversity is low in complexity and applicable to practical WDs
of multi-path fading channels in a broadband netwark [19]- (e.g., RFID tags) only with simple baseband processing
[22]. This is achievable by transmitting multiple energyg-si capability. Under the proposed framework, we study

nals on parallel frequency sub-channels that are sepaatted lifetime-maximizing CSI feedback and transmit power
least by the channel coherence bandwidth. Intuitively, one allocation designs.
can maximize the energy transfer efficiency in a point-to- « We derive the general expression of the expected lifetime
point frequency-selective channel by allocating all traits achieved by a charging control method in WPT networks,
power to the strongest sub-channel. However, in the general which shows that a lifetime-maximizing charging control
case with multiple ENs and WDs with different sub-channel should be able to achieve a balance between the energy
gains between each pair of EN and WD, there is a trade-off efficiency, user fairness and the induced energy cost of
between ENs’ energy efficiency and WDs' power balance in WPT. Some general principles are derived to guide the
the transmit power allocation over frequency. design of practical charging control method, e.g., the user
In this paper, we aim to optimize the transmit power priority-based charging scheduling.
allocation over frequency and time in a multi-EN and multi- « Based on the analysis, we propose practical power alloca-
WD broadband WPT network to maximize the network oper- tion algorithm with the considered voting-based CSlI feed-
ating lifetime, which is a key performance metric of energy- back. Specifically, the power allocated to a sub-channel
constrained networks defined as the duration until a fixed is a function of the weighted sum vote received from all
number of WDs plunge into energy outage. A closely related WDs, while the number of votes cast by a WD and the
topic is the design of lifetime-maximizing user scheduling  weight of each vote are related to its current energy level.

in conventional battery-powered communication netwogs [ Several effective power allocation functions are proposed
[3] in the sense that the user scheduling determines the user For practical implementation, we also discuss the setting
priority to consume energy (transmit data), while the chayg of function parameters to maximize the network lifetime

control problem considered in this paper determines the use in practical systems.

priority to harvest more energy. Nonetheless, their design

differ significantly for two main reasons. On one hand, wpThe network lifetime performance of the proposed disteolut

to a particular WD will not cause detrimental co-channd&harging control methods is then evaluated through simula-
interference to the others as in wireless information treigs tions under different setups. We show that the proposedgoti
sion (WIT), but can instead be exploited to boost the energFSEd charging control can effectively extend the network
harvesting performance of all WD5 [23]. On the other han fetime. Interestingly, we find that allocating all the misamit

the optimal power allocation to optimize the performance gower of each EN to the best sub-channel that receives the
WPT and WIT is fundamentally different. Using a poim_tohighest vote achieves superior performance compared & oth
point frequency-selective channel for example, the energyPWer allocation methods. In fact, this is consistent with
optimal solution for WPT allocates power only to the strastgeth® energy-optimal power allocation solution in pointgtoint
sub-channel, while the rate-optimal solution for WIT is th&€quency-selective broadband channel, i.e., a spectsl oé

well-known water-filling power allocation over more thaneonthe multi-EN and multi-WD system considered in this paper.
strong sub-channels in general[24]. A related work in [25] designs an interesting energy auction

Another important objective of this paper is to design afechanism among the WDs in WPT networks to control the
efficient feedback mechanism in WPT networks. As shown ff@nsmit power and shows the existence of an equilibrium.
[15], to maximize the network lifetime, it is important fane However, it only considers energy transfer on a narrowband
ENSs to have the knowledge of both channel state informati6Rannel instead of the frequency-selective broadbandneian
(CSI) and battery state information (BSI), i.e., the reaiduconsidered in this paper. Besides, the WDs are assumedselfis
battery levels of WDs. Specifically, the knowledge of th8Y hature and intend to harvest more energy. In our paper,
strong sub-channels can boost the energy transfer efficierftowever, we consider the WDs working collaboratively to
and the knowledge of those close-to-outage WDs can hé@ghieve a common objective, e.g., monitoring the tempezatu
avoid their energy outage by timely charging. In practic®f an area, such that a WD is not aimed to maximize its own
transmitting CSI and BSI feedbacks may consume non-trivia@rvested energy at the cost of reducing the lifetime of the
amount of energy of the WDs and leave less time for wphole network.

Therefore, efficient CSI/BSI feedback is needed to maximizeThe rest of this paper is organized as follows. We first
the net energy gain, i.e., the energy gain obtained from mq@yeesent in Section Il a voting-based distributed charging
refined charging control less by the feedback energy cost. control framework and and the key performance metric. In

Our main contributions in this paper are as follows. Section Ill, we analyze the expected network lifetime and

« We propose a voting-based distributed charging contrdérive the lifetime-maximizing design principles of wiesb

framework for broadband WPT networks. Specificalljgharging control. The detailed designs of power allocagind
each WD simply estimates the frequency sub-channelsedback mechanism are presented in Section IV. In Section
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V, simulation results are presented to evaluate the pegoom
of the proposed charging control methods. Finally, the pape
is concluded in Section VI.

harvesting circuit

Communication
circuit

II. SYSTEM MODEL
A. Channel Model

g

As shown in Fig[L, we consider a broadband WPT network, WD3
where M ENs are connected to stable power sources and e (sensor)
broadcast RF energy to powéf distributed WDs. The total Transmission time allocation
bandwidth of the system and the channel coherence bandwidtT x5 wos T Whe = En s = Whs
are denoted byD and 2, respectively, withD > Q. For Channel training | Channel feedback Wireless energy transfer
simplicity, we assume thdd can be divided by2 to form N £ L e ——
D/Q parallel channels. To achieve full frequency diversity Sub-channel frequency allocation
gain N for each EN, each channel is further divided iritb ﬂ S|2 o B S'} e P glz e P _('2 2}

sub-channels each for one of thé ENs. TheN sub-channels
allocated to the-th EN are denoted b, i — 1,--- , M, on Fig. 1 An example system model of a broadband WPT-enabled
which the EN can transmit narrowband energy signals. Af"SO" network, along with the transmission block time calfion

. . . nd sub-channel allocation among the ENSs.
example channel assignment is shown in [Flg. 1, where tﬁe
adjacent sub-channels allocated to the same EN are saparate
by €, thus the energy signals transmitted by i EN to a carrier frequency, which is assumed to be equal for all the
WD experience independent fading over tNesub-channels. gyp-channels.
Besides, the sub-channels of different ENs are also assumegten, the ik WDs feed back the channel gains to all the

to be independent due to sufficient spatial separations. WRis in the nexta,T time, which can be achieved either
further assume that the wireless channels experience bloglng orthogonal time slots or frequency bands. Conveation
fading, where the sub-channel gains remain constant incRannel feedback procedure requires each WD to encode and
tr_ansmission block of lengtfi” and vary independently over ynodulate theM N real channel gains, and send to the ENs.
different blocks. _ _ This, however, can be costly to the WDs due to some of
For each WD, a single antenna is used for both energiye energy harvested consumed on channel feedback, or even
harvesting and communication in a time-division-duplexininfeasible due to the lack of adequate baseband processing
(TDD) manner (see WD1 in Figl 1). In particular, the commusapapility of some simple energy-harvesting WDs. In light o
nication circuit is used for channel estimation, i.e., /&I08 this, we consider a practical voting-based feedback méstman
pilot signals sent by the ENs and sending channel feedbacksto shown in Figll2. Specifically, each WD, say fhéh WD,
the ENs. Besides, each WD may have a functional circuit B‘Pmply estimates the received power levels of eV sub-
perform specific tasks, e.g., target sensing in Eig. 1. Fer thhannels, selects the, strongest sub-channels, ranks them in
k-th WD, the energy harvesting circuit converts the receivedqescending order based on the channel gains, and braadcast
RF signal to DC energy and store in a rechargeable battghé indices of the ordered!, sub-channels, denoted by,
of capacityC, to power the communication and functionatg the A/ ENs. The rank of sub-channgle WL is denoted
circuits. On the other hand, each single-antenna EN also Ry, € {1,---,n}. Notice that the value ofi is a
a similar TDD circuit structure (see EN1 in Fig. 1) to switchjesign’ parameter to be specified later, which can be varying
between energy transfer and communication with the WDsj, gifferent transmission block and across different WDst F
each EN, it observes the feedbacks from all ke WDs,
B. CSI and BSI Feedback denoted byW! £ {W}, ... , Wi }. The channel feedback
mechanism can be analogously considered as a voting system

At the beginning of thé-th transmission block,= 1,2, - - -, ] f
the M ENSs broadcast pilot signals simultaneously to the WDﬂs1at thek-th elector (WD) castsy;, ranked votesor the M

) : : o ) ..~ candidates (sub-channels).
in a1 T time duration. Specifically, theth EN transmits pilot . .
signals on theN sub-channels ir€;, i = 1,--- , M. Upon Let X; denote the residual energy of theth WD at the

receiving the pilot signals, each Wbfirst estimates thé/ N er.‘d.O”'th bIOCk’E’lc denpte the amount of energy consumed
sub-channel gains denot'ed by, j—1 MN. Eor the within the block, including the energy spent on performing
Y j! - ’. o ) .

sub-channels i&; allocated to the-th EN, we assume that theCSI feedback. For simplicity, we assume that the energy

channel gains from the EN to theth WD follow a general consumptlon_ rate is constant within each _block_, so that the
o ; . energy level increases/decreases monotonically in eaxdk bl
distribution with the equal mean given by

Then, the residual energy at the end of thé block is

E[RL ]=Bd 0, Yje&, 1=1,2,--, 1
[k"J] ﬁl"k J (3) X,i:min{maX(X,i_l—E,lc—i-Qfe,O),Ck}, 1=1,2,--+,

whered, ,, denotes the distance between tith EN and thek- (2)
th WD, ¢ > 2 denotes the path-loss exponent, ahdenotes where X? denotes the initial energy level. In this papéf,
a positive parameter related to the antenna gain and sigisahssumed to follow a general distribution with an average



Y Y C. Transmit Power Allocation

BN alying e
TN == With both BSI B!) and CSI ') feedbacks, the ENs
//// ,A—”’:t\:\"f::~\/:/ \\ allocate transmit power over the broadband channel in a
o) ” o oI ‘*® dls_trlbuted manner Wlthout the need of centralized control
A A A It is worth mentioning that, although energy _tranefer can
[ENT | EN2 | ENI | EN2 | ENI | EN2 | ENI | En2 | be performed on a narrow band, we exploit in this paper
sc1 S = sca SCs SCo sC7 SCs the frequency diversity gain in a multi-user environment to
X - _ 7 PR N , achieve more efficient and reliable energy transfer viasiman
AN 7\\/\ \\\////’h ol power allocation over multiple sub-channels. Besides, grow
/l@\\ /@/(?/@ ::«1\\ / N allocation is only performed by the ENs to enhance the WPT

Rank of the SC \*//,j/ ~7  RankoftheSC  performance. The communications between the WDs and the

voted by WDI e T_-Vmedby "P2 ENs are only for exchanging feedbacks and control signals fo
WDl WPT, where no transmit power allocation for data transraissi
WL ={3,4,7,1} = {4,8,2,6} is considered.
Thei-th EN, for instance, allocates its transmit power on the
Sub-channel Sub-channel assigned sub-channefs, denoted by{ P/, Vj € &}, where
gains of WDI gains ofWh2 each EN has a total transmit power constraig. . P! =
12345678 12345678 Py, i =1,--- M, Il = 1,2,---. In general, the power

Fig. 2: lllustration of a voting-based channel feedback naggsm. 2allocated by thei-th EN to the j-th sub-channel in the-
Each of the WDs select$ strongest sub-channels (SCs) and serid transmission block can be expressed as a function of the
their indices with ranks to the ENs. available BSI and CSI:

Pl=fB W), je& 1=12,--. ()
consumption rat&[EL] = 1, T, VI. In particular, we assume
we 2 G + fp, where i, > 0 and i; > 0 denote
the energy consumption unrelated and related to the ene
harvesting performance, respectively. For instance, Sibs
can perform transmit power control and CSI feedback ratg)l — n(1—ay —ay) T - ZZWNPlhk]? k=1,--- K, (4)
variation adaptive to the instantaneous energy harvesdigg
In this paper, we only consider the impact of CSI feedbaskheren € (0,1] is a fixed parameter denoting the energy
W! to the WPT-related energy consumption raig and do harvesting efficiency and assumed equal for all WDs.
not consider other device energy management methods, e.g.,
transmit power control and device hibernation.

The design of power allocation functiofi in (@) will be
p%'gpussed in detail in Section IV. Accordingly, the receive
ergy by thek-th WD in thel-th transmission block is

D. Performance Metric

For simplicity, we assume that all the WDs have the sameThe output voltage of a battery decreases with the residual
battery capacity, i.e.C, = C, Vk, and the battery capacity energy level. We say aenergy outageccurs if the remaining
[0,C] is divided intoI intervals specified by the thresholdsnergy level of a WD is below a certain threshold, such
{bo, b1, ,br_1,br}, whereby = 0, b; = C andb; < b; if that normal device operation could not be maintained. Once a
i < j. We useB. to denote the battery state of WiDat the device is in energy outage, it is assumed to enter hibematio
end of thel-th transmission block, where the WD s referred tthode and become inactive. Given the initial battery level
as in ther-th battery state, i.eB., = r, if the residual energy X° = [X{,---, X%], network lifetimeis defined as the
Xk € (by—1,b], 7 =1,---,I. We assume that the WDs feedduration untilK out of the K WDs are in energy outage, such
back B.'s using a separate channel other than the one ugbdt a network function achieved collectively by the WDs
for WPT. The ENs can keep a record on the battery statesfails. For instance, the data reported by a sensor network is
the WDs, so that a WD only needs to broadcast a one-bitrustworthy when more thai' — K sensors function properly,
information indicating the change of battery state (to adowand considered unreliable otherwise. However, the network
or higher state) in theth transmission block. In this paper, welifetime performance for the generd > 1 case is often
assume that all the WDs work collaboratively, such that eaahalytically intractable due to the combinatorial natuféhe
WD will report its true BSI to allow the ENs to make propeWDs' operations. Like many previous studies on network
charging decisions to extend the network lifetime. In tlises  lifetime (see e.g.,[[3]), we perform the analysis of chaggin
the ENs have the knowledge of battery states of all the WDsaaintrol method for a special case &f = 1, i.e., a network
the beginning of thé-th transmission block, which is denotedeaches its lifetime as long as any WD is in outage. We will
by Bl = {B{',--- ,Bi¢'}, 1 = 1,2,---, and B) denotes show by simulations later that a good design for the case of
the initial battery state of WL. In practlce the one-bit BSI K = 1 also yields superior network lifetime performance for
feedback is much infrequent than the CSI feedback, e.ge onhe general cases d€ > 1. For the simplicity of illustration,
several minutes versus several seconds, and has much Vessassume thati® = 0, Vk, throughout this paper. Then,
information to transmit, especially whdnis small. Therefore, the WDs are different only by their channel and energy
we neglect the energy cost on BSI feedback in this paper. consumption distributions.



Given the locations of the ENs and WDs, we could se (a) Battery dynamics
from (2) and [(#) that the harvested energy of the WDs, thi ‘ o o ‘
the network lifetime, is directly related to the transmites 1o1r ’ *__Approximation
allocation strategyP! = [P}, ---, P}, \] over M N frequency 1=.,a'ﬂfm\\ e g SR
sub-channels and time blo¢k= 1,2, - - -. Meanwhile, we also ool o M\«f
notice from [[1) that the network lifetime is closely relatet ‘ ‘ ‘
to the locations of the ENs. In particular, the placeme ' 10 20 30 40 50 60 70 8 90 100
optimization of ENs has been studied in wireless powert Heration number
communication networks where the locations of the WDs a
fixed [15]. In fact, the designs of transmit power allocatiom
EN placement are complementary to each other in differe
time-scales. That is, EN placement is designed in a large-tin
scale to deal with wireless signal path loss, while transn
power allocation is performed in a small time-scale to ada
to wireless channel fading and battery storage variatiothik
paper, we assume that the placement of the ENs is given ¢

focus on the design of lifetime-maximizing charging cohtrg-ig 3. Accuracy of the approximated battery dynamics. Theré

Actual battery dynamics

Normalized battey level

3% 10 (b) Modeling error
T T

—+—E[E]=10"C|

—o—E[E]=10""C

Normalized modeling error

15 2 25 3 35 4 4.5 5
EIQVEIE]

method over channel and battery dynamics. (a) above: the actual v.s. apProximated battery dynamictefk-
th WD whenE[Q}] = 1.5E[EL] and E[EL] = 1073C; (b) below:
I1l. EXPECTEDLIFETIME OF WPT NETWORKS the modeling error of net energy harvesting rate normalegainst

. . . . E[E}] under differen[Q},] /E[E} ] ratios. Here, boti@},’s and E},'s
In this section, we analyze the impact of a charging contrg}e ]f.]i.d. exponential V[grﬁ%e[s %r: 1,2, i §

policy to the operating lifetime of WPT networks, defined as

the duration until one of the WDs is in energy outage. In

particular, we denotd.,, as the expected network lifetime overcharged battery cannot harvest any energy in the
achieved by a charging policy, which specifies the trans- following transmission blocks until the energy level drops
mit power allocation at each EN and in each transmission below the capacity at the end of a block.

block, and thus determines the harvested ene@y for The first modification overestimates the energy consumption
k=1,--,Kandl =1,2,---. As a good charging policy jn the last transmission block before the network reactes it
should perform consistently regardless of the EN transnifetime, which has marginal effect on the modeling accyrac
power constraint?. To avoid trivial results, we assume thakg the energy consumed within a transmission block is much
Fy is sufficiently small, such that the expected network lifeti  smaller than the battery capacity. For the second modificati
is finite regardless of the charging policy used, i.e., it has little impact to those WDs whose energy harvestingsrat

maximize L,, < oo, (5) ae smaller than or equal to the consumption ral§&){] <

S E[EL]), e.g., WDs far away from the ENs, as they are rarely

where 7 is the set of all feasible policies that satover-charged. Instead, it will impact the battery dynamics
isfy the transmit power constraints. That is, the total e®f close-to-EN WDs withE[Q!] > E[E}]. Specifically, it
ergy harvesting rate of all the WDs is always lowepverestimates the energy harvested in a transmission block
than the total charging-independent consumption rate, i.@hen a WD reaches its capacity, while it also underestimates
ZkK:lE[ch/T] < Zszl f,. In fact, simulation results in the energy harvested in the future blocks before the energy
Section V find that a charging poliay that achieves a longer level drops below the capacity. To better visualize the alver
L, under a smallP, also requires lower transmit power toimpact, we show in Figl13(a) the actual and approximated
achieve nearly-perpetual network operation (ile,,is a very battery levels over time for a WD witR[Q},] = 1.5E[E}] and
large number). Therefore, the study of a lifetime-maximizi E[E}] = 10~2C. Besides, we also plot in Figl 3(b) the average
charging policy under finite network lifetime assumptioscal modeling error in the sense of net energy harvested. We can
has important implication in practical system designs witpee that the approximated battery dynamic in general over-

higher transmit power. estimates the actual battery level. In particular, the rfinge
error is less thai®.3% under different setups, indicating that
A. Wireless Charging as Repeated Bets the modified model can well approximate the actual energy

o . ._harvesting process in the long term.
The exact battery dynamic ihl(2) complicates the analysis o‘? . e .
yay ni(2) P y With the two modifications above, we could eliminate the

network lifetime because of the max/min operators, yeirfgil dmi tors iRl(2) and the battery d ]
to provide extra insight into charging policy design. To ttaep max and min operators | (2) and express the battery dynamics
R& a simple random process as follows

the essence of the battery dynamics, we make the followi
modifications: XM =xl-EL+Q., 1=0,1,---, (6)
« the residual energy of a WD at the end of a transmission
block could be negative when an energy outage occuréhere z
« the energy level could be higher than the battery ca- ch _ {O, X 2 G, @)
pacity at the end of a transmission block, but such an QL, otherwise



and @\, is given in [1). In this case, the network fails as longvhere 1, is an indicator function that equalsif X! > C

as X! <0 for any k. Notice that both!, and E!, are related and0 otherwise. This completes the proof. |

to the control policyy in use, e.g., adaptive CSI feedback Then, the following Martingale Stopping Theorem |[26]

affects E!. For the simplicity of exposition, we do not usecould be used to derive the expected network lifetime.

different notations to indicate th&}, and E!. are achieved by ~ Proposition 1 (Martingale Stopping Theorem)Let

a specific policyy in the following discussions. {Z,;,!1 > 0} be a Martingale and?V a stopping time that
Equivalently, the wireless charging process could be modepends only on the value &;. If E [|z,ZV|} < 0, Vk, then

eled as a group betting process with thieWDs as gamblers. E [Zy] = E [Z].

In particular, X}, is the balance of gamblér, who repeatedly  In our problem,J¥ corresponds to the number of bets until

bets with a casino wittE}, as the income an@), as the loss X}V <0 for someZ}”. Based on Proposition, we have

in the -th bet. The bet starts with each gambleholding X ? K K K

initial balance_, and stops once a gambler’s balancg becomes E ZZI? = ng -F Z zV

zero or negative. Then, the stopping time of the bet is aleo th 1 1 1

network lifetime of the WPT network. Evidently, it is not a K K ©)
fair bet because the average income and loss of each bet are =E Z XV +E ZYkW
not equal in general, i.eE[EL] # E[Q!] for eachl. In the k=1 k=1

following, we construct a fair game and derive the expected

A K 0 A K w
network lifetime using thélartingale stopping time theorem -€t €0 = k=1 zp ande, = E {Zk:l X (l denote the
[26]. initial total energy and the expected total residual energgn

outage occurs, we have

B. Expected Network Lifetime K
. . . . co—¢er=E Z YkW (10)
The key idea of constructing a fair bet is to compensate
the gamblers in each bet. We define a random proZess ) ) h=1 ;
(Zt,ZL, - ,Z}(], 1=0,1,--, with Z,i _ X}zc + Ykz, and We considerN mdepe_ndent_ e_xperlments of the repeated
betting process, wherd' is sufficiently large. By the law of
0, =0, large numbers, it holds that
Vi= V' +E[EL|B]-E[Q}|B'], 1>0X"<C, N K K
v/ '+ E[EL| B, 1>0,X7'>C. — w; w
® Jim Z; ; vV S E I;Yk , (11)

Here, E [Q), | B'] denotes the average amount of energy

received by the:-th WD in thel-th transmission block given Where W is the stopping time of the-th experiment. By
that the WDs are in energy statd®' at the beginning of Substituting [(B) into [(111), the LHS of{11) can be further

the transmission block, where the average is taken over figPressed as

realizations of wireless channel fading of all the sub-cieds 1 LK W
in the I-th transmission block. Similarlyg [E} | B'] denotes Am >y
the average amount of energy consumed by thin WD i=1 k=1
conditioned on the current battery states. In particulgr, K 1 Wi " .
: 7, il
could be considered as the cumulative compensation given :Z{]\/lgnooﬁ > E [Ek |B } (12)
to the gamblerk at the end of thel-th bet, where it is k=1 Ni:Ml/lzl
compensated fofE [E. | B'| — E [Q! | B']) in a bet if its .1 - c il il
balance is belowC in the previous bet and [E} | B!] _ngnooﬁz (1-13)E {Qk B } ,
otherwise. The following result shows that the random psece ==t
Z, is a Martingale. where the superscript of {E;’l, }j,B“} denotes the

Lemma 1:The random proces&Z;,! > 0} is a Martingale,
or equivalently the bet is a fair.

Proof: To prove Lemmal, we need to show that for allit
satisfies 1 [Z}] < oo, Vk and 2)E[Z;1|Z; =z, -+ ,Z1 =
z1] = z; [26]. Condition1) holds from the implicit assumption

corresponding value in theth experiment1$, denotes an
indicator function that equalg if X,i > (' in the i-th
experiment and) otherwise. In particular, the first term in
the RHS of [IR) can be equivalently written as

that the number of bets is finite. For conditi2); we have for IR E il | i
eachk m Z ZE [Ek | B ,z}
i=1 =1
Ezl+lzlzzl7._.7zozzo . ; )
z[+kE [’Qlk E]Z | Bl} :10 kI}E [EL | B'] oy i Wi T D E [E’j | Bl’l} (13)
= % kL kL* k = Am N :
c 1 Rl 1 Rl Noee N Zfil Wi
+(1-1g) - (E[E | B'] —E[Q | BY]) 2 E[W]E[E],
=z + 15 (B [E; | B] - E[B] | BY]) + (1 - 15) ing ti
. N N o whereE [W] denotes the average stopping time, &} ]
(E[Q) - B | B +E[E} | B'] —-E[Q} | B']) denotes the mean energy consumption of WD a transmis-

=z, sion block averaged over all the realizations of batteriedBa



Similarly, the second term in the RHS ¢f{12) can be written However, maximizing energy efficiency does not translate
as to the low total residual energy. upon outage as required in
condition2). Intuitively, suppose that a tagged WD is close-to-
lim i Z (1 _ 110“0 E [QZZ Biwl} outage, maximizing the total energy received by the WDs may
N—yoo N £ & overlook the emergent energy requirement of the tagged WD,
vazl W, (Zij\il szz?i E {sz B“l} such that the large amount of energy harvested by the WDs

M=

of moderate/high energy levels will translate to higherif
SN Wi (14) the tagged WD dies out in the following transmission blocks

ZN Zwi 1C {Qi’l | B“} due to the low energy harvesting rate. Recall tEoﬁf:l Ap <
_ Li=l sl=1 Tk k Zszl ux holds, the average total residual energy of the WDs

vazl W; decreases as the time elapses. Therefore, to regutiee ENs

2 ) _ c should give priority to charging those close-to-outage WDs

= E[W] (E (@] —E [Q’“D ' avoid imminent energy outage, which in fact advocatesrgy

whereE [Qx] denotes the mean energy transferred to Ahe fairnessamong the WDs. The ideal case is for all the WDs to

th WD in a transmission block averaged over all the battetjain their batteries simultaneously right before outdge,
statesB, andE [Q{'| denotes the average amount of energy. = 0.

transferred to the-th WD, which, however, cannot_ be har- For the last condition, the charging control design only
vested by the WD because of battery over-charge, i.e.,ffattgffects ;1;,’'s through designing the CSI feedback mechanism
level is larger than or equal to the capacity. For the sinitglic {WL k=1,---,K} overtimel = 1,2, --. Evidently, there

of exposition, we denote;, = E [Qf] /E[Q4] as the portion s a design tradeoff in the amount of CSI feedback. In general

of energy unable to be harvested by theh WD. setting largem!’s, i.e., feeding back on more sub-channels,
By substituting [(IB) and_(14) int¢_(1L0), we have could allow the ENs to have a better estimation of the sub-

K channel conditions, and thus better power allocation detss
g0 — & = E[W] Z {E[Ey] — (1 —ax)E[Qx]}  (15) However, this also induces highenergy cosbn transmitting
k=1 the feedback signals, which can eventually offset the gnerg
Then, the expected waiting time conditioned @nis gain. Therefore, we need to carefully design CSI feedback to
maximize the net energy gains of the WDs.

E[L|eo] = E[WT] To sum up, a lifetime-maximizing charging control policy

_ €o —é&r should be able to balance between energy efficiency, farnes
Zszl E[Ex] /T — Zszl (1-—ar)E[Qx]/T  (16) and the induced energy cost. Specifically, it should follbe t
N €0 — &p design principles listed below to control the power trangie
- SE = (T —an) A a transmission block:
where ), and p;. denote respectively the average powerd® 2assign higher priority to charging WDs that are close-to-
transferred to and consumed by tieth WD. We notice outage, if any; and assign lower priority to charging WDs

that E[L|,] is always positive by assumption, as the total _ that are close-to-capacity, if any;
energy harvesting rate is smaller than the consumption ratd) Maximize the total amount of energy transferred to the
ie. ZK Ap < ZK i, < ZK Lk, WDs under the assigned priorities;

k=L R=L TR = k=t c) set proper amount of CSI feedback to maximize the net

i ) i energy gains for the WDs.
C. Charging Policy Analysis _ )
. o L . In practical WPT networks, the above mentioned terms, such
It is worth mentioning that the network lifetime expression . “close-to-outage” and “priority”, should be translated

n (18) assumes no specnjc setups_, €.g., Fhe number of ENSré’élistic design parameters depending on the specificrayste

wireless channel distribution, thus is apphc_ab_le to _anyeyal setups, such as channel coherence bandwidth, transmit powe

VYWPT _”etWOIT"- Tﬁ plr((j)longdthe network lifetime iL_{16), Jimit and user energy consumption rate. In the next sectien,

¢ argln.g policy S_ ould produce ~ apply the above design principles to study the transmit powe
1) high effective energy harvested by the WDs, i.egjocation problem under the voting-based charging céntro

K . . . .
Dok (1= ) Ag; framework introduced in Section I.
2) low total residual energy upon energy outage

3) low total energy consumption rathj,CK:1 k-

For condition1), the ENs should maximize thenergy effi- V. VOTING-BASED DISTRIBUTED WIRELESSCHARGING
ciencyof wireless energy transfer, i.e., the energy received by CONTROL

the WDs less by that wasted due to overcharging. Therefore,

a good charging policy should transfer as much energy adn this section, we propose a voting-based distributedgzhar
possible to the WDs given that their current batteries ameg control policy, which includes the methods to assign
not fully charged. This indicates that the ENs should assigveights to the votes, tally votes and allocate transmit powe
lower priority to transmit energy to the WDs that are closesver frequency. We also propose a low-complexity protocol
to-capacity. and discuss the practical design issues.



A. Weight Assignment of Votes B. Transmit Power Allocation

For convenience of exposition, we drop the supersdript Following the general design principles, there are mudtipl
in all notations as the index of the transmission block, andays to design the power allocation functighB,)V) in
focus on one particular transmission block. Recall thahea3), depending on the methods used to tally the votes and
EN ¢ is aware of the BSB and (partial) CShWV from the accordingly allocate the power over frequency. Here, we
voting-based feedback. Each ENcan tally the votes to the introduce two vote tallying methods and two power allogatio
sub-channels ig;, from which it can have a rough estimationrmethods, which can be combined to genedapower alloca-
of the EN-to-WD channel conditions and allocate the trahsntion functions. Specifically, the two vote tallying methcale
power. Intuitively, a sub-channel should be allocated withre given as follows first.
transmit power if it gets many high-ranked votes, because th 1y ynjversal Tallying:Each EN tallies all the votes cast by
indicates that larger total energy can be transferred td\tBs the WDs. Specifically, based on the weighting matrix

that share the same strong sub-channel (see pringipite W, each ENi can compute the weighted sum vote to
Section III.C). This implies that each vote should be weight the j-th sub-channel it€; as

by the rank of vote among all the votes cast by the WD.

Besides, to reflect on the design principlein Section III.C, K
the weight of a vote should be higher (or lower) if the WD v = Z 1[j € Wi| - W, R;,., J €&, (18)
casts the vote is close-to-outage (or close-to-capadyYor k=1

the principlec) in Section III.C, the number of votes cast by
each WD should be reduced (or increased) whenever energy
conservation is necessary (or not urgent).

From the above discussion, the weight assignment of the2
votes can be achieved through designing a weighting matrix
W e RY*/, where[ is the number of battery states ard
denotes the maximum number of votes any WD can cast, i.e.,
a WD can feed back at mogt channel indices. In particular,
the number of votes that a WB can cast in any transmission
block is determined by its current energy st&g Each entry
W, ; indicates the positive weight of a vote if a WD that casts
the vote is in the-th battery state and the vote is ranked the

whereR; ;. is the rank of sub-channglamong the votes
cast by WDk, and1[j € W;] is an indicator function
with valuel if j € Wy and0 otherwise.

Prioritized Tallying: In this case, among the WDs that
vote, each EN only tallies the votes cast by the WDs in
the lowest battery state, i.e., the WDs currently with the
highest priority. Suppose that among the WDs that cast
votes to the sub-channels &j, the WD(s) of the lowest
battery state is (are) in theg-th battery state, wherg
not necessarily equals Then, the weighted sum vote
to the j-th sub-channel is given as

j-th among all the votes cast by this WD. An example matrix K
W is shown as below, v; = Z 1By =p|-1[j € Wi|-Wg, r,,, J €&,
k=1
63 27 0 (19)
W — 21 9 0 17 wherel [By = p] is an indicator function with valué
o 6 3 1 (17) if Bx, = p and0 otherwise.
1 0 0

Furthermore, with either of the above two vote tallying
ethods, the following two power allocation strategies can

Here, we considef = 4 battery states, and assume that a W ;
e applied.

in energy state$1, 2,3, 4} feeds bacK 2, 2, 3,1} sub-channel . _
indices, respectively. Notice that some entries can be set al) Single-channel AllocationAllocate all the power to the

zero, e.g., W13 and Wy . With W given in [I7), the vote sub-channel that receives the highest weighted sum vote.
cast by WDk with rankr has a weight¥z, .. For instance, Specifically, the power allocated by thigh EN to the
a vote ranked thénd among the votes cast by the WDin j-th sub-channel is

battery stateB;, = 1 is assigned a weight/; o = 27.

We can see that the weight assignment method discussed Bo/N, v =0, Vle&,

above is consistent with the general design principles ofTWP P = { I, Juy > 0,1 € & andj = argmaxieg, U1,
control: the charging priority of a WD is achieved through 0, otherwise
assigning higher (lower) weight to its vote if the WD is in (20)

lower (higher) battery state; the charging efficiency is max where v; is given in [I8) or [(IP). The first case cor-
imized through assigning higher (lower) weight to the entry responds to the scenario that the sub-channels;in
in each row that corresponds to higher (lower) sub-channel receive no vote from the WDs. As theth EN has no
gains; while WDs in different battery states can balance the knowledge of the current wireless channel conditions, it
energy gain and cost through feeding back different number allocates equally the transmit power among ftiesub-

of channel indices. The value of the weighting mai¥& has channels in&;. Besides, if multiple sub-channels have
direct effect to the performance of the WPT network, which the same weighted sum votg, we randomly pick one
will be discussed in Section IV.C. For the moment, we assume and allocate all the transmit power to it.

that W is known by all the ENs and study the associated 2) Proportional Allocation:The transmit power of théth
transmit power allocation method in the next subsection. EN is allocated proportionally to the weighted sum vote



2) Each EN: sends pilot signals on it&V sub-channels

L  — |
S PR . in&,i=1,---,M. Then, each WDk, estimates its
o Y | f:» (1)Wn M]]V\[fj\s[ub-channel gains, denoted Byyj’s for j =
No change of o A - P .
oo : ] = ] 3) Each WD k selects theJp, strongest sub-channels
o " 7 E from the M N sub-channels by orderin@,m-, j =
A =,E A L. ,JV_[N, where Jpg, is the nu_mb(_ar of non-zero
581 feedback 1 Channel gain stimation entries in theB-th row of the weighting matrixW.
“Ta Then, each WDk broadcasts the ordered indices of the
C*=Y —1a WPT MY = = Jp, sub-channels (i.e)Vy).
. kw - o] v B _»-' 4) Based onBy's and W;'s, each EN independently allo-
BN = ENI A% cates transmit power according to a combination of the
« - = E = vote tallying and power allocation methods introduced
—Y W= (21,4) &. in Se_ct_ion IV.B. '_I'h(_a WDs harvest RF energy in the
« = ) o ) remaining transmission block. Then, the iteration repeats
W:ﬁ' = s from Stepl).
Channel index feedback Rower allocation and eniergy transmmission The proposed charging control protocol incurs little sig-

Fig. 4: lllustration of the voting-based distributed chagycontrol naling overhead exchanged between the ENs and the WDs.
protocol. Sub-figures (a)-(d) correspond to steps 1)-4hefrotocol  Specifically, each WD only needs to send out limited number
descriptions, respectively. of sub-channel indices based on the estimated channel gains
and its own residual energy level, and broadcasts a simge on
bit BSI message only when its battery state changes. Besides
the protocol has low computational complexity and requires
p {pO/M v =0, VI €&, coordination among the ENs. Each ENhdependentlyallies

=

received by each sub-channeldp i.e.,

(21)  the received votes to the sub-channel€jnand computes its
own power allocation using simple power allocation funetio
The above vote tallying and power allocation methods cas in [20) or [2lL). The entries iiW are the key design
find their deep roots in real-life politics. On one hand, thparameters of the proposed voting-based charging control
universal tallying corresponds to the universal suffrageesn protocol. A point to notice is that the value 3 only needs
that everyone’s vote counts, while the prioritized tallyits to be determined once throughout the entire network opeyati
analogous to parliament election system, where only thiepar lifetime. In particular, we can design the value W in an
ment members (prioritized voters) get to vote, rather tln toffline manner and allow the ENs to inforiW to all the
common public. On the other hand, the single-channel powatDs at the very beginning of the network operation. In this
allocation is analogous to the winner-gets-all presidgmtiec- sense, the energy-limited WDs do not bear any computational
tion, while the proportional power allocation can be corsidi complexity in the design oW. In the next subsection, we
as the parliament election, where the number of seats thatave some discussions on the desigvéf
party controls in the parliament is proportional to the gote
it receives. In practice, each of the vote tallying methocB
can be flexibly combined with the power allocation methods.’
However, as it is an inconclusive question to real-life fcdi ~ The design ofW includes: 1) the number of rows5 i.e.,
of which form of election method is the best, for the timéghe number of battery states (and the corresponding battery
being we do not have a conclusion about which combinatidfresholds) of the WDs; 2) the number of non-zero entries in
is lifetime-maximizing in WPT networks. Instead, we addres£ach row; and 3) the value of each non-zero eritfy;. In
this question based on simulation results later in Sectibn \Practice, setting the parametersWf is an art under specific
Interestingly, we find by simulations that the single-cheinnnetwork setup, however, still has some rules to follow as
power allocation achieves evident performance gain over tfliscussed below.
proportional power allocation, and the universal tallyicgn 70 begin with, using a larger number of battery states can

further improve the network lifetime performance. improve the ENs’ knowledge of the residual device energy
levels, thus achieving more accurate charging prioritygass

ment of the WDs. However, this also increases the frequency
of the one-bit BSI feedback and accordingly the energy cbst o
In the following, we summarize the designs in this sectiofhe WDs. In practice, setting a small number of battery state
as a voting-based distributed charging control protocat the g. 7 = 5, would be sufficient to achieve satisfactory priority-
operates in the following steps and is illustrated in Eig. 4: based charging control. On the other hand, the thresholds
1) At the beginning of each transmission block, each WDf the battery states, i.e{p;,--- ,b;_1}, are not necessarily
reports to the ENs a one-bit information indicating theniform. In fact, setting denser thresholds at low battegion
change of battery state, if any, from which all the ENsan help ENs better identify the WD in the most urgent energy
know the BSI of all the WDs, i.e{B;,k=1,--- ,K}; outage situation so as to arrange timely charging to it.

Povj/ Zlegi v;, otherwise

Discussion on Weighting Matrix Design

C. Protocol Description
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TABLE I: Simulation Parameters

EN Tx power TW Path loss exponent 2 ‘ ‘ ‘ ‘ ‘ "o wo
Central frequency| 915 MHz Tx block length 500 ms 5F ,
No. of SCs 30 Ave. WD power 3 mW
SC bandwidth 10 KHz Battery voltage 1V 4
Tx antenna gain 2 Battery capacity ) 1000 mAh sl
Rx antenna gain 2 Feedback power per S¢ 0.1 mW
ol
0 o
e o
.% ok o
Secondly, the number of votes a WD casts is related to both = _,| o 0 % o
the energy cost of sending a channel index feedback and it | d o - °
current battery state. The weighting matMX in (I7) gives a o K
good example to set the feedback amount of a WD in different 3| .
battery states: the close-to-outage WDs should only send ve -4}
few channel feedbacks to save energy. However, the numbe

-5

of feedbacks cannot be too small as well (el.yotes in ° - s (meter) ¢ ®
(I7)), because more channel feedbacks allow multiple ENs to _

allocate more transmit power in favor of it; while those eos 'fégWSDSAn example placement of a WPT network wirENs and
to-capacity WDs are currently not in need of energy transfer

and thus only need to cast one vote to indicate its strongest

sub-channel; in between, the WDs of moderate battery levgisthout loss of generality, we consider a network fails if
should feed back several sub-channels (&gotes in [I¥)) more thank/3 WDs are in energy outage. Unless otherwise
to maximize the harvested energy without worrying too mucitated, all simulations are performed in a sSimpi{EN WPT
about the cost on feedback or battery overcharging. network shown in Fig[]5, where the ENs are located at
Finally, the values of non-zerdV;, ;'s in the i;-th row {(_27_2/\/3),(27_2/\/5)’(074/\/3)}_ In particular WDs
should be larger thal;, ;'s in theis-th row wheni; <is t0  are randomly placed within a circle of radidsentered at each
ensure that higher charging priority is given to WDs withé@w EN j.e., K = 18 WDs. In general, a larget indicates a larger
residual battery. I (17), for instance, the sum of tserow is  disparity among the users in the wireless channel condition

2 times larger than that in thénd row, which is subsequently and also a larger distance between the WDs to the ENs, which
2 times larger than that in thérd row. The rationale is that wijll translate to a shorter network lifetime in general.

the number of Close'tO'Outage WDs is often much smaller thanFor performance Comparison’ we consider the four power

those in moderate energy states. Setting a much higher vajigcation functions from the combinations of the two vatk t

for the entries in the lower energy states can make sure {)gig and two power allocation methods described in Section
votes cast by the close-to-outage WDs are not overwhelmgads:

by_ the many votes cast by t_he WDs in higher energy states. Singl-Univ: Single-channel power allocation based on
Within each row, a larger portion of the sum row weight should universal vote tallying;

be given to the first entry, toincrease the power_allocatehgo o Singl-Prio: Single-channel power allocation based on
best sub-channel. Following the above discussions, thadép

L : X . i prioritized vote tallying;
of W on the network lifetime is evaluated by simulations in Propo-Univ: Proportional power allocation based on uni-
the next section.

versal vote tallying;
V. SIMULATION RESULTS « Propo-Prio: Proportional power allocation based on pri-

In this section, we evaluate the performance of the proposed oritized vote tallying.

voting-based charging control protocol. In all simulapwe Besides, we also consider five other representative berrkhma
use the Powercast TX91501-1W transmitter as the ENs a#fleémes:

P2110 Powerharvester as the energy receiver at each WO EqlPower: power is equally allocated to all the sub-
with = 0.51 energy harvesting efficiency. Unless otherwise  channels by each EN;

stated, the simulation parameters are listed in Table Ichvhi o Singl-Unwt: the power of each EN is all allocated to
correspond to a typical indoor sensor network. The weightin ~ the single sub-channel that receives the most number of
matrix W is as given in[(1I7), where the threshold vector for  votes, i.e., the votes are unweighted;

the battery is{0,0.3C,0.5C,0.9C, C'}. Besides, we consider « Propo-Unwt: power is allocated proportionally to the
a stochastic energy consumption model that a WD consumes number of unweighted votes that each sub-channel re-

12 mW power with probability0.25 within a block, and no ceives at each EN;

power with probability0.75. In this case, the average power « Singl-Greedy: each greedy user votes for only the best
consumption rate i8 mW for each WD. We set the initial sub-channel, and the power of each EN is all allocated
battery level of all WDs a$.75C, such that the battery will to the single sub-channel that receives the most number
be depleted in abow50 hours without WPT. of votes;

The wireless channel power gains follow exponential dis- « Propo-Greedy: each greedy user votes for only the best
tributions with mean obtained from the path loss model. sub-channel, and power is allocated proportionally to the
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Fig. 6: Comparison of analysis and simulations of averagwar& Fig. 7: Comparison of average network life achieved by déffe
lifetime of three charging control schemes. power allocation functions.

number of votes that each sub-channel receives at egthcement is an average ®6 independent simulations over
EN. random wireless channels and device power consumptions.

Because the EqlPower scheme is completely oblivious to CSRr all the schemes, the network lifetime decreasesi as

we assume that00% of the time is used for WPT without increases, as expected. We can see that significant freguenc
any signaling overhead. For fair comparison, we assume tidétersity gain can be achieved from power allocation, where
the other schemes use the same CSI feedback mechanié® channel-oblivious EqlPower scheme has the worst perfor
wherea; = 2% of the time is spent on sending pilot signalsimance. Meanwhile, under the same vote-tallying method, a

o = 3% of the time is spent on CSI feedback, and the resgheme that employs single-channel power allocation eebie
95% is for WPT. evidently longer lifetime than using proportional power al

location. One explanation is that the single-channel power
allocation can maximize the energy transferred to a pdsticu
WD in the current time slot, which is more effective to avoid

) ) . e UM&nergy outage for the WDs in urgent battery outage situstion
expression derived ir (16). For the simplicity of expositio \;aanyhile, we can also see that each EN should tally the

we_consider without_ loss of generality the EqII_Dower, S'”%ﬁotes from all the WDs (instead of only the WDs in the
Univ, and Propo-U_mv_ scheme_s, and_ compare in E]g_. 6 thegvest battery state), where Singl-Univ performs bettemth
average network I|f_et|me by 5|mulat|ons and _analy5|s _“”dﬁ{e Singl-Prio scheme. Besides, a WD should cast multiple
different EN transmit power. To be consistent with the asialy |, qias \when it is in need of energy, where the two greedy user

in Section Ill, we define that a network reaches its lifetirhe lschemes (Singl-Greedy and Propo-Greedy) perform poarly. |

any WD is in energy outage. We consider a specific realizatiQQition, the schemes using weighted votes (Singl-Univ and
_Of the ra_mdom_placement of the WDS in Fig [5. E_ach p_0|nt Singl-Prio) based on CSI and BSI feedbacks have much better
in the figure is an average 01‘0 independent simulations. performance than the one using unweighted votes (Singl-
We can see that all the analytical resglts are very close Ltfﬁwt). In particular, the best-performing Singl-Univ meth
the simulations. In general, the analysis underestimates L .ieves on averag®% longer lifetime than the Propo-Univ
network lifetime, as the second modification of the batteré/cheme, and ovet0% longer lifetime than the EqlPower
dyn_amic overestimates the _battery Ieyels, thus leadingret  qcheme. The simulation results reveal an interesting fgndin
Er 1N (I_E)' The_ analysis is especially accurate when the \wpT networks that transmit power should be allocated to
transmit power s small, and becomes Iess_ accurate as {1 pest sub-channel. In fact, this is consistent with trexgn
transr_nlt power increases because of thellncrease of OV&ltimal power allocation solution in point-to-point fregncy-
charging probability. Overall, the average differencenB®n g joctive channel, a special case of the multi-EN and multi-

the analysis and simulation is less thef of the simulation \yp gystem considered. Besides, the selection of the best sub
value, which verifies the validity of our analysis L{16).  ¢nannel should consider the votes from all the WDs.

o ] In Fig.[d, we plot the minimum transmit power required by
B. Lifetime Performance Comparison each EN to achieve nearly-perpetual network operation. For
In Fig.[d, we plot the average network lifetime achieved bthe simplicity of illustration, we consider three repretséine
different power allocation functions. Unless otherwisates, schemes: Singl-Univ, Propo-Univ, and EqlPower. Due to the
each point in the figure is an average performancel®f randomness of channel fading and energy consumptions, it
random placements of the WDs, and the lifetime of a particules not possible to truly sustain perpetual network openatio

A. Analysis Validation
We first verify the analysis of expected network lifetim
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Fig. 8: Minimum transmit power of each EN required to achievEig. 9: Impact of weighting matrix in[{22) on network lifetam
nearly-perpetual network operation. performance when: (a) the power exponenthanges; or (b) the
amount of CSI feedback amount changes.

Here, a WPT system is said nearly-perpetual if the network

lifetime is longer tharb000 hours in all the10 independent assigning very large weights to the votes cast by WDs in lower
simulations conducted. For each we randomly generate battery states essentially approaches the worse-perfgrmi
placements and calculate the average minimum transmitpowéoritized tallying method, where votes cast by WDs in l@gh
required for each of the placements. The best-performiRgttery states are neglected. However, the simulatioritsesu
(worst-performing) Singl-Univ (EqlPower) scheme in Fig. Fi9-[8(a) do not imply that a small weight is more favorable
also require the lowest (highest) transmit power to achief@ the votes cast by WDs of low battery state. Instead, we
nearly-perpetual operation in Figl 8. In particular, thagsi can infer that the setting oW needs to balance between the
Univ scheme can save more that% of the transmit power energy efficiency and fairness among all the WDs.

than that required by the EqlPower scheme. The results i Fig At last, we investigate the performance tradeoff in terms of
[7 and(8 demonstrate the effectiveness of the proposed votitlie CSI feedback amount, i.e., 'Ehe number non-zero entries
based charging control method in extending the netwolik W. Specifically, we consider & of 4 rows (i.e.,4 fixed
lifetime, and shows that a scheme that achieves a londggttery states) and varying number of columns (i.e., vigiab
network lifetime under low transmit power is in general alséeedback amount). The non-zero elements indtfteand4-th
more power-efficient to achieve self-sustainable opemaitio rows of W are the same as those ¥ in (L7), while the
practical WPT networks with higher power. non-zero elements in the first and the second rows are set as

{90}, {63,27},{63,27,9},{63,27,9,3},{63,27,9,3,1}

C. Impact of Weighting Parameters (23)

In this subsection, we use the best-performing Singl-Unjfg
scheme to investigate the impact of the weighting ma¥hix
on the system performance. In particular, we first examiee th {30}, {21,9},{21,9,3},{21,9,3,1},{21,9,3,1,1}, (24)
network lifetime when changing the value f; ; for those _ . _ . _
W, ,; # 0. Specifically, we keep a fixed number of non-zergespectively, in5 different feedback designs. That is, a WD
entries iNW and only change the values F; ;'s. For the castsl vote when it is in thel-th battery state3 votes in the
simplicity of illustration, we consider a weighting matrs a 3rd battery state, and a variable number of votes frbro

correspond to the case when the WDs @asgbtes in the first

2 2
me 3rt 0 two battery states. The power consumed on transmitting each
W(r) = o 3r 0 (22) vote is0.1 mW. Besides, the time reserved on CSI feedback
(15 g (1) is assumed proportional to the maximum of non-zero entries

among the4 rows in W. For instance, when the feedback
Notice that the weight matri® in (I7) corresponds to the number is2 for WDs in thelst or 2nd battery state, the CSI
case withr = 3 in (22). Evidently, a larger- will lead feedback occupies; = 3% of a transmission block, because
to a larger difference of weights of the votes cast by WDs WD casts3 votes at maximum when it is in th&rd battery

in different battery states. In Fi] 9(a), we plot the averagtate; when the maximum feedback numbersjshowever,
network lifetime as a function of when the cluster radius we haveas = 5%. The network lifetime performance under
d = 3 or 3.9 meters. We can see that the lifetime decreasd#ferent feedback settings is shown in Hig. 9(b) whesa: 3
when r increase from2 to 6. Intuitively, this is because or 3.9 meters. We can see that the network lifetime increases
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