
ar
X

iv
:1

61
1.

04
74

8v
3 

 [
cs

.N
I]

  1
7 

Ju
l 2

01
7

1

Improved Handover Through Dual Connectivity

in 5G mmWave Mobile Networks
Michele Polese, Student Member, IEEE, Marco Giordani, Student Member, IEEE,

Marco Mezzavilla, Member, IEEE, Sundeep Rangan, Fellow, IEEE, Michele Zorzi, Fellow, IEEE

Abstract—The millimeter wave (mmWave) bands offer the
possibility of orders of magnitude greater throughput for fifth
generation (5G) cellular systems. However, since mmWave signals
are highly susceptible to blockage, channel quality on any one
mmWave link can be extremely intermittent. This paper imple-
ments a novel dual connectivity protocol that enables mobile user
equipment (UE) devices to maintain physical layer connections to
4G and 5G cells simultaneously. A novel uplink control signaling
system combined with a local coordinator enables rapid path
switching in the event of failures on any one link. This paper
provides the first comprehensive end-to-end evaluation of han-
dover mechanisms in mmWave cellular systems. The simulation
framework includes detailed measurement-based channel models
to realistically capture spatial dynamics of blocking events, as
well as the full details of MAC, RLC and transport protocols.
Compared to conventional handover mechanisms, the study
reveals significant benefits of the proposed method under several
metrics.
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I. INTRODUCTION

The millimeter wave (mmWave) bands – roughly corre-

sponding to frequencies above 10 GHz – have attracted consid-

erable attention for next-generation cellular wireless systems

[1]–[5]. These bands offer orders of magnitude more spectrum

than conventional cellular frequencies below 3 GHz – up to

200 times by some estimates [1]. However, a key challenge

in delivering robust service in the mmWave bands is channel

intermittency: MmWave signals are completely blocked by

many common building materials such as brick and mortar,

[1], [6]–[8], and even the human body can cause up to 35 dB

of attenuation [9]. As a result, UE mobility, combined with

small movements of obstacles and reflectors, or even changes

in the orientation of a handset relative to the body or a hand,

can cause the channel to rapidly appear or disappear.

One of the main tools to improve the robustness of mmWave

systems is multi-connectivity [5]: Each mobile device (UE or

user equipment in 3GPP terminology) maintains connections

to multiple cells, possibly including both 5G mmWave cells

and/or conventional 4G cells. In the event that one link is

blocked, the UE can find alternate routes to preserve the con-

nection. In cellular systems, this robustness is called macro-

diversity and is particularly vital for mmWave systems [5].
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How to implement multi-connectivity in the network layer

for mmWave systems remains largely an open problem. Cur-

rent 3GPP cellular systems offer multiple mechanisms for fast

switching of paths between different cells including conven-

tional handover, multi-connectivity and carrier aggregation –

these methods are summarized below. However, mmWave

systems present unique challenges:

• Most importantly, the dynamics of mmWave channels

imply that the links to any one cell can deteriorate

rapidly, necessitating much faster link detection and re-

routing [3].

• Due to the high isotropic pathloss, mmWave signals are

transmitted in narrow beams, typically formed with high-

dimensional phased arrays. In any link, channel quality

must be continuously scanned across multiple possible

directions which can dramatically increase the time it

takes to detect that the link has failed and a path switch

is necessary [10], [11].

• One of the main goals of 5G is to achieve ultra-low la-

tency [12] (possibly < 1 ms). Thus, service unavailability

during path switches must be kept to a minimum.

A. Contributions

To address these challenges, in this paper we expand the

main results and findings of our previous works [10], [11],

[13], [14], to provide the first global end-to-end comprehen-

sive evaluation of handover and path switching of mmWave

systems under realistic dynamic scenarios, and assess how

a dual-connectivity1 (DC) approach can enable faster, more

robust and better performing mobility management schemes.

In particular, in [10] and [11] we proposed a novel multi-

connectivity uplink measurement framework that, with the

joint effort of the legacy LTE frequencies, enables fair and

robust cell selection, in addition to efficient and periodic

tracking of the user, suitable for several control-plane cellular

applications (i.e., we showed that periodic measurement re-

ports can be used to trigger handovers or adapt the beams of

the user and its serving cell, to grant good average throughput

and deal with the channel dynamics experienced at mmWave

frequencies). In [13], we evaluated the tracking performance of

a user’s signal quality considering real experiments in common

blockage scenarios, combined with outdoor statistical models.

Finally, in [14], we discussed two possible ways to integrate

5G and LTE networks to improve the reliability of next-

1Although many of the ideas and techniques discussed in this paper apply
to more general multi-connectivity scenarios, for concreteness in the following
we will specifically refer to dual connectivity, in which a UE is simultaneously
connected to one 5G mmWave base station and one legacy LTE eNB.
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generation mobile users, and described a preliminary ns–3

simulation framework to evaluate the performance of both.

By extending our previous contributions, in this paper we

also propose:

• The use of a DC scheme to enable the base stations to

efficiently track the UE channel quality along multiple

links and spatial directions within those links. In addition,

to allow fast detection of link failures, we demonstrate

that the uplink control signaling enables the network to

track the angular directions of communication to the UE

on all possible links simultaneously, so that, when a path

switch is necessitated, no directional search needs to be

performed (this approach greatly saves switch time, since

directional scanning dominates the delay in establishing

a new link [15], [16]).

• The use of a local coordinator that manages the traffic

between the cells. The coordinator performs both control

plane tasks of path switching and data plane tasks as a

traffic anchor, at the Packet Data Convergence Protocol

(PDCP) layer. In conventional cellular systems, these

control and data plane functions are performed in the Mo-

bility Management Entity (MME) and Serving Gateway

(S-GW), which are often far from the cells. In contrast,

the local coordinator is placed in close proximity to the

cells, significantly reducing the path switch time.

• The design of faster network handover procedures

(namely fast switching and secondary cell handover) that,

by exploiting our DC framework, improve the mobility

management in mmWave networks, with respect to the

standard standalone hard handover (HH) scheme. These

procedures are controlled by the LTE Radio Resource

Control (RRC) layer and, since the UE is connected to

the LTE and the mmWave eNBs, it is possible to perform

quick fallback to LTE with the fast switching command.

• A dynamic time-to-trigger (TTT) adaptation to enhance

the switch decision timing in highly uncertain link states.

Moreover, we evaluate the proposed switching and handover

protocols by extending the evaluation methodology we have

developed in [14], [17]–[19]. The ns3-based framework we

implemented for this work makes it possible to use detailed

measurement-based channel models that can account for both

the spatial characteristics of the channel and the channel

dynamics arising from blocking and other large-scale events,

which is important for a detailed and realistic assessment.

In addition, the simulator features a complete MAC layer

with HARQ, all the network-layer signaling, and an end-

to-end transport protocol. We believe that this is the first

exhaustive contribution which provides a global evaluation

of the performance of a dual-connectivity architecture with

respect to a traditional standalone HH scheme in terms of

handover and mobility management specifically tailored to

a dynamic mmWave scenario. In particular, we simulated

the user’s motion in a typical urban environment. Separately,

actual local blockage dynamics were measured and superim-

posed on the statistical channel model, to obtain a realistic

spatial dynamic channel model. We believe that this is the

first work in which such detailed mmWave dynamic models

have been used in studying handover.

Our study reveals several important findings on the in-

teraction of transport layer mechanisms, buffering, and its

interaction with physical-layer link tracking and handover

delays. We also demonstrate that the proposed dual connec-

tivity framework offers significant performance improvements

in the handover management of an end-to-end network with

mmWave access links, including (i) reduced packet loss, (ii)

reduced control signaling, (iii) reduced latency, and (iv) higher

throughput stability. Moreover, we show that a dynamic TTT

approach should be preferred for handover management, since

it can deliver non-negligible improvements in specific mobility

scenarios in which state-of-the-art methods fail.

B. Related Work

Dual connectivity to different types of cells (e.g., macro

and pico cells) has been proposed in Release 12 of Long

Term Evolution-Advanced (LTE-A) [20] and in [21]. How-

ever, these systems were designed for conventional sub-6

GHz frequencies, and the directionality and variability of

the channels typical of mmWave frequencies were not ad-

dressed. Some other previous works, such as [22], consider

only the bands under 6 GHz for the control channel of 5G

networks, to provide robustness against blockage and a wider

coverage range, but this solution could not provide the high

capacities that can be obtained when exploiting mmWave

frequencies. The potential of combining legacy and mmWave

technologies in outdoor scenarios has also been investigated

in [23], highlighting the significant benefits that a mmWave

network achieves with flexible, dynamic support from LTE

technologies. Articles [24], [25] propose a multi-connectivity

framework as a solution for mobility-related link failures and

throughput degradation of cell-edge users, enabling increased

reliability with different levels of mobility.

Although the literature on handover in more traditional sub-

6 GHz heterogeneous networks is quite mature, papers on han-

dover management for mmWave 5G cellular are very recent,

and research in this field has just started. The survey in [26]

presents multiple vertical handover decision algorithms that

are essential for heterogeneous wireless networks, while article

[27] investigates the management of the handover process

between macro, femto and pico cells, proposing a theoretical

model to characterize the performance of a mobile user in

heterogeneous scenarios as a function of various handover

parameters. However, these works are focused on low fre-

quency legacy cellular systems. When dealing with mmWaves,

frequent handover, even for fixed UEs, is a potential drawback

that needs to be addressed. In [28], the handover rate in 5G

systems is investigated and in [29] a scheme for handover

management in high-speed railway is proposed by employing

the received signal quality from measurement reports. In [30],

[31] the impact of user mobility in multi-tier heterogeneous

networks is analyzed and a framework is proposed to solve

the dynamic admission and mobile association problem in a

wireless system with mobility. Finally, the authors of [32]

present an architecture for mobility, handover and routing

management.
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Fig. 1: LTE-5G tight integration architecture.

II. FRAMEWORK DESCRIPTION FOR DUAL CONNECTIVITY

We propose a dual connectivity architecture, introduced here

for the control and user planes as an extension of 3GPP’s LTE

DC proposal [20] to the needs of mmWave communications. In

the proposed solution, the UE is simultaneously connected to

both LTE and mmWave eNBs. The LTE cell is a backup for the

user plane: since the UE is already connected, when the signal

quality of the mmWave link degrades, there is no need to

perform a complete handover; a single RRC control message

from the LTE eNB to the UE is enough. Moreover, for the

control plane, this scheme enables a coordinated measurement

collection as described in [10], [11]. Fig. 1 shows a block

diagram of the proposed architecture, as presented in [14].

For each DC device there is a single connection point to the

core network (CN), through the S1 interface that links the LTE

eNB to the CN: the mmWave eNB does not exchange control

messages with the MME. The two eNBs are connected via an

X2 link, which may be a wired or wireless backhaul. Each

LTE eNB coordinates a cluster of mmWave eNBs which are

located under its coverage. Notice that the coordinator may

also be placed in a new node in the core network, or can be

based on Network Function Virtualization (NFV) logic.

In the following paragraphs, we will present in detail how

the DC framework enables (i) channel monitoring over time,

(ii) a PDCP layer integration across different radio access

networks, and (iii) faster network handover procedures.

A. Control Plane For Measurement Collection

Monitoring the channel quality is an essential component

of any modern cellular system, since it is the basis for

enabling and controlling many network tasks including rate

prediction, adaptive modulation and coding, path selection

and also handover. In this work, we follow the multi-cell

measurement reporting system proposed in [10], [11], where

each UE directionally broadcasts a sounding reference signal

(SRS) in a time-varying direction that continuously sweeps

the angular space. Each potential serving cell scans all its

angular directions and monitors the strength of the received

SRS, building a report table (RT) based on the channel quality

of each receiving direction, to better capture the dynamics of

the channel2. A centralized coordinator (which may reside in

the LTE eNB) obtains complete directional knowledge from

all the RTs sent by the potential cells in the network to make

the optimal serving cell selection and scheduling decisions.

In particular, due to the knowledge gathered on the signal

quality in each angular direction for each eNB-UE pair, the

coordinator is able to match the beams of the transmitter and

of the receiver to provide maximum performance.

In this work, we assume that nodes select one of a finite

number of directions for measuring the signal quality, and we

let NeNB and NUE be the number of directions at each eNB

and UE, respectively. Supposing that M cells are deployed

within the coverage of the coordinator, the procedure works

as follows.

1) First Phase – Uplink Measurements: Each UE direction-

ally broadcasts uplink sounding reference signals in dedicated

slots, steering through directions d1, . . . , dNUE
, one at a time,

to cover the whole angular space. The SRSs are scrambled

by locally unique identifiers (e.g., C-RNTI) that are known to

the mmWave eNBs and can be used for channel estimation.

If analog beamforming is used, each mmWave eNB scans

through directions D1, . . . , DNeNB
one at a time or, if digital

beamforming is applied, collects measurements from all of

them at once. Each mmWave eNB fills a RT, as in Table I left,

whose entries represent the highest SINR between UEi, i =
1, . . . , N , transmitting through its best direction dUE,opt ∈
{d1, . . . , dNUE

}, and eNBj , j = 1, . . . ,M , receiving through

its best possible direction DeNB,opt ∈ {D1, . . . , DNeNB
}:

SINRi,j = max
dUE=d1,...,dNUE

DeNB=D1,...,DNeNB

SINRi,j(dUE, DeNB) (1)

2) Second Phase – Coordinator Collection: Once the RT

of each mmWave eNB has been filled for each UE, each

mmWave cell sends this information, through the X2 link,

to the coordinator3 which, in turn, builds a complete report

table (CRT), as depicted in Table I right. When accessing the

CRT, the optimal mmWave eNB (with its optimal direction

DeNB,opt) is selected for each UE (with optimal direction

dUE,opt), considering the absolute maximum SINR in each

CRT’s row. The criterion with which the best mmWave eNB

is chosen will be described in Section II-C.

3) Third Phase – Network Decision: The coordinator re-

ports to the UE, on a legacy LTE connection, which mmWave

eNB yields the best performance, together with the optimal

direction dUE,opt in which the UE should steer its beam, to

reach the candidate serving mmWave eNB in the optimal way.

The choice of using the LTE control link is motivated by

the fact that the UE may not be able to receive from the

2Unlike in traditional LTE systems, the proposed framework is based
on the channel quality of uplink (UL) rather than downlink (DL) signals.
This eliminates the need for the UE to send measurement reports back to
the network and thereby removes a possible point of failure in the control
signaling path.

3The complexity of this framework resides in the central coordinator, which
has to aggregate the RT from the M mmWave eNBs that are under its control
and perform for each of the N UEs a search operations among M entries. As
the number of the mmWave eNBs M increases, the search space increases
linearly.
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RT (mmWave eNBj)

UE1 SINR1,j

UE2 SINR2,j

. . . . . .
UEN SINRN,1

Complete Report Table (CRT)

UE mmWave eNB1 . . . mmWave eNBM

UE1 SINR1,1 . . . SINR1,M

UE2 SINR2,1 . . . SINR2,M

. . . . . . . . . . . .
UEN SINRN,1 . . . SINRN,M

Table I: An example of RT (left) and CRT (right), referred to N users and M available mmWave eNBs in the network. We suppose that the UE can send
the sounding signals through NUE angular directions and each mmWave eNB can receive them through NeNB angular directions. Each pair is the maximum
SINR measured in the best direction between the eNB and the UE.

BF Architecture Delay D

mmWave eNB Side UE Side

Analog Analog 25.6 ms
Hybrid Analog 25.6/L ms
Digital Analog 1.6 ms

Table II: Delay D for each mmWave eNB to fill each RT. A comparison among
different BF architectures (analog, hybrid and fully digital) is reported. We
assume Tsig = 10 µs, Tper = 200 µs (to maintain an overhead φov = 5%),
NUE = 8 and NeNB = 16.

optimal mmWave link if not properly configured and aligned.

Moreover, since path switches and handover events in the

mmWave regime are commonly due to link failures, the control

link to the serving mmWave cell may not be available. Finally,

the coordinator also notifies the designated mmWave eNB,

through the X2 link, about the optimal direction DeNB,opt in

which to steer the beam, for serving each UE. We highlight

that the procedure described in this section allows to optimally

adapt the beam even when a handover is not strictly required.

In particular, if the user’s optimal mmWave eNB is the

same as the current one, but a new steering direction pair

(dUE,opt, DeNB,opt) is able to provide a higher SINR to the

user, a beam switch is prompted, to realign with the eNB and

guarantee better communication performance.

According to [33], we assume that the SRSs are transmitted

periodically once every Tper = 200 µs seconds, for a duration

of Tsig = 10 µs seconds (which is deemed sufficient to

allow proper channel estimation at the receiver), to maintain

a constant overhead φov = Tsig/Tper = 5%. The switching

time for beam switching is in the scale of nanoseconds, and

so it can be neglected [34]. The scanning for the SRSs for

each UE-eNB direction and the filling of each RT require

NeNBNUE/L scans, where L is the number of directions in

which the receiver can look at any one time. Since there is

one scanning opportunity every Tper seconds, the total delay

is

D =
NeNBNUETper

L
. (2)

The value of L depends on the beamforming (BF) capabili-

ties. In the uplink-based design, L = 1 if the eNB receiver has

analog BF and L = NeNB if it has a fully digital transceiver.

According to Eq. (2), the value of D is independent of the

number of users and of the MAC layer scheduling. Since

each UE sends its sounding reference signals at the same time

and the mmWave eNBs synchronously receive those messages

through exhaustive search schemes, the proposed framework

scales well with the network density.

Table II reports the delay D for different configurations of

a system with NUE = 8 and NeNB = 16 directions required

to collect each instance of the CRT at the LTE eNB side by

implementing the framework described above. For example,

by implementing a hybrid BF with L = 2 RF chains, the eNB

can simultaneously receive through L = 2 directions at the

same time [35] so the overall delay is D = 12.8 ms.

From the protocol stack point of view, unlike in [20], both

Radio Access Technologies (RATs) have a complete RRC

layer in the eNBs and in the UE. This allows a larger flexibility,

since the design of the mmWave RRC layer can be decoupled

from that of the LTE stack. Moreover, the LTE RRC is used

for the management of the LTE connection but also to send

and receive commands related to DC, while the mmWave RRC

is used to manage only the mmWave link and the reporting

of measurements to the coordinator. The choice of using a

dedicated RRC link for the secondary eNB is motivated by

the desire to reduce the latency of control commands, since it

avoids the encoding and transmission of the control PDUs of

the secondary cell to the master cell. The mmWave signaling

radio bearers are used only when a connection to LTE is

already established, and this can offer a ready backup in case

the mmWave link suffers an outage.

B. User Plane (PDCP Layer Integration)

In a DC architecture, the layer at which the LTE and the

mmWave protocol stacks merge is called integration layer.

In this paper we propose the PDCP layer as the integration

layer. In fact, it allows a non co-located4 deployment, since

synchronization among the lower layers is not required, and

it does not impose any constraint on the design of mmWave

PHY to Radio Link Control (RLC) layers, so that a clean slate

approach can be used to address mmWave specific issues and

reach 5G performance requirements.

For each bearer, a PDCP layer instance is created in the

LTE eNB and interfaced with the X2 link that connects to the

remote eNB. Local and remote RLC layer instances are created

in the LTE and mmWave eNB, respectively. The packets are

routed from the S-GW to the LTE eNB, and once in the

PDCP layer they are forwarded either to the local LTE stack

or to the remote mmWave RLC. If there exists at least one

4MmWave eNBs will be deployed more densely than already installed LTE
eNBs, therefore it would be costly to have only co-located cells. Moreover a
high density of LTE eNBs would decrease the effectiveness of the coverage
layer. Finally, the PDCP layer can also be deployed in the core network, in a
new node (coordinator), which can be a gateway for a cluster of LTE eNBs
and the mmWave eNBs under their coverage, or can be deployed in a macro
LTE cell.
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UE mmWave eNB LTE eNB

Coordinator triggers
switch to mmWave

PDCP layer
switches the RAT

Forward RLC buffer content

Send RRC Connection Switch

PDCP layer
switches the RAT

(a) Switch from LTE RAT to mmWave RAT.

UE mmWave eNB LTE eNB

Coordinator triggers
switch to LTE

PDCP layer
switches the RAT

Send Switch to LTE

Send RRC Connection Switch

Forward RLC buffers

PDCP layer
switches the RAT

(b) Switch from mmWave RAT to LTE RAT.

Fig. 2: Proposed RAT switch procedures.

mmWave eNB not in outage and the UE is connected to it,

then the mmWave RAT is chosen, i.e., the LTE connection is

used only when no mmWave eNB is available. This choice

is motivated by the fact that the theoretical capacity of the

mmWave link is greater than that of the LTE link [36], and

that the LTE eNB will typically serve more users than the

mmWave eNBs; however, when the mmWave eNBs are in

outage (as it may happen in a mmWave context) and would

therefore provide zero throughput to their users, an LTE link

may be a valid fallback alternative to increase the robustness

of the connection. In addition, integration at the PDCP layer

ensures ordered delivery of packets to the upper layers, which

is useful in handover circumstances.

C. Dual Connectivity-aided Network Procedures

The DC framework allows to design network procedures

that are faster than the standard standalone hard handover

(HH), thus improving the mobility management in mmWave

networks. The standalone HH architecture will be the baseline

for the performance evaluation of Sec. IV: the UE is connected

to either the LTE or the mmWave RAT and, in order to switch

from one to the other, it has to perform a complete handover,

or, if the mmWave connectivity is lost, an initial access to

LTE from scratch. Besides, in order to perform a handover

between mmWave eNBs, the UE has to interact with the MME

in the core network, introducing additional delays. The DC

architecture, instead, allows to perform fast switching between

the LTE and mmWave RATs and Secondary Cell Handover

(SCH) across mmWave eNBs.

The fast switching procedure is used when all the mmWave

eNBs for a certain UE are in outage. Since the handling of

the state of the user plane for both the mmWave and the

LTE RATs is carried out by the LTE RRC, it is possible to

correctly modify the state of the PDCP layer and perform

a switch from the mmWave to the LTE RAT. The proposed

switch procedure, shown in Fig. 2, simply requires an RRC

message (RRC Connection Switch command) to the UE, sent

on the LTE link, and a notification to the mmWave eNB via

X2 if the switch is from mmWave to LTE, in order to forward

the content of the RLC buffers to the LTE eNB.

The DC solution therefore allows to have an uninterrupted

connection to the LTE anchor point. However, it is possible to

switch from a secondary mmWave eNB to a different mmWave

eNB with a procedure which is faster than a standard intra RAT

UE Source mmWave eNB i Target mmWave eNB j LTE eNB

Coordinator triggers
HO to j

Send Secondary cell Handover Request

Send Handover Request

Send Handover Request ACK

RRC Connection Reconf. Forward RLC buffers

LTE-aided Non Contention Based RA

RRC Connection Reconf. Completed

SCH completed

Path Switch from
source to target

Remove UE Context

Fig. 3: Secondary cell Handover procedure (SCH).

handover, since it does not involve the interaction with the core

network. The Secondary Cell Handover procedure is shown in

Fig. 3. The Random Access (RA) procedure [37] is aided by

the measurement collection framework described in Section

II-A, which allows to identify the best beam to be used by the

UE and avoids the need for the UE to perform an initial beam

search. Moreover, if the UE is capable of maintaining timing

control with multiple mmWave eNBs, the RA procedure in

the target mmWave eNB can be skipped.

We also propose an algorithm for SCH, based on the SINR

measurements reported by the mmWave eNBs to the coordi-

nator and on a threshold in time (TTT). When a mmWave

eNB has a better SINR than the current one (and neither of

the two is in outage), the LTE coordinator checks for TTT

seconds if the condition still holds, and eventually triggers the

SCH. Notice that, if during the TTT the SINR of a third cell

becomes better than that of the target cell by less than 3 dB,

the handover remains scheduled for the original target eNB,

while, if the original cell SINR becomes the highest, then

the SCH is canceled. The TTT is computed in two different

ways. With the fixed TTT option it always has the same value5

(i.e., fTTT = 150 ms), while for the dynamic TTT case

we introduce a dependency on the difference ∆ between the

SINRs of the best and of the current cell:

fTTT (∆) = TTTmax−
∆−∆min

∆max −∆min
(TTTmax−TTTmin)

(3)

5This approach recalls the standard HO for LTE networks.



6

so that the actual TTT value is smaller when the difference

in SINR between the current eNB and the target is higher.

The parameters that were used in the performance evaluation

carried out in this paper are TTTmax = 150 ms, TTTmin =
25 ms, ∆min = 3 dB, ∆max = 8 dB.

Finally, if at a given time all the mmWave eNBs are in

outage, then the UE is instructed to switch to the LTE eNB.

If instead only the current mmWave eNB is in outage, the

UE immediately performs a handover to the best available

mmWave eNB, without waiting for a TTT.

III. PERFORMANCE EVALUATION FRAMEWORK

In order to assess the performance of the proposed DC

architecture with respect to the traditional standalone hard

handover (HH) baseline we use ns–3-based system level

simulations, based on the DC framework described in [14].

This approach has the advantage of including many more

details than would be allowed by an analytical model (which,

for such a complex system, would have to introduce many

simplifying assumptions), and makes it possible to evaluate

the system performance accounting for realistic (measurement-

based) channel behaviors and detailed (standard-like) protocol

stack implementations. The higher layers of the LTE and

mmWave protocol stacks are an extension of their respective

counterparts of the ns–3 LTE module [38]. The PHY and MAC

layers of the mmWave stack are instead the ones described

in [17], [18]. The LTE classes and the mmWave PHY and

MAC layers were extensively modified in order to support the

dual connectivity framework described in Section II.

The mmWave physical layer is based on a Time Divi-

sion Duplexing (TDD) frame structure [39], which can be

configured on many parameters. The MAC layer offers (i)

scheduling according to a TDMA scheme with variable slot

duration, which makes it possible to increase the efficiency of

the resource utilization and to accomodate transport blocks of

different sizes (TDMA on top of a TDD scheme is one of the

options for 5G MAC and PHY layer design [39]), (ii) adaptive

modulation and coding, and (iii) Hybrid ARQ retransmissions.

The source code of the DC framework is publicly available6,

as well as the ns–3 script (mc-example-udp.cc) used for

the simulation scenario considered in this paper.

A. Semi-Statistical Channel Model

The channel model is based on recent real-world measure-

ments at 28 GHz in New York City, to provide a realistic

assessment of mmWave micro and picocellular networks in

a dense urban deployment [40]–[43]. Unfortunately, most

of the studies have been performed in stationary locations

with minimal local blockage, making it difficult to estimate

the rapid channel dynamics that affect a realistic mmWave

scenario. Dynamic models such as [44] do not yet account for

the spatial characteristics of the channel.

Measuring a wideband spatial channel model with dynamics

is not possible with our current experimental equipment, as

such measurements would require that the transmitting and

6https://github.com/nyuwireless/ns3-mmwave/tree/new-handover

receiving directions be swept rapidly during the local blocking

event. Since our available platform relies on horn antennas

mounted on mechanically rotating gimbals, such rapid sweep-

ing is not possible.

In this work, we follow the alternate approximate semi-

statistical method proposed in [13] to generate realistic dy-

namic models for link evaluation:

(i) We first randomly generate the statistical parameters of

the mmWave channel, according to [40] and [43], which

would reflect the characteristics of a stationary ground-

level mobile with no local obstacles.

(ii) Since there are no statistical models for the blocking

dynamics, local blocking events are measured experimen-

tally and modulated on top of the static parameters, in

case an obstacle is physically deployed through the path

that links the UE to one of the mmWave eNBs7.

Handover decisions described in Section II-C are based on

the SINR values saved in the CRT, built at the coordinator’s

side. Specifically, the SINR between a mmWave eNBj and a

test UE can be computed in the following way:

SINRj,UE =

PTX

PLj,UE
Gj,UE

∑

k 6=j
PTX

PLk,UE
Gk,UE +Wtot ×N0

(4)

where Gi,UE and PLi,UE are the beamforming gain and the

pathloss obtained between eNBi and the UE, respectively, PTX

is the transmit power and Wtot×N0 is the thermal noise power.

In the following, we describe in detail how the real

experiments in common blockage scenarios are combined

with the outdoor statistical model for ns–3, to get a realistic

expression for the SINR samples which takes into account

the dynamics experienced in a mmWave channel.

1) MmWave Statistical Channel Model: The parameters

of the mmWave channel that are used to generate the time-

varying channel matrix H include: (i) spatial clusters, de-

scribed by central azimuth and elevation angles; (ii) fractions

of power; (iii) angular beamspreads; and (iv) small-scale

fading, which models every small movement (e.g., a slight

variation of the handset orientation) and is massively affected

by the Doppler shift and the real-time position (AoA, AoD) of

the UE, which may change very rapidly, especially in dense

and high-mobility scenarios (for this reason, we chose to adapt

the channel’s small scale fading parameters as frequently as

possible, that is once every time slot of 125 µs).

These parameters are defined and explained in [40], [43],

while a complete description of the channel model can be

found in [11]. Notice that, following the approach of [17],

the large scale fading parameters of the H matrix are updated

every 100 ms, to simulate a sudden change of the link quality.

The pathloss is defined as PL(d)[dB] = α+ β10 log10(d),
where d is the distance between the receiver and the transmitter

7An important simplification is that we assume that the local blockage
equally attenuates all paths, which may not always be realistic. For example,
a hand may block only paths in a limited number of directions. However, in
any fixed direction, most of the power is contributed only by paths within a
relatively narrow beamwidth and thus the approximation that the paths are
attenuated together may be reasonable.

https://github.com/nyuwireless/ns3-mmwave/tree/new-handover
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Fig. 4: SINR evolution, with respect to a specific mmWave eNB in the network, whose samples are collected every D = 1.6 ms, according to the measurement
framework described in Section II-A. Each sample is obtained by following the semi-statistical channel model proposed in [13] and explained in this section.
The red line is referred to the true SINR trace Γ, while the black line is referred to its estimate Γ̄, after noise and a first-order filter are applied to the true
SINR Γ.

and the values of the parameters α and β are given in [40].

In case an obstacle is obstructing the path that links the UE

and a specific mmWave eNB in the network, a Non-Line-Of-

Sight (NLOS) pathloss state is emulated by superimposing

the experimentally measured blockage traces to the statistical

realization of the channel, as explained in Section III-A3.

When just relying on the statistical characterization of the

mmWave channel, the SINR expression obtained by applying

Equation (4) assumes a baseline Line-Of-Sight (LOS) pathloss

where no local obstacles affect the propagation of the signal.

In the next paragraph, a channel sounding system is presented

for measuring the dynamics of the blockage.

2) Measurement of Local Blockage: The key challenge

in measuring the dynamics of local blockage is that we

need relatively fast measurements. To perform these fast

measurements, we used a high-bandwidth baseband processor,

built on a PXI (a rugged PC-based platform for measurement

and automation systems) from National Instruments, which

engineers a real-world mmWave link. A detailed description

of the experimental testbed can be found in [13] and [45].

Using this system, the experiments were then conducted by

placing moving obstacles (e.g., a person walking or running)

between the transmitter and the receiver, and continuously

collecting Power Delay Profile (PDP) samples during each

blocking event8. The experiments show that obstacles can

cause up to 35-40 dB of attenuation with respect to the LOS

baseline SINR values, and this local blocking attenuation

factor is thus used to modulate the time-varying channel

response from the statistical channel model.

3) Final Semi-Statistical SINR Trace: Once a statistical

instance of SINRj,UE is obtained from Equation (4), a raw

estimate of the real SINR at the UE is derived by superim-

posing the local blocking dynamics measured experimentally,

when an obstacle is physically present in the path between

that UE and eNBj . In particular, we denote by Γstat,j the

maximum static SINR between the eNBj and the UE receiver,

when assuming that no local obstacles are present. Then the

maximum wideband SINR when also considering a dynamic

model for the link evaluation (that is the value inserted in the

8PDPs were measured at a rate of one PDP every 32 µs but, since we
found that the dynamics of the channel varied considerably slower than this
rate, we decimated the results by a factor of almost four, recording one PDP
every about 125 µs, that matches the slot duration of the ns–3 framework.

j-th column of the CRT, at a specific time instant) is obtained

as:

Γj =















Γstat,j if no obstacles are in the path between

UE and eNBj (LOS condition)

δ + Γstat,j if an obstacle is in the path between UE

and eNBj (NLOS condition)
(5)

where δ is a scaling factor that accounts for the SINR drop

measured experimentally in various blocking scenarios and

collected using the instrumentation described in the previous

paragraph.

This final semi-statistical SINR trace is composed of sam-

ples of Γj generated every 125 µs (from both the statistical

trace and the experimental measurements). Finally, according

to Section II, the HO decisions are made once the coordinator

has built a CRT, that is every D seconds. Thus, the original

SINR trace has been downsampled, keeping just one sample

every D seconds.

B. SINR Filtering

The mmWave eNBs estimate the wideband SINR Γj from

the sounding reference signals that are transmitted by the UE

and are collected by each mmWave eNB, to build a CRT at the

coordinator’s side9. However, the raw estimate of the SINR Γ̂j ,

that is what is really measured in a realistic communication

system, may deviate from Γj due to noise (whose effect can

be very significant when considering low SINR regimes). To

reduce the noise, Γ̂j is filtered, producing a time-averaged

SINR trace Γ̄j . According to [13], a simple first-order filter can

properly restore the desired SINR stream and perform reliable

channel estimation even without designing more complex and

expensive adaptive nonlinear filters. Therefore, Γ̄j is obtained

as

Γ̄i = (1− η)Γ̄i−1 + ηΓ̂i, (6)

for some constant η ∈ (0, 1) chosen in order to minimize the

estimation error ei = |Γi − Γ̄i|
2.

As an example, the SINR trace in Fig. 4 (whose samples

are collected every D = 1.6 ms) is obtained by following the

semi-statistical channel model proposed in [13] and explained

9The estimation of the channel is relatively straightforward in 3GPP LTE
[37], [46] and is based on the cell reference signal (CRS) that is continuously
and omnidirectionally sent from each eNB. However, a CRS will likely not
be available in mmWave systems, since downlink transmissions at mmWave
frequencies will be directional and specific to the UE [13].
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in this section. For time t < 19.4, the UE is in a NLOS

pathloss condition with respect to its eNB, therefore a scaling

factor δ measured experimentally is applied to the statistical

trace to account for the dynamics of the local blockage. For

time t > 19.4, the UE enters a LOS state until the end of the

simulation. The SINR collapses and spikes within the trace

(i.e., at times t = 18.1 or t = 18.9) are mainly caused by the

update of the large scale fading parameters of the statistical

mmWave channel, while the rapid fluctuations of the SINR are

due to the adaptation of the small scale fading parameters of H

(and mainly to the Doppler effect experienced by the moving

user). Finally, the red and black lines are referred to the true

measured SINR trace Γ and its estimate Γ̄ (after the noise and

a first-order filter are applied), respectively. We observe that,

for low SINR regimes, Γ̄ presents a noisy trend but appears

still similar to the original trace while, when considering good

SINR regimes (e.g., when the UE is in LOS), the estimated

trace almost overlaps with its measured original version.

C. Simulation Parameters

The reference scenario (for which one example of random

realization is presented in Fig. 5) is a typical urban grid having

area 200× 115 meters, where 4 non-overlapping buildings of

random size and height are deployed, in order to randomize the

channel dynamics (in terms on LOS-NLOS transitions) for the

moving user. Three mmWave eNBs are located at coordinates

eNB2 = (0; 50), eNB3 = (200; 50) and eNB4 = (100; 110),
at a height of 10 meters. The LTE eNB1 is co-located with

eNB4. We consider a single UE that is at coordinates (50;−5)
at the beginning of the simulation. It then moves along the x-

axis at speed v m/s, until it arrives in position (150;−5). The

simulation duration Tsim therefore depends on the UE speed v
and is given by Tsim =

lpath
v = 20 s, where lpath = 100 m is

the length of the path of the UE during the simulation and the

default value of the mobile speed has been taken to be v = 5
m/s.

Our results are derived through a Monte Carlo approach,

where multiple independent simulations are repeated, to get

different statistical quantities of interest. In each experiment:

(i) we randomly deploy the obstacles; (ii) we apply the

measurement framework described in Section II-A to collect

Parameter Value Description

mmWave Wtot 1 GHz Bandwidth of mmWave eNBs
mmWave fc 28 GHz mmWave carrier frequency
mmWave PTX 30 dBm mmWave transmission power
LTE Wtot 20 MHz Bandwidth of the LTE eNB
LTE fc 2.1 GHz LTE carrier frequency
LTE DL PTX 30 dBm LTE DL transmission power
LTE UL PTX 25 dBm LTE UL transmission power
NF 5 dB Noise figure
Γout −5 dB Minimum SINR threshold
eNB antenna 8× 8 eNB UPA MIMO array size
UE antenna 4× 4 UE UPA MIMO array size
NeNB 16 eNB scanning directions
NUE 8 UE scanning directions
Tsig 10 µs SRS duration
φov 5% Overhead
Tper 200 µs Period between SRSs
v 5 m/s UE speed
BRLC 10 MB RLC buffer size
DX2 1 ms One-way delay on X2 links
DMME 10 ms One-way MME delay
TUDP {20, 80} µs UDP packet interarrival time
sUDP 1024 byte UDP payload size
D {1.6, 12.8, 25.6} ms CRT intergeneration delay

Table III: Simulation parameters.

one CRT every D seconds; and (iii) we eventually employ one

of the HO algorithms presented in Section II-C.

The goal of these simulations is to assess the difference in

performance between a system using dual connectivity, with

fast switching and SCH, and another where hard handover

(HH) is used, for different values of D, i.e., when varying

the periodicity of the CRT generation at the LTE eNB side.

Indeed the comparison between these two configurations can

be affected by several parameters, which are based on realistic

system design considerations and are summarized in Table III

[14]. On the other hand, the performance of the two options

does not depend on the interference, since its impact is similar

in both schemes. The value of the delay to the MME node

(DMME) is chosen in order to model both the propagation

delay to a node which is usually centralized and far from

the access network, and the processing delays of the MME

server. We also model the additional latency DX2 introduced

by the X2 connections between each pair of eNBs, which

has an impact on (i) the forwarding of PDCP PDUs from the

LTE eNB to the mmWave ones; (ii) the exchange of control

messages for the measurement reporting framework and (iii)

the network procedures which require coordination among

eNBs. Thus, the latency DX2 may delay the detection at the

LTE eNB coordinator of an outage with respect to the current

mmWave link. In order to avoid performance degradation, the

value of DX2 should be smaller than 2.5 ms, as recommended

by [47].

We consider an SINR threshold Γout = −5 dB, assuming

that, if Γ̄j(t) < Γout, no control signals are collected by eNBj

at time t when the UE is transmitting its SRSs. Reducing

Γout allows the user to be potentially found by more suitable

mmWave cells, at the cost of designing more complex (and

expensive) receiving schemes, able to detect the intended

signal in more noisy channels. eNBs are equipped with a

Uniform Planar Array (UPA) of 8× 8 elements, which allow

them to steer beams in NeNB = 16 directions, whereas

UEs have a UPA of 4 × 4 antennas, steering beams through
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Fig. 6: Average number of handover events and packet loss ratio, for different values of the delay D, for a fixed and dynamic TTT HO algorithm. Narrow
bars refer to a hard handover configuration, while wide colored bars refer to a dual connectivity implementation. The RLC buffer size is B = 10 MB and
the interarrival packet time is TUDP = 20 µs.

NUE = 8 angular directions.

The behavior of the UDP transport protocol (whose inter-

arrival packet generation time is TUDP) is tested, to check

whether our proposed dual connectivity framework offers

good resilience in mobility scenarios. Only downlink traffic

is considered.

IV. RESULTS AND DISCUSSION

In this section, we present some results that have been

derived for the scenario presented in Section III-C. Different

configurations have been compared in terms of packet loss,

latency, PDCP throughput, RRC and X2 traffic in order to:

i) compare DC with fast switching and SCH versus the

traditional standalone hard handover architectures;

ii) compare the performance of the dynamic and the fixed

TTT HO algorithms;

iii) validate our proposed measurement reporting system

varying the CRT intergeneration periodicity D and the

UDP interarrival packet time TUDP.

A. Packet Loss and Handover

In Fig. 6(a) we plot the average number of handover (or

switch) events. As expected, we notice that this number is

much higher when considering the DC configuration. The

reason is that, since the DC-aided fast switching and SCH

procedures are faster than the traditional standalone hard

handover, the UE has more chances to change its current cell

and adapt to the channel dynamics in a more responsive way.

Moreover, when increasing the delay D, i.e., when reducing

the CRT generation periodicity, the number of handovers

reduces, since the UE may have fewer opportunities to update

its serving cell, for the same simulation duration. Finally, we

see that a dynamic HO procedure requires, on average, a larger

number of handover events, to account for the situations in

which TTT< 150 ms, when the UE may change its serving

cell earlier than it would have done if a fixed TTT algorithm

had been applied.

Another element to consider in this performance analysis is

the packet loss ratio Rloss, plotted in Fig. 6(b)10, and defined

as the ratio between lost and sent packets, averaged over

the N different iterations for each set of parameters. Since

the UDP source constantly injects packets into the system,

with interarrival time TUDP, it can be computed as Rloss =
1 − rTUDP/Tsim where r is the total number of received

packets and Tsim is the duration of each simulation. We first

notice that, with the use of the DC solution, fewer packets

are lost. In fact, there are mainly two elements that contribute

to the losses: (i) some UDP packets, which are segmented in

the RLC retransmission buffer, cannot be reassembled at the

PDCP layer and are therefore lost; (ii) during handover, the

target eNB RLC transmission buffer receives both the packets

sent by the UDP application with interpacket interval TUDP

and the packets that were in the source eNB RLC buffer. If

the latter is full, then the target eNB buffer may overflow and

discard packets.

Both these phenomena are stressed by the fact that the

standalone HH procedure takes more time than both the DC-

aided fast switching and SCH procedures. Moreover, during a

complete outage event, with the HH solution, until the UE

has completed the Non Contention Based Random Access

procedure with the LTE eNB, packets cannot be sent to the

UE and must be buffered at the RLC layer. This worsens

the overflow behavior of the RLC buffer. Instead, with fast

switching, the UE does not need to perform random access,

since it is already connected and, as soon as packets get to

the buffer of the LTE eNB, they are immediately transmitted

to the UE.

Fig. 6(b) also shows that the packet loss ratio increases when

D increases since, if handover or switch events are triggered

less frequently, the RLC buffer occupancy increases, and so

does the probability of overflow.

10The presented figure has been obtained when setting TUDP = 20µs. We
have also tested the configuration TUDP = 80 µs, but we saw that, across
the different realizations of the simulation, Rloss was zero, due to the fact
that the UDP traffic injected in the system was sufficiently well handled by
the buffer, with no overflow.
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Fig. 7: Average latency, for different values of the delay D and the UDP packet interarrival time TUDP, for a fixed and dynamic TTT HO algorithm. Narrow
bars refer to a hard handover configuration, while wide colored bars refer to a dual connectivity implementation. The RLC buffer size is BRLC = 10 MB.

Finally, almost no differences are registered when con-

sidering a dynamic or fixed TTT HO algorithm, nor when

increasing the CRT delay from D = 12.8 ms to D = 25.6 ms

(this aspect will be explained in more detail later).

B. Latency

The latency is measured for each packet, from the time

it leaves the PDCP layer of the LTE eNB to when it is

successfully received at the PDCP layer of the UE. Therefore,

it is the latency of only the correctly received packets, and it

accounts also for the forwarding latency DX2 on the X2 link.

Moreover, this metric captures the queuing time in the RLC

buffers, and the additional latency that occurs when a switch

or handover happens, before the packet is forwarded to the

target eNB or RAT.

Fig. 7 shows that the DC framework outperforms the

standalone hard handover: in fact, as we pointed out in Section

IV-A, handovers (which dominate the HH configuration) take

more time than the fast switching and SCH procedures, and

therefore with DC the UE experiences a reduced latency and

no service interruptions. This result is even more remarkable

when realizing that, from Fig. 6, the absolute number of

handover (or switch) events is higher when using DC: despite

this consideration, the overall latency is still higher for a

system where hard handover is implemented11.

Furthermore, the latency increases as D increases. In fact,

when reducing the intergeneration time of the CRT, the UE

is attached to a suboptimal mmWave eNB (or to the LTE

eNB) for a longer period of time: this increases the buffer

occupancy, thus requiring a stronger effort (and longer time)

for forwarding many more packets to the new candidate cell,

once the handover (or switch) is triggered. Finally, there are

no remarkable differences between D = 12.8 and D = 25.6
ms.

11The latency gap is even more remarkable when considering a dynamic
TTT HO algorithm. In fact, although the UE experiences, on average, almost
15% more handovers than in the fixed TTT configuration, the overall latency
of the two configurations shown in Fig. 7 is comparable, due to the fact that
with dynamic TTT some SCHs are more timely.

According to Fig. 7(b), the latency gap between the HH and

DC configurations is much more impressive when considering

TUDP = 80 µs. In fact, with this setup, the RLC buffer is

empty most of the time and, when a handover (or a switch) is

triggered, very few UDP packets need to be forwarded to the

destination mmWave or LTE eNB, thus limiting the impact

of latency.

We finally recall that, as already introduced in Section II-C,

the handover interruption time (HIT, i.e., the time in which

the user’s connectivity is interrupted during the handover op-

erations) takes different values, according to the implemented

handover scheme (either DC or HH). When considering a

switch to LTE, the HIT is negligible if a DC approach is

used, since the UE is already connected to both the LTE and

the mmWave RATs. There may be an additional forwarding

latency for the switch from mmWave to LTE, which however

is already accounted for in Fig. 7. On the other hand, when

referring to the baseline HH architecture, the UE has to

perform a complete handover to switch from one RAT to the

other, thus introducing a significant additional delay. When

considering the handover between mmWave eNBs, instead,

the HIT is comparable for both the DC and the HH schemes.

However, in the first case, the procedure does not involve any

interaction with the core network and the UE is informed

about the new mmWave eNB to handover to and the best

angular direction to set through an LTE message (while, when

choosing the HH configuration, the handover completion is

postponed since the UE has to exhaustively scan again the

angular space and perform a complete initial beam search to

receive a connection-feedback message from the new serving

mmWave eNB). In general, the DC approach is thus preferred

in terms of reduced interruption time too.

C. PDCP Throughput

The throughput over time at the PDCP layer is measured

by sampling the logs of received PDCP PDUs every Ts = 5
ms and summing the received packet sizes to obtain the total

number of bytes received B(t). Then the throughput S(t) is

computed in bit/s as S(t) = B(t) × 8/Ts. In order to get
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Fig. 8: Average PDCP throughput in Mbit/s, for different values of the delay D and the UDP packet interarrival time TUDP, for fixed and dynamic TTT HO
algorithm. Narrow bars refer to a hard handover configuration, while wide colored bars refer to a dual connectivity implementation. The RLC buffer size is
BRLC = 10 MB.

the mean throughput SPDCP for a simulation, these samples

are averaged over the total simulation time Tsim, and finally

over the N simulations, to obtain the parameter E[SPDCP].
Notice that the PDCP throughput (which is mainly a measure

of the rate that the radio access network can offer, given a

certain application rate), is mostly made up of the transmission

of new incoming packets, but it may also account for the

retransmissions of already transmitted ones.

In Fig. 8, it can be observed that the throughput achievable

with the dual connectivity solution is slightly higher than with

hard handover. The reason is that, when relying on the LTE

eNB for dealing with outage events, the UE experiences a non-

zero throughput, in contrast to the hard handover configuration

which cannot properly react to a situation where no mmWave

eNBs are within reach. Moreover, the difference in throughput

increases as the application rate increases, in accordance with

the results on packet loss described in the previous section.

As expected, the PDCP throughput decreases as D in-

creases, since the CRT are generated less frequently and

the beam pair between the UE and its serving mmWave

eNB is monitored less intensively. This means that, when the

channel conditions change (e.g., due to the user motion, to

a pathloss condition modification or to the small and large

scale fading parameters update), the communication quality

is not immediately recovered and the throughput is affected

by portions of time where suboptimal network settings are

chosen.

Moreover, as pointed out in Section IV-B, we cannot see

notable differences between the fixed and dynamic TTT HO

procedures and between the D = 12.8 and the D = 25.6 ms

CRT delays. Also a lower UDP rate, according to Fig. 8(b),

presents comparable PDCP throughput gains with respect to

the HH option.

Finally, it is interesting to notice that, when the system

implements a DC architecture for handover management, the

traditional trade-off between latency and throughput no longer

holds. In fact, despite the increased number of handover and

switch events shown in Fig. 6(a), with respect to the baseline

HH configuration, the UE experiences both a reduced latency

and an increased PDCP throughput, thus enhancing the overall

network quality of service.

D. Variance Ratio

In order to compare the variance of the rate experienced

in time by a user, according to the different HO algorithms

implemented (DC or HH, for fixed and dynamic TTT), we

used the ratio

Rvar =
σSPDCP

E[SPDCP]
, (7)

where E[SPDCP] is the mean value of the PDCP throughput

measured for each HO configuration and σSPDCP
is its standard

deviation, obtained over N repetitions. High values of Rvar

reflect remarkable channel instability, thus the rate would be

affected by local variations and periodic degradations.

Let Rvar,DC and Rvar,HH be the variance ratios of Equation

(7) for the fast switching with dual connectivity and hard

handover configurations, respectively. From Fig. 9, we observe

that Rvar,HH is higher than Rvar,DC, for each value of the

delay D, the HO metric and the UDP packet interarrival

time TUDP, making it clear that the LTE eNB employed in

a DC configuration can stabilize the rate, which is not subject

to significant variations. In fact, in the portion of time in

which the UE would experience zero gain if a hard handover

architecture were implemented (due to an outage event), the

rate would suffer a noticeable discrepancy with respect to the

LOS values, thus increasing the rate variance throughout the

simulation. This is not the case for the DC configuration, in

which the UE can always be supported by the LTE eNB,

even when a blockage event affects the scenario. This result

is fundamental for real-time applications, which require a

long-term stable throughput to support high data rates and a

consistently acceptable Quality of Experience for the users.

Furthermore, it can be seen that Rvar increases when the

CRT are collected more intensively. In fact, even though

reducing D ensures better monitoring of the UE’s motion

and faster reaction to the channel variations (i.e., LOS/NLOS

transitions or periodic modification of the small and large
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Fig. 9: Average ratio Rvar, for different values of the delay D and the UDP packet interarrival time TUDP, for a fixed and dynamic TTT HO algorithm.
Narrow bars refer to a hard handover configuration, while wide colored bars refer to a dual connectivity implementation. The RLC buffer size is BRLC = 10

MB.

scale fading parameters of H), the user is affected by a higher

number of handover and switch events, as depicted in Fig. 6(a):

in this way, the serving cell will be adapted regularly during

the simulation, thereby causing large and periodic variation

of the experienced throughput. For the same reason, Rvar is

higher when applying a dynamic TTT HO algorithm, since

the handovers and switches outnumber those of a fixed TTT

configuration.

Finally, to compare the DC and the HH architectures, we can

consider the ratio RDC/HH = Rvar,DC/Rvar,HH. It assumes

values lower than 1, reflecting the lower variance of a DC

configuration, with respect to the baseline HH option. We can

therefore affirm that (i) RDC/HH < 1 for every parameter

combination and (ii) although the dynamic TTT HO approach

shows an absolute higher variance than the fixed TTT one,

the hard handover baseline suffers much more because of the

aggressiveness of the dynamic TTT configuration than the DC

architecture, and therefore RDC/HH,dyn < RDC/HH,fixed.

E. RRC Traffic

The RRC traffic is an indication of how many control

operations are done by the UE-mmWave eNB pairs. Moreover,

it is dependent also on the RRC PDU size12.

Fig. 10 shows the RRC traffic for different values of the

delay D. Notice that the RRC traffic is independent of the

buffer size B, since even 10 MB are enough to buffer the RRC

PDUs, and of the UDP packet interarrival time TUDP. It can be

seen that fast switching causes an RRC traffic which is lower

than for hard handover. The reason for this behavior is that,

when implementing a DC solution, part of the control channel

occupancy is due to the switches between the mmWave eNB

and the LTE eNB, which use smaller control PDUs than

standalone handover events with the HH architecture. A lower

RRC traffic is better, since it allows to allocate more resources

12For example, a switch message contains 1 byte for each of the bearers
that should be switched, while an RRC connection reconfiguration message
(which triggers the handover) carries several data structures, for a minimum
of 59 bytes for a single bearer reconfiguration.
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Fig. 10: Average amount of traffic at the RRC layer in bit/s, for different
values of the delay D, for a fixed and dynamic TTT HO algorithm. Narrow
bars refer to a hard handover configuration, while wide colored bars refer to a
dual connectivity implementation. The RLC buffer size is BRLC = 10 MB.

to data transmission and, given the same amount of control

overhead, it allows to scale to a larger number of users [14].

The RRC traffic is then higher for the dynamic TTT HO

configuration due to the corresponding higher number of

required handovers and switches shown in Fig. 6(a).

Finally, we highlight that the RRC traffic measured for a

CRT intergeneration periodicity D = 1.6 ms is lower than for

D ∈ {12.8, 25.6} ms, despite its higher number of required

handovers and switches. The reason is that, when the CRT are

very frequent, the UE is more intensively monitored, and can

thus react more promptly when an outage or a channel update

occurs. In this way, retransmissions of control PDUs are less

probable and thus fewer messages need to be exchanged at

the RRC layer.

F. X2 Traffic

One drawback of the DC architecture is that it needs to

forward PDCP PDUs from the LTE eNB to the mmWave

eNB, besides forwarding the content of RLC buffers during
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Fig. 11: Average ratio of X2 and PDCP throughput, for different values of the delay D and of the UDP packet interarrival time TUDP, for a fixed and
dynamic TTT HO algorithm. Narrow bars refer to a hard handover configuration, while wide colored bars refer to a dual connectivity implementation. The
RLC buffer size is BRLC = 10 MB.
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Fig. 12: Evolution, for a specific simulation of duration Tsim = 20 seconds, of the PDCP throughput and of the UE’s instantaneous mmWave eNB association.
We compare both the hard handover (above) and the dual connectivity (below) configurations, for the fixed TTT HO algorithm and a delay D = 1.6 ms. The
RLC buffer size is BRLC = 10 MB. The green line represents the current cell over time, where cells from 2 to 4 are mmWave eNBs and cell 1 is the LTE
eNB.

switching and SCH events. On the other hand, the HH option

only needs the second kind of forwarding during handovers.

Therefore, the load on the X2 links connecting the different

eNBs is lower for the HH solution, as can be seen in Fig. 11,

which shows the ratio between the average E[SX2] of the sum

of the throughput SX2 in the six X2 links of the scenario and

the average PDCP throughput E[SPDCP]. It can be seen that

for the DC architecture the ratio is close to 1, therefore the X2

links for such configuration must be dimensioned according to

the target PDCP throughput for each mmWave eNB. For both

architectures the ratio is higher for the lower UDP interarrival

time, since there are more packets buffered at the RLC layer

that must be forwarded, and also for lower delay D, since

there are more handover events. However, as we will discuss

in more detail in Section IV-G, the forwarding cost (in terms

of inbound traffic to the mmWave eNB) of the DC architecture

is similar to that of HH.

G. Final Comments

Dual Connectivity vs. Hard Handover: It can be seen that,

in general, a multi-connectivity architecture performs better

than the hard handover configuration. The main benefit is the

short time it takes to change radio access network and its

enhancements are shown in terms of mainly: (i) latency, which

is reduced up to 50% because the fast switching and SCH

procedures are in general much faster than traditional han-

dovers (although the number of SCH or switching events may

be higher with DC), as observed in Fig. 7 and Fig. 6(a); (ii)

packet loss, which is reduced since PDUs are less frequently

buffered, thus reducing the overflow probability, as shown in

Fig 6(b). This is shown by the lower PDCP throughput of

Fig. 12(a), referred to the HH configuration, with respect to

that of the DC architecture of Fig. 12(b); (iii) control signaling

related to the user plane which, despite an increase of the RRC
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Fig. 13: Average latency, for different values of the delay D and for TUDP = 20 µs, comparing a fixed and dynamic TTT HO algorithm. The colored bars
refer to a dual connectivity implementation for HO management. The RLC buffer size is B = 10 MB and a corner scenario is implemented, for a user
moving at speed v.

traffic for the LTE eNB, is smaller with the DC solution (this

allows the LTE eNB to handle the load of more UEs). This

is supported by the results shown in Fig 10; (iv) throughput

variance, where smaller rate variations are registered, with a

reduction of Rvar of up to 40%, as observed in Fig. 9. As

an example, Fig. 12(a) shows periodic wide fluctuations of

the throughput (which sometimes is even zero, when outages

occur), while it settles on steady values when DC is applied,

as in Fig. 12(b).

We also showed that, when the system implements the

DC configuration, despite the increased number of handovers

and switches, the UE can jointly achieve both a reduced

latency and an increased PDCP throughput, enhancing its

overall quality of service. We have also examined the main

cost of the DC architecture, showing in Section IV-F that

the X2 traffic for the DC option is higher than for the HH

configuration because of the forwarding of packets from the

LTE eNB to the mmWave ones. However, we must recall

that, with the HH solution, the mmWave eNBs receive the

packets from the core network through the S1 link, which

is not used for the mmWave eNBs in the DC configuration.

Therefore, when considering the overall inbound traffic to

the mmWave eNBs on both the X2 and the S1 links, the

costs of the two architectures may be equivalent. Given these

considerations, we argue that the use of multi-connectivity for

mobility management is to be preferred to the traditional hard

handover approach.

UDP interarrival time: We observed that the general

behaviors are similar for most metrics. However, the latency is

much lower when TUDP = 80µs, since RLC buffers are empty

most of the time and fewer packets need to be forwarded

during the switching and handover events. This justifies the

wider gap between DC and HH architectures, with respect to

the TUDP = 20 µs case.

CRT intergeneration delay and beamforming architec-

ture: We noticed remarkable differences between D = 1.6 and

D = 25.6 ms (validating the choice of designing a digital BF

architecture, more complex but more efficient in terms of both

latency and throughput) but almost no distinction between the

D = 12.8 and D = 25.6 ms configurations: we conclude that

a hybrid BF system at the mmWave eNB side is not to be

preferred to an analog one, since the complexity is increased

while the overall performance is almost equivalent.

Fixed vs. Dynamic TTT: We showed that the second

approach never results in a performance degradation for any

of the analyzed metrics. Moreover, we showed that it may

also deliver tangible improvements in some specific scenarios

where the traditional methods fail, such as the one shown in

Fig. 13. In this corner scenario, the UE turns left at a T-

junction and loses LOS with respect to both mmWave eNBs at

the bottom. However, the mmWave eNB on top of the scenario

is now in LOS, thus the handover should be triggered as

quickly as possible. From the result in Fig. 13(b), we observe

that in this case a dynamic and more aggressive approach

is able to massively reduce latency compared to the fixed

configuration, since a reduced TTT may be vital in this specific

scheme, in which the user experiences a degraded rate until

the handover to the LOS mmWave eNB is completed. We

indeed state that, since the dynamic TTT algorithm never

underperforms the fixed TTT approach but is able to greatly

improve the performance in specific scenarios, it should be

preferred for handover management.

V. CONCLUSION AND FUTURE WORK

A limitation for the deployment of mmWave 5G systems is

the rapidly changing dynamic channel caused by user mobility.

The UE may be suddenly in outage with respect to all the

mmWave eNBs, and a classic standalone architecture with

traditional handovers cannot react quickly enough. In this

paper we proposed a dual connectivity framework that, with

the aid of a macro LTE eNB, can collect measurements and

track the channel dynamics and perform fast switching to

fall back to LTE and SCH for a fast handover among the

mmWave eNBs. We showed, with an extensive simulation

campaign, that the proposed framework is able to improve

the performance of an end-to-end network with mmWave

access links with respect to several metrics, including latency,

throughput (in terms of both average and stability), radio
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control signaling and packet loss. Moreover, we presented and

studied the performance of a dynamic TTT algorithm for SCH,

showing that in some specific cases it may gain significantly

with respect to a standard fixed TTT handover algorithm.

In our study, we focused on a simulated semi-statistical

channel model with a realistic obstacles deployment to cap-

ture the mmWave dynamics. Due to the lack of temporally

correlated mmWave channel measurements, it is currently not

possible to develop an accurate analytical model for mobility-

related scenarios, which on the other hand remains a very

interesting and relevant item for future research.
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