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Abstract

Visible light communication (VLC) systems take advantage of ubiquitous

light-emitting diodes (LED) and leverage existing illumination infrastructure to

provide broadband optical communication links.

Multiple-input multiple-output (MIMO) VLC systems are among the

well-studied topics in VLC research. However, most traditional MIMO VLC

systems require accurate alignment and have to adjust to different magnifications at

various link distances. Consequently, the alignment and calibration modules

increase the complexity of the receiver structures.

A pixelated MIMO VLC system is introduced in this thesis, which transmits a

series of time-varying coded images that can be received and decoded by commercial

digital cameras. Using a convex lens placed in front of the transmitter at its focal

length, the system exploits the Bokeh effect to obtain fixed-scale images at all link

distances.

Compared with traditional pixelated MIMO VLC systems, which send information

directly in space, this spatial-angular mapping system sends information in different

angles instead. In contrast to the complex receiver structures in traditional setups,

the proposed system can capture fixed-scale images with a simple receiver requiring

no re-focusing as the camera moves.
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The channel model of the system is measured and modeled and a rateless code is

applied to track the truncation of receive images for various link ranges and angular

offsets. A proof-of-concept optical communication system is implemented with an

LCD display and a high speed CMOS camera. Performance of the system is measured

and analysed. The experimental system can achieve a throughput of approximately

10 bit per frame over 90 cm.

This fixed-scale pixelated MIMO wireless optical communication system provides

a less expensive option for short-range indoor broadcasting optical links and inter-

vehicle communications due to its mobility, stability and simpler receiver structure

compared to traditional designs in different working conditions.
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Chapter 1

Introduction

1.1 Wireless Optical Communications

In the past decade, the rapid growth of the smart device industry and the ubiquitous

mobile Internet have caused an ever increasing demand for mobile data exchanges.

The emerging concept of Internet of Things (IoT) even further boosts the need of

reliable high-speed wireless networks. According to [3], the global mobile data traffic

has grown over 60% in 2016 alone.

The current wireless network markets are primarily dominated by radio

frequency (RF) technologies, of which the frequency spectrum is strictly regulated

between 30 kHz to 300 GHz [4]. Licensed by different authorities, the limited RF

spectrum is facing the problem of spectrum congestion [4]. As an alternative (or

complementary) solution, optical wireless communications (OWC) have received

growing attention from academia and industries with relatively unexplored

potentials. Compared to RF technologies, OWC enjoy a range of advantages such as

license-free frequency spectrum, inherent security, broader bandwidths and
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bandwidth reuse potential with good spatial confinements [4, 5]. OWC systems are

mostly based on the following three optical bands: infrared light (IR), ultraviolet

light (UV) and visible light spectrum.

One typical example of OWC systems is the free space optical (FSO) systems.

Mostly implemented with lasers, many of the FSO systems operate at the near-IR

frequencies (800 nm to 1550 nm) [4]. FSO systems are often used for deep-space

communication and terrestrial point-to-point data transmission over longer ranges

(on the order of kilometers). When transmitting modulated laser beams, the FSO

links are easily affected by weather conditions. Impacts of these different factors

were studied in [6, 7] and the performance of the links was shown to be more easily

impaired by fogs compared to other weather conditions because of the operating

wavelength of the systems [8]. Different advanced technologies such as multiple-

input multiple-output (MIMO), adaptive transmission and RF/FSO hybrid systems

were also introduced into FSO systems according to [9–12]. In a recent paper [13],

an experimental FSO system using wavelength multiplexing was implemented and a

data rate of 1.6 Tbps was achieved.

Systems based on UV frequencies have also been intensely studied in recent years.

In deep-UV band (200 nm to 280 nm) [4], due to the progress in UV sources and

solar-blind detector technologies, various non-line-of-sight (NLOS) communication

links with low cost and higher energy efficiencies were implemented and analysed. In

[14], a communication system based on UV light was built over ranges less than 1 km

with a bit error rate of 10−3.

Visible light communication (VLC) is also gaining increasing attention from

researchers thanks to the rapid development of the solid-state lighting technology.

2
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Especially, the progress in white light-emitting diode (WLED) technology provides

a promising future for an LED-dominated illumination industry [15]. According to

[16], LED lighting is predicted to increase its market share to 84 % by 2030.

Compared to traditional incandescent bulbs and fluorescent lamps, LEDs have

several superior features such as longer lifespan (60 kilohours compared to

10 kilohours), higher power efficiency (over 50% more efficient) and less

environmental impacts (mercury-free) [17–20].

As a subset of OWC, VLC not only enjoys the same advantages as OWC, but

also possesses its unique attractive features. VLC can leverage existing

light-emitting diode (LED) illumination infrastructure to provide broadband optical

communication links [21]. Transmitters are ubiquitous and found in LED lighting,

backlighting and display technologies among many others. Equally ubiquitous

mobile devices with integrated cameras offer great potential to work as VLC

receivers. Therefore, VLC links can be potentially combined with other existing

applications to provide lighting, traffic signalling along with intense data exchanges.

Pioneered by Visible Light Communication Consortium (VLCC), VLC technology

has made great progress towards the standardization. In 2012, the first standard of

VLC [22] was published and on-off keying (OOK) , color shift keying (CSK) and

variable pulse position modulation (VPPM) were recognized as modulation schemes.

Data rate up to 96 Mb/s is supported in [22]. Based on IEEE 802.11, light-fidelity

(LiFi) employs orthogonal frequency-division multiplexing (OFDM) to implement a

complete wireless network system and is considered to be added to the coming

standard of VLC systems [23, 24]. Commercial companies such as PureLiFi [25] and

ByteLight [26] have also contributed to the development and standardization of

3
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VLC. The most recent product of PureLiFi is named LiFi-X and can achieve a data

exchange rate of 40 Mbps [27].

Though LED illumination devices are widespread, they are typically not optimized

for communication applications and have limited modulation bandwidth between 2-

20 MHz [28]. Most white LEDs in illumination markets are based on two mainstream

technologies. One is the phosphor-based LED, which combines a blue LED with a

yellow phosphor coating. The phosphor can emit yellow light by absorbing part of

the blue photons to produce white light to human eyes. When the phosphor coating

absorbs the blue light and produces yellow light, a decay time of around 100 ns limits

the modulation bandwidth of the LED to around 2 MHz [29]. The other is the red-

green-blue (RGB) LED that produces white light by mixing red, green and blue light.

Without a phosphor coating, the RGB LED has a higher bandwidth potentially (up

to 100 MHz) compared to the phosphor-based LED [28]. However, due to its simpler

structure and low cost, the phosphor-based LED is often used for communication

purpose.

To increase the bandwidth efficiency, different methods can be applied [20]. By

adding an optical filter at the receiver to remove the unmodulated yellow light of a

system using phosphor-based LED, the bandwidth of the system can be increased

to about 12 MHz [30]. In addition to increasing the modulation bandwidth of the

system, bandwidth efficient modulation schemes, such as pulse amplitude modulation

(PAM), variable pulse position modulation (VPPM) and color shift keying (CSK) for

RGB LEDs, can be used to increase the data throughput with high signal to noise

ratio (SNR) (over 60 dB) [22, 30].

Inspired by RF communications, multi-carrier techniques were also introduced to

4
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VLC systems by researchers to obtain superior performance. OFDM can utilize the

available bandwidth efficiently by assigning data adaptively to different frequency

bands [31]. Different from RF links, optical OFDM systems are based on intensity

modulation/direct detection (IM/DD) model, which means the transmitted OFDM

signals have to be strictly positive. One approach to satisfy non-negativity is to

introduce a direct current (DC) bias, known as DC-biased optical OFDM (DCO-

OFDM). However, such scheme increases the power dissipation and if the DC bias is

not excessively large, part of the negative signals need to be clipped, thus introducing

clipping noise to the system [32]. Asymmetrically-clipped optical OFDM (ACO-

OFDM) was proposed where only half of the sub-carriers are modulated [33] and the

bipolar signal is then clipped at zero level. Modulating only the odd sub-carriers of the

signal, the clipping will not impair the data-carrying sub-carriers while ensuring non-

negativity. A more detailed comparison of these two techniques were provided in [34]

using quadrature amplitude modulation (QAM). Except for large constellation size

such as 1024-QAM, ACO-OFDM was shown to require less optical power compared to

DCO-OFDM with a fixed data rate and bit error rate according to [34]. Combination

and variation of these two OFDM schemes were also introduced in [35, 36] for better

performances in various conditions. In a similar direction, symmetrical clipping and

discrete multitones (DMT) were employed to achieve a data rate up to 500 Mb/s in

[37].

Analogous to RF communications, MIMO technology has also been extensively

investigated in VLC systems in order to improve link speed or stability.

5
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1.2 MIMO Optical Wireless Systems

First introduced in RF communications in the late 1980s, a MIMO system consists

of multiple numbers of transmit and receive antennas compared to traditional single-

input single-output systems. MIMO technology is widely used in RF systems to

increase spectral efficiency and link reliability. RF wireless communication standards

including IEEE 802.11n, IEEE 802.11ac, HSPA+ and Long Term Evolution (LTE) all

employ MIMO as a crucial element [38]. Inspired by this technique, various MIMO

optical wireless systems are also constructed. With smaller operating wavelength

compared to RF links, MIMO optical wireless systems are often constructed with

a large number of transmit and receive elements as described in [5, 39]. Moreover,

in MIMO optical systems, the area of the sensor arrays are usually on the order of

millions of square wavelengths. According to [40], when the optical intensity field

is integrated over the sensor arrays to form the receive images, an inherent spatial

diversity can be achieved in such systems.

In this section, a brief review of various types of MIMO optical wireless systems

and approaches is presented. Drawbacks of the existing systems will also be discussed

to provide our newly proposed system with a solid background.

1.2.1 Two-dimensional Barcodes

The simplest forms of MIMO optical wireless systems are two-dimensional (2D)

barcodes. As an optical, machine-readable spatial representation of data, 2D

barcodes are widely applied in commercial transportation, bank management and

postal industry. Most 2D barcodes encode data in an array of printed pixels that

can be imaged with a camera or a scanner. This is analogous to a one-frame

6
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pixelated MIMO VLC system with the barcode acting as one single frame of 2D

transmit image.

Among different types of 2D barcodes, the most popular ones are quick response

codes (QR Codes) [41]. Take QR codes for example, black squares are arranged

on a white background to represent the encoded information. Required patterns

at the corners of the barcodes can provide the receiver with position information.

Alignment and timing information can also be included in some versions of QR codes.

To achieve reliable data transmission, Reed-Solomon error correction is applied to

ensure correct decoding operations. Other types of 2D barcodes, such as Data Matrix

Codes [42] and Aztec Codes [43], are slightly different in the way data is encoded and

arranged. However, most 2D barcodes require certain finder patterns in the codes to

help the receiver correctly locate the barcodes. Constraints on imaging distance and

alignments are also comparatively strict in order to obtain data from a single image

correctly. In Fig. 1.1, three types of 2D barcodes are depicted and each barcode

includes finder patterns.

A novel type of 2D barcode, “Bokode” was presented in [44]. Different from

traditional 2D barcodes, a collimating lens was introduced in front of the Bokode

pattern. This lens can be thought of as performing a space-to-angle mapping and all

data are thus transmitted in the angular domain rather than in space directly. A

camera receiver is required to focus at infinity to form a fixed-scale image on the

sensor utilizing the “Bokeh” effect. In [44], an experimental Bokode was

implemented with a single lenslet and an off-the-shelf camera. Bokode of size

2.5 µm was successfully captured over 4 m. Two major advantages of Bokode are

fixed-scale receive images at all working distances and no need to re-focus the

7
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Finder 

Pattern

QR Code

Data Matrix

Aztec Code

Figure 1.1: Different Types of 2D Barcodes (Generated from [1] with Information:
Pixelated MIMO Visible Light Communication System)

camera as it moves. As a tradeoff, due to the limited angular subtense of the

camera lens, the receive images are truncated by a window of which the size is

dependent on different separation distances between the transmitter and receiver.

1.2.2 Holographic Storage System

As a high-capacity data storage technology, holographic storage system can be

considered as a special variation of MIMO optical wireless communication systems.

Different from most MIMO optical wireless communication systems, which are

incoherent and based on IM/DD channel model, the holographic storage systems

use coherent light to enable recording and reading data [45].

A typical holographic storage system multiplexes and modulates data spatially

into 2D coherent images. Signal beams are then created by projecting the coherent

images into series of lenses. Intersecting with the signal beams, reference beams are

applied to form interference patterns, which are then superimposed in the thick
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photosensitive materials. To read the data from a certain frame, the corresponding

reference beam (readout beam) is employed to reconstruct the coherent image. A

detector array is then used to recover the original data [45, 46]. Compared with

traditional magnetic storage mediums that record data only on the surface of the

materials, holographic storage systems store data throughout the volume of the

materials and are vulnerable to optical distortions (blurs) as well as errors in

magnification [47]. In 2006, InPhase Technology published a white paper of a

holographic data storage system achieving experimental data densities of

500 Gbit/in2 with a write user rate of 23 MB/s and a read rate of 13 MB/s [48].

1.2.3 Non-pixelated MIMO VLC Systems

Similar to RF MIMO systems, there is a well-established body of research on MIMO

VLC systems with small number of transmit and receive elements.

In [49], a MIMO setup with 2 × 2 transmitter array and 2 × 2 receiver array

was presented with spatial multiplexing. OOK was used in each transmitter. Both

imaging and non-imaging receivers were compared. It was shown that due to spatial

symmetry of element arrays, the non-imaging receiver did not operate properly in

some cases while the imaging receiver was shown to be robust at different positions.

Both designs achieved data rates of several hundred Mbit/s and misalignment such

as rotation was shown to affect the system design process.

A multi-Gigabit/s indoor VLC system was also presented in [50] using MIMO-

OFDM and a 2 × 2 channel setup. In each channel, software based OFDM signals

were transmitted and a 3 × 3 receiver array was used. At 1 m distance, a data rate

of 1.1 Gb/s was achieved and an average bit error rate of 10−3 was observed at room

9
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illumination. However, this setup required strict focus operation at a fixed distance,

thus limiting the mobility of the system.

In [51], MIMO wireless optical system employing a new modulation scheme,

termed optical spatial modulation (OSM), was presented. The basic idea of OSM is

to use the spatially separated transmitters as spatial constellation points. In each

time interval, only one of the multiple transmitters is activated to send optical

signals. The active transmitter is determined by the input data sequence and a

photodiode-based receiver is used to recover the active transmitter index by its

unique propagation condition [52]. In [51], an indoor simulation system based on

2 × 2 transmitters was built and the bit error rate was examined under different

alignment conditions and with different receiver arrays. It was shown that

increasing the number of receivers can enhance the system performance by

increasing the rank of the channel matrix. By carefully aligning the transmitter and

the receiver, the channel matrix was shown to be nearly diagonal, thus

de-correlating the propagation path of each individual transmitter. With only one

active transmitter, the OSM system can avoid inter-channel interference and allow

for a simpler receiver structure. Since multiplexing is achieved by single optical

source, the system power consumption can also be reduced [51]. However, the

system performance was shown to be greatly impacted by the alignment between

the transmitter and the receiver according to [51].

1.2.4 Pixelated MIMO VLC Systems

As mentioned in Section 1.1, due to the shorter wavelength of visible light, a MIMO

VLC system is often implemented with large number of transmit and receive

10
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Data In Data Out
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Modulator
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Figure 1.2: A Pixelated MIMO VLC Channel Configuration

antennas (elements). Each transmit or receive element can be viewed as a pixel in

this case and such system can be termed “pixelated”. Since a pixelated MIMO VLC

system is equivalent to a system that transmits and receives visible images, it is also

known as visual MIMO systems [53, 54]. As extensions of the one-frame 2D

barcodes, pixelated MIMO VLC systems are investigated by researchers to realize

real-time data transmission.

Similar to [45], a typical configuration of pixelated MIMO VLC channel is

presented in Fig. 1.2. The transmitter is an array of optical intensity emitters that

can be independently addressed and modulated in time. Such transmitter can be

termed a spatial light modulator (SLM), which generates intensity images by

electrically addressing each pixel. The receiver is an imaging device based on an

array of detectors. The input data is firstly multiplexed and modulated in space to

form an intensity image for transmission. The receiver then captures and

reconstructs the transmitted image on the sensor array. Original data can be

retrieved from this image as output.
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In [40], a short-range pixelated MIMO VLC system was demonstrated. A liquid-

crystal display (LCD) was used to send a series of coded images that were captured

by a high speed camera. Spatial discrete multitone (SDMT) was applied to achieve

spatial multiplexing gain without the need of precise spatial alignment and capacity of

the channel was calculated with water-filling algorithm. However, channel knowledge

is required to adjust the magnification to avoid aliasing. Moreover, the proposed

system was implemented with a fixed distance of 2 m between the transmitter and

the receiver, thus limiting the mobility of related applications.

Similar work was also presented in [55]. The impact of vignetting on SDMT

(called spatial OFDM in the paper) was explored and vignetting was shown to cause

attenuation as well as inter-carrier interference (ICI) spatially. The use of spatial

asymmetrically clipped optical OFDM and spatial DC-biased OFDM were also

compared. The former scheme was found to be more robust to vignetting than the

latter one.

Pixelated MIMO VLC systems based on 2D barcodes were also presented in

[53, 54, 56–58]. For instance, in [53], LCD-to-tablet (integrated camera) systems

were built. Multiplexing and diversity gains were characterized in the presence of

perspective distortions, different viewing angles and blurs. The capacity of such

system was shown to be greatly impacted by perspective distortions. A switch

between multiplexing and diversity modes of the system was found to be dependent

on separation distances of the LCD and the tablet. When the distance is small

(multiplexing mode), each of the transmit pixel (sub-channel) can be captured by

several receive pixels, thus realizing multiple parallel sub-channels. When the

distance grows large, due to the change of magnification, signals from different

12
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transmit pixels are projected onto one or a few pixels. Therefore, the system is

considered to be in the diversity mode where the same signals can be sent from

different transmit pixels to enhance the reliability of the system. The experimental

system was based on 2D barcodes in each frame and required calibration steps to

obtain parameters such as magnification and focal distance.

Rate adaption in pixelated MIMO VLC system was also explored. In [59], a rate

adaptive scheme named visual MIMO rate adaptation (VMRA) was implemented and

tested for inter-vehicle communication. The basic idea of VMRA was to adjust the

transmission rate by switching between different spatial transmission patterns based

on different packet error feedbacks from the receiver. In a similar direction, [57] also

proposed a rate adaptive scheme by changing the size of the transmitted images.

Analogous to [53], these rate adaption systems required complex tracing algorithms

based on computer vision to track distances between the transmitter and the receiver.

One common thread in these previous studies is that MIMO VLC systems were

sensitive to a variety of impairments and careful calibration was required to

compensate for misalignment, defocus aberration, magnification, vignetting and

receiver orientations [30]. Most of these drawbacks can be alleviated by designing

more complex receivers and calibration algorithms. However, considering optical

links are often used for data transmission to multiple users, such solutions are not

ideal for practical use.

1.3 Contributions of this Thesis

The work in this thesis is summarized in the paper submitted in [60]. To cope

with various problems associated with traditional MIMO VLC systems, a fixed-scale

13
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pixelated MIMO VLC system is proposed. There are three major contributions made

in this thesis:

(1) Introducing the novel idea of the fixed-scale pixelated MIMO VLC system:

The 2D Bokode in Chapter 1 is extended into a multiframe MIMO VLC system.

Benefiting from the extra collimating lens, fixed-scale images can be captured at

different positions and orientations with the camera focusing at infinity. Compared to

traditional systems proposed in [40, 53, 55], this newly presented system simplifies the

receiver structure and alleviates the impairments due to misalignment while ensuring

good mobility.

(2) Presenting models and design guidelines for the fixed-scale pixelated MIMO

VLC system: Although basic analyses were available in [44], no theoretical description

was provided for cases where translation and tilting of the receiver occurred. In

Chapter 2, a detailed channel model including translation, tilting and truncation

effect is constructed.

A mathematical communication model for the proposed system is also built to set

up a theoretical framework for system design. Based on this communication model,

design guidelines on how to achieve a higher data rate are provided in Chapter 3.

Parameter and component selection is also discussed by balancing between cost and

performance. A designer can obtain both theoretical and practical understanding of

the fixed-scale pixelated MIMO VLC system by reading this thesis.

(3) Combining the fixed-scale pixelated MIMO VLC system with rate-adaptive

Raptor codes: With different truncations at different separation distances, pixelated

MIMO VLC system possesses an inherent need of rate adaption. A Raptor 10 code

[61] is employed in this system to achieve reliable data transmission while ensuring

14
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efficient channel utilization. Combined with a Raptor code, the proposed system

is able to track different sub-channel numbers due to truncation and automatically

adjust the data rate. Such systems can serve as an underlying option for indoor

short-range data networks.

1.4 Thesis Structure

The thesis is organized as follows. Chapter 2 discusses the basic features of the fixed-

scale pixelated MIMO channel and presents a general channel model. The truncation

effect is also examined and an overall communication model is constructed. Based on

the theory in Chapter 2, Chapter 3 introduces the system design process as well as the

application of Raptor 10 code. In Chapter 4, a proof-of-concept system is designed

and simulation as well as experimental data are presented. Finally, in Chapter 5,

general conclusions are drawn and future directions are given.
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Chapter 2

Fixed-scale MIMO Channel

Modeling

In this chapter, a detailed channel model of the fixed-scale pixelated MIMO optical

system is firstly presented. Based on ray optics, analyses are provided on how the

inherent spatial-angular mapping helps the system achieve a fixed magnification. The

model is then shown to be robust to different receiver translations and orientations.

As a unique feature of the fixed-scale pixelated MIMO optical channel, the truncation

effect is also modeled and parameterized. Using this truncation model, an end-to-

end communication model can be constructed to estimate the performance of the

proposed system in regard to different parameters.

2.1 Overview

Fig. 2.1 presents a block diagram of the fixed-scale pixelated MIMO VLC channel.

The transmitter is an array of optical intensity emitters, termed transmit pixels, which
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can be independently addressed and modulated in time. A convex collimating lens,

termed transmit lens, of focal length f1 is placed in front of the transmitter array.

After a propagating distance of u, a receiver camera, focused at infinity, is deployed

to capture the receive image. The camera lens in the receiver is termed receive lens

and the pixels of the camera sensor array are termed receive pixels.

This optical configuration, firstly proposed in [44], maps each transmit pixel

position to a set of transmitted angles relative to the normal of the transmit lens.

That is, the transmit lens can be thought of as performing a space-to-angle mapping

of the transmitted data whilst the receiver lens performs this inverse operation.

Inspired by microscopes, such configuration is analogous to the infinity corrected

microscope. The transmit lens can be considered as “objective” of the microscope

and the receive lens acts as the “eyepiece” [44].

Compared to an infinity corrected microscope, there is no tube connecting both

lenses in this new configuration. As a drawback, the performance of this system

may be more easily impaired by different background illumination conditions

between the two lenses [44]. However, this design enables the potential of multiple

receivers operating simultaneously. Such feature is attractive especially for indoor

optical broadcasting applications.

Similar to the microscope, the magnification of the receive image is determined

by both transmit and receive lenses in this system. As discussed in Section 3.1, by

selecting the proper lenses, fixed-scale receive images can be captured by the camera

regardless of the distance between two ends. The magnification can be derived based

on ray optics as follows.

Consider the system diagram in Fig. 2.1 where f1 and f2 are the focal lengths of
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Figure 2.1: Calculation of Magnification in Fixed-scale Pixelated MIMO Channel

the transmit and receive lens respectively separated by distance u (measured between

optical centres of the lenses) and It, Ir are the sizes of the transmit image and the

corresponding receive image. The magnification, M , of the optical system is defined

as:

M =
Ir
It
. (2.1)

Assume the transmit image is comparatively small in size so that most rays emitted

from the transmit image can satisfy the paraxial approximation [62]. Under such

assumption, thin lens formula is applied to obtain:

1

f2
=

1

u
+

1

v
. (2.2)

Notice there are two pairs of similar triangles: △ABC ∼ △ADE and △FGH ∼

△FED, their relation can be written as:
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|DE|
Ir

=
v

v − f2
|DE|
It

=
u

f1
.

(2.3)

Simply combining (2.2) with (2.3) yields the magnification of the system:

M =
f2
f1
. (2.4)

Notice that M is independent of the distance u while in conventional pixelated

MIMO optical wireless systems as shown in Fig. 2.2, the magnification M ∝ 1/u.

Hence, in this fixed-scale pixelated MIMO system, the scale of each transmit pixel

captured at the camera stays fixed while removing the need for re-focusing when the

receiver location changes. Alternatively, the transmitter sends data in angular domain

rather than directly in spatial domain. As u increases, the set of angles subtended

by the receiver is reduced, resulting in a truncation of transmit pixels visible to the

receiver.

This significant feature simplifies the design of the receiver because with fixed-

scale receive images at all distances, the camera no longer has to estimate different

magnifications as those in traditional configurations. Moreover, without the need to

re-focus the camera, no strict alignment is required when the receiver moves. Such

advantages will be exploited to design a wireless optical communication system with

multiple potential mobile users and simple receiver structures in Chapter 4.

In the following, a detailed model of this optical communications channel is

presented.
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Figure 2.2: Calculation of Magnification in Traditional Pixelated MIMO Channel

2.2 Generalized Channel Model

In practice, the transmitter and receiver may not be perfectly aligned as shown in

Fig. 2.3, considering the position and orientation of the receiver. A generalized model

of such case is presented. In order to describe this situation more efficiently, two

coordinate systems are firstly introduced.

2.2.1 Coordinate Systems

Fig. 2.3 shows a cross-sectional view of the system in the plane formed by the optical

axes of both lenses. Define the transmit coordinate system (TCS) in Fig. 2.3 centered

at O′, which is the intersection point of the transmit image plane and the optical axis

of transmit lens, denoted by (x′, y′, z′). Analogously, define the receive coordinate

system (RCS) centered at O, which is the intersection of the receive image plane and

the optical axis of receive lens, with coordinates denoted by (x, y, z).
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Figure 2.3: General Fixed-scale MIMO VLC System Architecture

The z-axes of both coordinate systems are defined along the optical axes of each

lens respectively as Fig. 2.3 shows. The axes of the two coordinate systems are

adjusted so that the two y-axes lie in the same plane as the optical axes of both

lenses. Following the right-handed coordinate rule, x-axes can be determined. In

Fig. 2.3, z-axes and y-axes are shown to lie in the same plane formed by the two

optical axes. The two x-axes are co-linear as the figure indicates.

The transmitter and receiver are separated over a range umeasured as the distance

between the optical centers of the lenses along the optical axis of transmit lens. In

general, the optical center of the receive lens is displaced by a vector δ⃗ pointing from

the optical axis of transmit lens to the optical center of the receive lens along the

normal direction. Additionally, as shown in the figure, the axes can also be inclined

relative to each other. As a simplifying assumption, we assume that the RCS is

rotated by θ about the x-axis towards the transmitter.
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2.2.2 Mapping between Coordinate Systems

Based on the two coordinate systems defined in the Section 2.2.1, the mapping

between TCS and RCS is discussed. In the general case, the magnification and

image position are firstly investigated to ensure this fixed-scale model still holds.

In the case where θ = 0, it can be easily shown the origin O′ in TCS maps to O

in RCS regardless of δ⃗ or u. This can be justified by noting that the angle of each

transmitted ray relative to the normal of the receive lens is unaffected by changing

range, u, or shift, δ⃗.

In the general case, if the optical axes of transmit and receive lenses are tilted by

angle θ, where θ ∈ [0, π/2), O′ maps to Oim and point C maps to O in RCS instead.

As Fig. 2.4 indicates, similar triangle pair △AOOim ∼ △BO′C is formed. Use |AO|

to denote the length of segment AO, their relation is written as:
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|AO|
|BO′|

=
|OOim|
|O′C| (2.5)

where |AO| = f2 and |BO′| = f1. According to (2.4), the magnification in this case

can be determined as M = |OOim|
|O′C| = f2

f1
.

Although the magnification M is shown to stay fixed as predicted, there is still

a fixed translation between the TCS and RCS, termed tilting translation, t. This

translation occurs because the angle of each transmitted ray relative to the normal

of the receive lens is modified by the tilt of the receiver. As shown in Fig. 2.4, the

translation can be calculated in the right triangle △AOOim as t = |OOim| = f2 tan θ.

Notice, however, that the translation between TCS and RCS remains independent of

δ⃗, u.

Based on previous analyses, the mapping between TCS and RCS can be compactly

written as:

2
6666664
x

y

z

3
7777775 =

2
6666664
−M 0 0

0 −M 0

0 0 0

3
7777775

2
6666664
x′

y′

z′

3
7777775+

2
6666664

0

−f2 tan θ

0

3
7777775 (2.6)

where −f2 tan θ represents the tilting translation after adjusting the sign in RCS.

2.3 Windowing Effect

Although the magnification M is determined solely by the focal lengths of lenses

in the system, such advantage comes with a tradeoff: the truncation of transmit

pixels visible to the receiver. This truncation occurs due to the limited angular
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Figure 2.5: Parameters of the Truncation Window in Pixelated MIMO Channel

subtense of the receive lens by its finite aperture. Such effect is described by a 2-

dimensional window function w(x, y) defined over domain W in the RCS. Given that

most commercial lenses are circular in shape and the truncation window is merely a

projection of the receive lens, we assume the domain W to be circular as well. To

parameterize this domain over which the window function is defined, its diameter

and center are discussed in the following sections. As Fig. 2.5 shows, the diameter

of the circular domain W is denoted by d and the center of the circle is denoted by

point K. The notation with capital letter K(x, y) is used to represent a point and

its corresponding coordinates. The notation with lowercase letter w(x, y) is used to

denote a 2-dimensional function with x, y as variables.

2.3.1 Window Diameter

Fig. 2.6 describes a cross-sectional view of the system in the general case where the

diameter d of the circular domain W is determined. This cross-sectional view is

chosen to be the plane formed by the two optical axes of both lenses.

Point A,B are the source points on the y-axis of TCS. Due to the limited angular
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Figure 2.6: Calculation of Window Parameters (General Case)

subtense of the receive lens, all rays emitted from points A,B cannot all be captured

by the receive lens. As shown in Fig. 2.6, only rays which segment EG,CH lie in can

be considered to be captured by the edge of the receive lens. According to ray optics,

the corresponding image points of A and B are found as L and J on the image plane.

In this cross-sectional view, considering point sources outside segment AB on the

y-axis in transmit image, the angles of rays they emit relative to the optical axis of the

receive lens increase on both sides outside segment AB correspondingly. Therefore,

rays emitted from all the points on y-axis outside AB in Fig. 2.6 will not be captured

by the receiver. Therefore, point A,B can be considered to be on the “edge” of the

transmit image viewable to the receiver. Correspondingly, their image points L, J

can be considered on the edge of the viewable region on the image plane since the

receive pixels outside segment LJ along the axis in the figure will not receive any rays
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from the transmitter. According to the assumption that W is circular in shape and

symmetric to the y-axes (point L, J are both on y-axis of RCS), the diameter of the

window can be written as d = |LJ |. In Fig. 2.6, the center K of the domain W can

also be found by assuming |JK| = |KL|.

In Fig. 2.6, in relation to the origin of TCS O′, positions of point

C,D,E,G,M,H,O all can be written with coordinates of TCS. A simple guideline

is provided on how to calculate the window diameter d = |LJ |. Details of the

calculation process are discussed in Appendix A. The key steps to compute the

window diameter can be summarized as follows.

(1) Compute the line equations of lines in which segments CH,EG lie with known

coordinates of C,H,E,G in TCS.

(2) Compute the coordinates of intersection point F with line equation of CH,EG

in TCS.

(3) In similar triangle pair △FCE ∼ △DAB, we have (|FN | − |O′D|)/|O′D| =

|CD|/|AB|. |AB| can be obtained with known |FN |, |O′D|, CD|.

(4) Combine |AB| with (2.4), d = |LJ | = M |AB| = f2
f1
|AB|.

Follow the guideline above, the diameter d of the domain W is finally determined

to be:

d =
f2(ulr cos θ + ult + |δ⃗|lr sin θ)

u2 − l2r sin
2 θ

4

(2.7)

where θ ∈ [0, π/2) and u > lr/2.
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2.3.2 Window Center

The center of the circular domain W in Fig. 2.6 is defined as point K. Since K lies

on the y-axis of the RCS, K(0, yp) is used to denote its coordinates in RCS.

In the general case described in Fig. 2.6, since the diameter d = |JL| of W is

already computed in Section 2.3.1 in (2.7), |OK| can be found through |OK| =

|JK| − |JO| = 0.5d − |JO|. Therefore, the coordinate of window center in RCS is

K(0,−|OK|).

Similar to Section 2.3.1, in Fig. 2.6, the coordinates of points C,D,E,G,M,H,O

can be written in TCS. To find the window center K(0, yp), geometric relationships

in Fig. 2.6 are used based on ray optics. Details of the calculation are also provided

in Appendix B. A brief summary of the steps used to find the window center is listed

as follows:

(1) Compute the line equations of lines in which segments GH,GE lie with known

coordinates of G,H,C,E in TCS.

(2) Use parallel relations EG ∥ MJ,GH ∥ JO and known coordinates of points

M,O, line equations of MJ, JO can be computed.

(3) Compute the coordinate of intersection point J with line equations of MJ, JO

in TCS.

(4) Compute the length of segment JO with know coordinates of point J and O

in TCS as |JO|.

(5) Notice that |JK| = 0.5d. Therefore, we have |OK| = |JK| − |JO|.

The computed value of |OK| is combined with K(0,−|OK|) to obtain the window

center coordinates in RCS.

Thus, by adjusting the sign, the window center can be found as K(0, yp) in RCS,
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where

yp =− f2(ult + |δ⃗|lr sin θ + ulr cos θ)

2(u2 − l2r sin
2 θ

4
)

+ ((|δ⃗|+ f2 sin θ(lrf2 cos
3+2|δ⃗|f2 cos2 θ

+ f2lt cos
2 θ + |δ⃗|l2r sin θ cos θ − |δ⃗|lr sin θ cos θ + 2u|δ⃗| cos θ + l2rf2 sin

2 θ cos θ

+ 2|δ⃗|2lr sin θ + 2|δ⃗|lrf2 sin2 θ + |δ⃗|ltlr sin θ + ltlrf2 sin
2 θ)(2u cos θ + l2r sin θ cos θ

− lr sin θ cos θ + 2|δ⃗|lr sin θ + ltlr sin θ)
−1)2 + (u+ f2 cos θ − (2u2 cos θ

− l2rf2 sin
3 θ + 2uf2 cos

2 θ − ulr sin θ cos θ + 2|δ⃗|ulr sin θ + ultlr sin θ

− lrf2 sin θ cos
2 θ + ul2r sin θ cos θ + 2ulrf2 sin

2 θ)(2u cos θ + l2r sin θ cos θ

− lr sin θ cos θ + 2|δ⃗|lr sin θ + ltlr sin θ)
−1)2)

1
2 .

(2.8)

2.3.3 Special Case

In the general case, the computed window center and diameter are shown to consist

of numerous terms. In this section, the special case where θ = 0 is discussed. Fig. 2.7

depicts this case where the transmit plane and receive plane are considered to be

parallel.

The diameter d is determined geometrically by the extremal angles which are

subtended by the receive lens. In particular, using the similar triangle relation

△EFG ∼ △EJH gives |HJ | = (lt + lr)f1/u. Applying the magnification in (2.4)

gives

d =
f2(lt + lr)

u
. (2.9)
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Figure 2.7: Calculation of Window Parameters (Special Case)

This result is in accordance with (2.7) by applying θ = 0.

Analogously, the center of the window in this case is merely the projection of the

transmit pixel which connects the optical centers of the transmit and receive lenses

onto the receive plane. Denote the window center as K(0, yp) in RCS similar to

previous analyses. In similar triangle pair △ABO ∼ △BED, we have the relation

|AO|/|BD| = |BO|/|DE|. Therefore, simple algebra yields

|yp| = |AO| = |BD||BO|
|DE|

=
f2|δ⃗|
u

. (2.10)

After adjusting the sign, the coordinate of window center in RCS is found to be:

K(0, f2|δ⃗|
u

). This result also obeys (2.8) when θ = 0 is applied.

In practice, when θ is considerably small, the expressions in special case can be

used to approximate the general case to simplify the expression.
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Figure 2.8: Calculation Process of the Window Gain

2.3.4 Window Gain

Defined in RCS, the value of w(x, y) within the domain W is affected by various

factors in the channel: the spatial intensity distribution of the transmit pixel, the

different path loss of the optical signal, the numerical aperture of the receive lens,

and different amount of power received due to limited apertures of both lenses.

Under certain assumptions, the gain of the window is primarily determined by the

number of ray bundles received at a particular angle. Assume each transmit pixel

emits intensity isotropically. The light transmitted from a given transmit pixel is

assumed to leave the collimating lens as a cylindrical beam with a uniform power

distribution if path loss is not considered.

The intersection of a portion of the cylindrical transmit beam by the receive lens

results in a variation of gain over the domain for w(x, y), which can be found by ray

tracing as Fig. 2.8 indicates. Due to the fixed aperture lr, only a smaller limited

portion of the red beam is captured by the receiver compared to the blue one. In the

30



M.A.Sc. Thesis - Boxiao Han McMaster - Electrical Engineering

cross-sectional view of the beams, since power distribution is assumed to be uniform,

the different amount of power captured in regard to individual transmit pixel by the

receiver is proportional to the area of the intersection part of each cylindrical beam

with the receive lens. The computation of window gain differs slightly based on the

relation of lt, lr.

One example of the case where lr < lt is computed when θ = 0, |δ| = 0 (The

details are included in Appendix C). Notice that in this case the gain is symmetric

to the origin of RCS, to simplify the calculation, only power accumulated along one

window diameter is examined. The overall gain can be obtained by integration over

W . The window gain w(0, y) =
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>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
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Figure 2.9: Simulation of one example of Normalized Gain Function, only values
along the diameter x = 0, y ∈ [−0.5, 0.5] is plotted.

In particular, Fig. 2.9 plots the window gain along one diameter of the circular

domain based on (2.11). Parameters from the experimental setup in Table 4.1 are

used initially for computation. The gain is normalized by its maximum value and y

coordinates are normalized by the diameter of the domain W . The theoretical curve

in Fig. 2.9 is flat near the center since the entire receive lens is projected onto the

image plane. In the case where lr > lt, the center would also be flat since the entire

transmit lens is imaged onto the receiver.

Notice that this gain function does not take a host of other important factors

into consideration. As stated before, the path loss, the numerical aperture and the

spatial intensity distribution of the transmit pixel all affect the gain of the window.

Therefore, a complete characterization of the gain function is difficult but it can be

measured accurately in experiments.
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2.4 Point Spread Function and Noise

A brief introduction of the point spread function and noise is presented in this section

based on the proposed channel model.

2.4.1 Point Spread Function

In an incoherent optical system, the imaging system can be considered as a linear

system in intensity [63]. As impulse response is often used in wireless communications

to characterize a channel, the point spread function is introduced similarly to describe

the channel property of an imaging system. Defined as the channel response of a

spatial impulse in the imaging system, the PSF will result in a blurring receive image

compared to the transmitted one and serves as an important indicator of the imaging

quality of the whole system [45].

According to [63], the image formation process can be separated into two major

steps based on linear system theory. The transmitted image is firstly magnified and

translated onto the image plane, PSF is then convoluted with the image to obtain the

final receive image. In the fixed-scale pixelated MIMO channel, since the windowing

effect will result in partial loss of the transmit pixels, the magnified image is firstly

truncated before the convolution.

According to scalar diffraction theory [63], the PSF is often modeled as an spatial-

invariant low-pass filter. Note that in our case, the PSF will change when the camera

is off-axis. When the operation is near the axis where θ and |δ| are considerably

small, the system can be approximated to be spatial-invariant. Although limited by

aperture effects, the PSF is also affected by a host of other effects such as distortion

and wavelength changes. The corresponding Fourier Transform of the PSF is termed
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optical transfer function (OTF) and is often used to characterize the channel in spatial

frequency domain. According to [63], the OTF of the imaging system is mostly limited

by the diffraction and can be roughly modeled as a 2-dimensional Gaussian shape

curve. Measurements in [64] also verified such assumption. As a well established

method, the PSF of an imaging system is mostly measured through experimental

results [40].

2.4.2 Noise

The noise in an imaging system consists of both signal-dependent and

signal-independent noise. According to the source from which the noise is

generated, the noise can be categorized briefly as:

(1) Thermal noise: The thermal noise of an imaging system comes mainly from

readout and reset transistors [40]. Due to the thermal effect in the circuit, thermal

noise is considered signal independent. According to [64], thermal noise can be

modeled as Gaussian distribution with zero mean. This noise becomes dominant

when low illumination occurs according to [40].

(2) Shot noise: In an imaging system, due to the discrete nature of energy and

charge in the photodiode [64], shot noise is present. Both ambient light and

transmit signal can give rise to shot noise [64]. Being signal independent, the

ambient light shot noise dominates when intense background illumination exists.

When high illumination is provided from the transmit signal, signal dependant shot

noise dominates. The distribution of shot noise is often described by Poisson

distribution [65]. Applying the central limit theory, when a large number of photons

are present, the overall distribution of shot noise can be approximated by a
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Gaussian distribution.

(3) Fixed pattern noise: Fixed pattern noise arises from spatial nonuniformity and

defect pixels in a sensor array [66]. Variations in pixel size, interference with local

circuitry and nonuniform sensitivity can all cause fixed pattern noise [67]. Under

longer exposure time, fixed pattern noise can result in degradation of image quality.

Since numerous existing methods [67] can suppress the fixed pattern noise, it is not

considered in this system.

2.5 Communication Model

In this section, an end-to-end mathematical communication model is presented. The

number of visible transmit pixels at the receiver is also computed and discussed.

2.5.1 Overall Model

An overall system model is shown in Fig. 2.10. For simplicity, in the balance of the

thesis we restrict θ = 0 and δ to be small. The model can be easily generalized in

practice and, as will be shown in Chapter 4, the prototype system is robust over

different positions of the receiver and transmitter. What worth noticing here is that

for all points on the transmit image plane or receive image plane, the z coordinates are

all 0. therefore, instead of using the full notation (x, y, z) to denote the coordinates

of a point, (x, y) is used in both RCS and TCS by removing the z coordinate.

Assume the receiver and transmitter are synchronized in time. A receive frame

consists of nr × nr pixels spaced at Dr and the corresponding single transmit frame

consists of nt × nt pixels spaced at Dt from each other. Moreover, assume that the

35



M.A.Sc. Thesis - Boxiao Han McMaster - Electrical Engineering

pt(x,y)a[m,n]

coordinate 

transform

( M )

w (x,y)

n(x,y)

a’[m,n]

i’(x’, y’) i(x,y) ir(x,y)

hall(x,y)=

pr(x,y)h(x,y)

r[k,l]

sampler
hr(k,l)

s[m,n]

decision 

making

eq. (2.12) eq. (2.13) eq. (2.14) eq. (2.15)eq. (2.6 )

Figure 2.10: The Block Diagram for Fixed-scale MIMO VLC System

center of the transmit image, i.e., O′, is in the center of a transmit pixel (when

nt is odd) or the intersection point of four neighboring pixels (when nt is even).

Let i′(x′, y′) denote the transmitted image and define pt(x
′, y′) as the transmit pixel

aperture function which is assumed to be identical for each transmit pixel. The data

assigned to the transmit pixels are denoted as a[m,n] ∈ {0, 1} where m,n ∈ [0, nt−1].

The transmit image can then be written as:

i′(x′, y′) =
nt−1,nt−1X
m=0,n=0

a[m,n]pt

�
x′ −mDt + (nt − 1)

Dt

2
, y′ − nDt + (nt − 1)

Dt

2

�
.

(2.12)

The mapping between TCS and RCS in (2.6) can then be applied to yield the

corresponding image i(x, y). The impact of the finite angular subtense of the

receiver will window the received image, as discussed in Section 2.3. The resulting

received image, ir(x, y), after windowing is

ir(x, y) = w(x, y)i(x, y). (2.13)

Let h(x, y) denote the overall PSF of the optical system and pr(x, y) denote the

receive pixel aperture assumed to be identical for all receive pixels. The combined

channel response considering both effects is hall(x, y) = h(x, y) ∗ pr(x, y) where ∗

denotes two-dimensional convolution. In practice, since the receive pixel is much
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larger than the PSF of the imaging system, hall(x, y) ≈ pr(x, y). Again, it is assumed

that the origin of the image plane is either at the center of a receive pixel (when nr

is odd ) or the intersection of four neighboring pixels (when nr is even) to ensure

symmetry. The receive imager integrates the intensity over each pixel and outputs

an estimate r[k, l]

r[k, l] = ir(x, y) ∗ hall(x, y)|x=−kDr+(nr−1)Dr
2

y=−lDr+(nr−1)Dr
2

+ n[k, l] (2.14)

where k, l ∈ [0, nr − 1]. The noise samples are assumed to be i.i.d and Gaussian.

Noting the intense background illumination, only signal independent noise is

considered.

In most cases, the receiver array has a large number of pixels which oversample

the received image. That is, each transmit pixel is oversampled and captured by a set

of receive pixels. With this added degree of freedom, the receiver can perform spatial

synchronization to determine the location of each transmit pixel in W and perform

spatial filtering to provide a detection statistic for each transmitted sub-channel,

s[m,n]. More precisely,

s[m,n] = r[k, l]⊗hr[k, l]|k,l∈Q (2.15)

where hr[k, l] is the receive filter and Q is the set of locations for each transmit pixel

determined through spatial synchronization.

The s[m,n] are sent to a decision making module to determine estimates of the

transmitted data for each sub-channel denoted as a′[m,n].
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2.5.2 Tradeoffs

Consider the problem of estimating the number of sub-channels available between

the transmitter and receiver for a given distance and position. Using the notation of

Section 2.5.1, let |Q| denote the number of transmit pixels that are imaged within the

domain of windowing function, W , at the receiver. Given that the transmit pixel is a

square with Dt length sides, the number of transmitter pixels visible to the receiver

can be estimated as,

|Q| ≈ |W|
D2

tM2
=

π

4
· f2

2(lr + lt)
2

u2D2
tM2

=
πf1

2(lr + lt)
2

4u2D2
t

. (2.16)

There are several notable tradeoffs this approximation raises for system design.

1. A larger f1 is preferred to obtain a larger viewable region at a fixed distance

which increases the number of viewable transmit pixels at the receiver. However,

from (2.4), increasing f1 for a fixed f2 reduces the magnification of the system.

This results in a smaller oversampling rate of transmit pixels at the receiver

making spatial synchronization more difficult.

2. For a given system, according to (2.9), |W| ∝ 1
u2 . Hence, the closer the camera

is, the more sub-channels can be captured with no truncation, thus a higher

data rate is available.

3. When the camera moves on the same plane at a fixed distance, |W| is not

impacted and neither is |Q|. This is a consequence of spatial-angular mapping

from the lens. However, changing δ⃗ can result in different window positions

according to (2.10).
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4. From (2.16), the number of viewable transmit pixels increases greatly with

increasing lens sizes (i.e., lt and lr). However, practical constraints on lens sizes

and form factors of the receiver and transmitter will constrain this choice.

These tradeoffs will be considered in our system design process presented in

Chapter 3.

2.6 Summary

This chapter presented a detailed model of the fixed-scale pixelated MIMO VLC

channel. The magnification of the system is determined to be constant and dependent

solely on the focal lengths of the transmit and receive lenses. Such feature is the

key to this system and an indoor optical data broadcasting system with multiple

simple receivers can be implemented based on this advantage. In the case where

receiver changes in orientation and position, the model is also shown to be robust,

thus not requiring strict alignment. The truncation window of the channel is also

parameterized by its center, diameter and gain in both general and special cases. With

knowledge of this truncation window, the erasure of sub-channels can be predicted and

the data transmission scheme can be modified to further improve system performance.

An overall communication model is given based on previous analyses. By examining

the visible sub-channels in this model, theoretical frameworks are provided for system

design. Chapter 3 will provide details on how to select the proper transmitters,

receivers and lenses in order to achieve a proper magnification as well as a higher

data rate based on this model.
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Chapter 3

System Design

In this chapter, a guide on the design of the fixed-scale pixelated MIMO VLC

system is presented. Selection of components and their associated parameters is

firstly discussed. Since the system performance largely depends on the components

used, the design guide follows the principal of balancing between cost and

performance. Therefore the analyses are mainly based on the parts that are

commercially available. Examples are then given to demonstrate this design process.

Due to the truncation window described in Section 2.3, Raptor 10 code is applied

and the corresponding packet arrangements of the code are investigated. The

potential for localization benefits of this system is also briefly discussed at last. This

extra advantage can be exploited in the future to design a hybrid communication

and localization system.
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3.1 System Design and Parameter Selection

3.1.1 Transmitter Selection

As mentioned in Section 2.1, the transmitter is a multi-element optical intensity

emitter which is able to generate different coded images by addressing and modulating

each element (pixel) independently.

Several types of image displays based on different technologies can be considered

as potential transmitters of this system. To select the proper transmitter, some

important parameters are of great interest to the designers: the pixel size (Dt) of

each transmit pixel, resolution, brightness, viewing angle (spatial performance) and

response time (temporal performance) [68]. By examining these parameters of

different types of transmitters, the designer should balance between the cost and

performance when making a decision.

The most common option is an liquid-crystal display (LCD). An LCD consists

of two parts: an LCD panel and a backlight module. The LCD panel is a layer of

liquid crystal molecules surrounded by two layers of optical polarizing filters. The

polarization directions of the two filters are perpendicular to each other [68]. Since

the LCD panel is not a light source, arrays of white LEDs, termed backlight, are

used to provide illumination. When no electrical field is added to the liquid crystal

molecules, light emitted from the backlight cannot pass the second polarizing filter

since its polarization direction is perpendicular to the filter. When external electrical

field is active, the liquid crystal molecules are twisted [69]. Light from the backlight

module is then rotated and passes the second filter. When different voltages are fed

at different positions, only a portion of the pixels allow light to pass. Therefore,
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different images can be displayed accordingly.

The most attractive advantage of LCDs is that they are commercially available

at lower prices. Widely used as computer monitors and TV displays, an LCD with

resolution of around 2000 × 1000 and refreshment rate around 60 Hz can be

purchased at round 95.3 USD [70]. Moreover, LCDs enjoy the benefit of lower

energy consumption and thinner shapes than most conventional displays like

cathode ray tube (CRT) displays [71]. However, one drawback of LCDs is their

limited viewing angles. Most LCDs have viewing angles around 45 degrees (or even

less) from the normal of the panel. When moving beyond viewing angles, the

picture quality drops drastically and only half of the contrast ratio can be achieved

according to [72].

Another possible choice is organic light-emitting diode display (OLED). Different

from LCDs, OLEDs are based on organic layers between two electrodes [73]. In

response to external voltages, the OLED panel can emit light itself without a backlight

module [74]. Compared to LCDs, OLEDs enjoy advantages such as larger viewing

angle (over 80 degrees from the normal), better contrast ratio and faster response

time [75]. However, since it is comparatively newly introduced, most OLEDs are still

only available at higher prices. What’s more, currently OLEDs also suffer from lower

lifespans compared to LCDs [76], especially, blue OLEDs only have lifespan around

14000 hours.

Displays using LED arrays or even laser arrays based on vertical-cavity surface-

emitting lasers (VCSEL) can also serve as potential transmitters of the system. With

each single LED as one pixel, arrays of LEDs are arranged onto a printed circuit

board (PCB). Due to the physical size of each LED (on the order of 1 mm) [77], LED
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Table 3.1: Comparison of Various Transmitters [79, 82]

Type LCD OLED µLED
viewing angle (degree) 45 80 80

response time ms µs ns
pixel size Dt 200µm 200µm 10 µm
backlight yes no no
lifespan medium medium long
price low medium high

arrays are mostly available at larger sizes [78]. Widely used in traffic signal systems

and outdoor screens, LED arrays can be used for illumination or decoration while

working as data transmitters.

One problem with LED displays is the physical size of each LED will reduce

the viewable pixel number at the receiver according to (2.16). However, the newly

emerged µLED technology can provide a smaller physical dimension (around 10µm

[79, 80]) while ensuring each LED (pixel) can be independently driven at high speed.

The performance of µLED display is superior than most other types of displays [81].

However, since there are few commercially available µLED displays, such transmitters

can only be considered as primary choice in the near future.

In Table 3.1, key parameters of different potential transmitters are compared.

3.1.2 Receiver Selection

In the fixed-scale pixelated MIMO wireless optical system, the receiver is generally

considered to be a camera with good imaging quality at higher frame rate. Two

mainstream technologies of camera sensors are charged-coupled device (CCD) and

Complementary Metal-Oxide-Semiconductor (CMOS).

The CCD image sensor is based on an array of capacitors. When a image is
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received by the array, electrical charges are accumulated in each individual capacitor.

Similar to a shift register, the control circuit is activated to transfer the charges from

one capacitor to its neighbour. The charges are then sent into amplifiers and digitizers

sequentially. Since the charges are converted to digital signals with small number of

output nodes, the resulting images often enjoy less noise and higher image quality

[83].

Compared to CCD sensors, CMOS sensors integrate analog-to-digital converter

(ADC) units and amplifiers in each individual pixel. Such parallel structure offers a

faster readout speed compared to CCD sensors [84]. Additionally, CMOS cameras

allow for a “region of interest” (ROI) sampling [85]. When only a smaller portion

of the frame needs to be sampled, the corresponding operating frame rate of the

camera can be increased thanks to the parallel ADCs and amplifiers. Such advantage

is attractive when flexible readout and higher frame rates are preferred, as in our

pixelated MIMO system. The control circuit of CMOS camera can also be easily

integrated on a chip, such advantage makes the sensor array more power efficient

compared to CCD [84]. However, additional logic in each individual pixel reduces the

active pixel area of the CMOS camera. The disparities between each pixel and its

local circuitry will also result in more fixed pattern noise compared to CCD sensors

[84].

3.1.3 Lens Selection

The selection of the optical parameters of both transmit and receive lenses will impact

the performance of the system. In particular, lr ,lt, f1 and f2 must be selected to

maximize the number of sub-channels while maintaining a practical implementation.
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Following (2.4), the system magnification is solely determined by f1 and f2 and

is independent of u. Define the spatial oversampling ratio (OSR) as the number of

receive pixels corresponding to each transmit sub-channel, i.e.,

OSR = M2D
2
t

D2
r

=
f 2
2

f 2
1

D2
t

D2
r

. (3.1)

OSR must be selected to be large enough to allow for spatial registration of the

transmit image by the receiver. Clearly, the selection of M via the ratio of focal

lengths must be done to ensure the OSR is as small as possible for more visible

sub-channels while ensuring spatial synchronization.

Following (2.16), the number of visible sub-channels between the receiver and

transmitter is maximized by choosing the largest possible focal length f1 and

apertures, lt and lr. In practice, however, both commercial lenses and form factor

constraints limit the freedom with which optical parameters can be selected.

According to (2.7) and (2.16), larger lt and f1 are always ideal for more received

sub-channels. The transmit lens is mostly limited by its cost to find a larger f1, lt.

Most optical lenses are based on glass, plastic or other synthetic materials. They are

most commercially available in small sizes with good imaging qualities according to

[86].

An alternative option is the Fresnel lens. Different from traditional lenses, a

Fresnel lens divides the lens into a set of co-centered circular sections to obtain a

flat surface. Compared to traditional lens, Fresnel lenses are less expensive with

significantly larger apertures. However, since the Fresnel lens replaces a smooth

surface with numbers of small sections, usually the image quality is greatly degraded

[87]. So in cases where receive image quality is the primary consideration, Fresnel
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lens may not be a very good choice.

When selecting the receive lens, according to (2.7) and (2.16), larger lr is often

preferred. Considering the receiver being a camera, most receive lens are commercial

lenses designed specially for cameras.

One important parameter for these receive lenses is the f-numberN . The f-number

of a camera lens is defined as the ratio between focal length f and aperture size l:

N = f/l. Most commercial lenses have f-numbers in the range of 1 to 11.3, in

increasing powers of
√
2.

Another important parameter is the numerical aperture (NA). Although in our

model in Section 2.1, the receive lens is assumed to be able to collect light from any

direction from its optical axis, in practice, a camera lens can only receive light within

a certain angle in regard to its optical axis. In photography, NA is used to describe

such angles. As shown in Fig. 3.1, NA is defined as: NA = n sin η, where η is half

of the maximum acceptance angle in regard to focal point O and n is the refraction

index of the media. When camera is focused at infinity and the media is assumed to

be in the air, n = 1, NA can be connected with f-number by:
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NA = n sin η = sin arctan
l

2f
≈ l

2f
=

1

2N
. (3.2)

Notice such approximation is valid only with small η. However for larger NA,

such approximation can still hold according to [88]. Therefore, to ensure a larger

NA is available, the designer should choose a smaller f-number for the receive lens.

Although f1 is shown not to directly affect the number of sub-channels received and

one needs to look for a larger lr of the receive lens when M is sufficiently large for

synchronization, larger f1 is still preferred with a smaller f-number.

In many cases, the receiver may be a camera in a mobile device which has strict

constraints on focal lengths and aperture sizes available. Considering the proposed

system is a “broadcasting system”, it is reasonable to concentrate more on the

transmitter end. At the transmitter, lenses with large diameter lt and focal length

f1 increase the number of sub-channels and high-quality commercial single element

lenses are typically available at diameters less than 50 mm [86]. As stated before,

larger aperture Fresnel lenses are available, however, their imaging quality is lower

than conventional optical lenses.

3.2 Design Examples

In this section, two rough examples are given to demonstrate the design process by

selecting different components.

The first example uses transmitter based on µLED arrays. Consider a receiver

is based on a smart phone camera which typically has f2 ≈ 4 mm, f-number≈ 2

and Dr ≈ 1 µm. The transmitter can be realized using an array of µ-LEDs [80]
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with Dt ≈ 20 µm. To simplify spatial registration, let OSR ≈ 10. Using (3.1) gives

f1 ≈ 25.3 mm (i.e., one inch).

To maximize data rate, lt, should be chosen as large as possible. Commercial high-

quality single element lenses are available with f-number near 1, giving lt ≈ 25.4 mm.

Substituting into (2.16) gives an array of approximately 945 sub-channels available

at transmission distance of 1 m.

Another example will be based on the experimental setup presented in Section

4.1. The transmitter is based on an LCD with pixel pitch Dt ≈ 294 µm. The receiver

is chosen as a high-speed CMOS camera with pixel size Dr ≈ 12 µm. The receive

lens associated with the camera has a focal lens f2 = 25 mm and f-numbers available

from 1.4 − 22. To maximize the receive lens aperture lr, 1.4 is chosen and thus lr is

determined to be 17.9 mm.

The transmit lens is selected as a double-convex lens, with the focal lens f1 =

50 mm and lt = 50 mm. With an camera digitizer factor of 2, the OSR are then

calculated as OSR = (2Dtf2
Drf1

)2 ≈ 600. Substituting into (2.16) gives an array of

approximately 26 sub-channels available at transmission distance of 1 m.

The examples discussed above show that component and parameter selection can

affect the system performance greatly. Same as (2.16) predicts, by choosing

transmitters with smaller pixel size, a higher potential data rate is expected when

spatial synchronization is ensured.

3.3 Raptor Codes

Although the scale of the pixelated MIMO VLC system is fixed, different window

diameters and centers will truncate the images in different locations depending on the
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range and device position. Here we use a fountain code over the transmitted pixels

to track changes in window truncation while maintaining a reliable communication

link.

Firstly introduced in [89], fountain codes are used for erasure channel where

reliable data delivery is required due to the potential packet loss. For a given source

block of data, the fountain code encoder is able to produce infinite numbers of

encoded symbols. The decoder, on the other hand, is able to decode the original

information successfully as long as sufficient number of encoded symbols are

collected correctly, regardless of the order of the received encoded symbols. Since

the encoder can generate limitless number of symbols, the fountain codes are also

termed “rateless codes” [9].

Luby Transform (LT) codes are the first class of practical fountain codes presented

in [90]. Based on the exclusive or operation, the LT encoder can generate encoded

symbols using a degree distribution termed robust soliton distribution [90]. Belief-

propagation decoder is used to recover the source data based on exclusive or operation

regardless of the order of the encoded symbols. Although LT codes have near-optimal

performance, the computational complexity of the algorithms used are not linear in

time [2]. A group of more advanced fountain codes, Raptor codes, were invented

based on LT codes. As Fig. 3.2 depicts, the source symbols of a Raptor code are firstly

encoded with a precode into a group of intermediate symbols with extra redundant

symbols introduced. Then the intermediate symbols are encoded with an LT encoder

to obtain the final encoded symbols. The decoder is then able to recover the source

data at high probability with any subset of encoded symbols and small overheads [2].

By precoding the source symbols prior to an LT encoder, Raptor codes achieve an
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Figure 3.2: Demonstration of the Raptor Code Encoder Structure (figure based on
Fig. 1 in [2])

encoding and decoding complexity to a constant factor [2]. One of the most successful

versions of Raptor codes is Raptor 10 [61], which has been standardized by 3GPP for

mobile cellular broadcast [91]. Raptor 10 code has also been studied and implemented

in different channels such as Gaussian channels [92] and correlated Rayleigh channels

[93]. In this work, Raptor 10 is employed to achieve adaptive data transmission rate

when truncation occurs.

In the proposed fixed-scale system, although many modulation formats are

possible, assume that the transmit image is formed by an array of pixels

transmitting on-off keying (OOK) signals. For a given message, a Raptor 10 encoder

emits a stream of packets which are mapped to individual pixels. The decoder can

successfully recover the message packets once sufficient encoded packets are

received, regardless of their order. In our design, each packet consists of one 32-bit

encoding symbol identifier (ESI) to denote which encoded symbols are included and

8 encoded symbols. To determine whether the packet is received correctly, a 32-bit

cyclic redundancy check code (CRC) is added at the end of each packet. Moreover,

Raptor 10 codes are binary and systematic, i.e., for k source symbols, the first k

encoded symbols are the same as the original message. Figure 3.3 presents the
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Figure 3.3: Mapping of Raptor 10 packets to the transmit image for fixed-scale
MIMO system. Notice that systematic packets (highlighted packets) are placed near
the optical axis under the assumption that orientation will be typically satisfied.

mapping of Raptor 10 packets to the array of transmit pixels in space and time for

the fixed-scale MIMO system. In each time interval, individual pixels are assigned a

packet to transmit via OOK. The systematic packets are mapped to points nearest

the optical axis under the assumption that coarse alignment is likely performed.

Notice that if the systematic packets are received, decoding can occur with little

overhead [61]. In subsequent frame intervals, additional repair packets are

transmitted by the transmit array. The Raptor 10 code allows the communication

system to adapt to different ranges and orientations automatically. For example, as

range is increased, the window size decreases and fewer sub-channels are received.

In this case, the Raptor 10 code will require a longer time to collect sufficient

packets, adapting the transmission rate to the channel conditions.
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3.4 Localization Benefits

An extra benefit of this fixed-scale MIMO VLC design is that the spatial-angular

mapping of the system can also provide localization benefits.

Assuming that the receiver has knowledge of the packet mapping at the

transmitter, the relative location of each received packet stream can be identified

(e.g., using the encoding symbol identifier (ESI) of the Raptor 10 packet [61]). That

is, the transmitter can provide accurate angular information about its position to

the receiver. This information could be used to refine alignment or to provide

location and context specific data to the user. Similar concepts were also presented

in [44] and [94], however, not in the context of using existing coding overhead to

help in localization. Thus, this fixed-scale MIMO VLC design provides a hybrid

localization and communication system.

In the special case as Section 2.3.3 discussed, where the transmitter and the

receiver are parallel, a simpler approach is available. When θ = 0 or it is negligibly
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small, Fig. 3.4 illustrates this simple localization process. In this case, the origin of

RCS O is merely the intersection point of the optical axis and the image sensor of

the camera. Assuming the transmit image is infinite and all-white, by examining

the truncation window on the receiver, the user can estimate the window diameter

and the vector pointing from the RCS origin O to the center of the truncation

window with various computer vision methods. dlocal and t⃗local are used to denote

these two measured parameters. Based on (2.9) and (2.10) in Section 2.3.3, a set of

relations can be written as:

dlocal =
f2(lt + lr)

u

|⃗tlocal| =
f2|δ⃗|
u

.

(3.3)

With know lens parameters f1, f2, lt, lr, the values of |δ| and u can be computed.

Extra directional information can be further calculated based on t⃗local. Then the exact

location of the user relative to the optical center of the transmit lens is known. Such

method does not need any specific information from the transmitter. In the simplest

case, one transmit image is sufficient for retrieving location information. This is

very attractive when only illumination is available from the transmitter and cheaper

Fresnel lens can be used in this case. Although the transmit images are assumed to be

all-white in this approach, coded images can also be used to estimate the truncation

window parameters. General model in Section 2.3 also shows robustness with small

tilting and translation. Further potential can be explored in the near future.
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3.5 Conclusion

In this chapter, different components of the fixed-scale pixelated MIMO VLC

system are compared based on their performances and costs. A guide on parameter

selection is also provided to maximize the data rate while ensuring spatial

synchronization of the system. To demonstrate the whole design process, two rough

examples are given as references. Although the example based on µLEDs is shown

to have superior performance over the one using LCD, the potential implementation

cost will limit the use of advanced components such as µLED arrays. Therefore,

when designing the system, the designer should balance between the system

performance and cost to implement an affordable system with a moderate data rate.

To further compromise the effect of the truncation described in Chapter 2, a rateless

code, Raptor 10, is introduced to track channel erasure and achieve an adaptive

data transmission speed at different working distances. Since Raptor 10 is a

systematic version of rateless codes, the systematic packets are arranged near the

optical axis where coarse alignment is performed for higher data throughput. Based

on the theoretical analysis in Section 2.2, potential localization benefits of such

design are also explored. By computing parameters of the truncation window, the

receiver can locate itself in regard to the transmitter without a complicated

calibration process. Following the design example in Section 3.2, Chapter 4 will

build a proof-of-concept system to validate the channel model and this system

design process.
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Chapter 4

Experimental System and

Measurement Results

In this chapter, a proof-of-concept experimental system is built to verify the fixed-

scale pixelated MIMO VLC system proposed in this thesis. Based on this setup,

both channel model and communication performance are recorded and examined in

various situations. The magnification of the system is shown to be approximately

fixed and the measurements of the truncation window also obey the model presented

in Chapter 2. Throughput of the system is also tested using Raptor 10 code and

compared with the theoretical estimation. The throughput of the system is shown to

be adaptive to different truncation window sizes and performance with translation is

also recorded. What is worth noticing is the experimental system is not optimized to

achieve ideal communication performance. Based on the components available, this

setup focuses mainly on demonstrating the idea of this new design.
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Figure 4.1: Experimental Setup of the Fixed-scale Pixelated MIMO System

4.1 Experimental Setup and Parameters

Figure. 4.1 presents a photograph of the experimental setup with parameters listed

in Table 4.1.

The transmitter of this experimental system is chosen as an LCD display [95] with

a resolution of 1280 × 1024 pixels. Although an OLED display can also serve as an

Table 4.1: Experimental Parameters

LCD pixel pitch Dt (mm) 0.294 LCD intensity (cd/m2) 250
focal length f1 (mm) 50 lens aperture lt (mm) 50
focal length f2 (mm) 25 camera aperture lr (mm) 17.9

camera pixel size Dr (µm) 12 exposure time (ms) 10
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alternative choice with larger viewing angle according to Section 3.1, this LCD display

is sufficient when all tests are conducted with smaller translations within 5 mm and

separation distances over 300 mm in our experiments. Raptor 10 coded OOK images

are displayed and refreshed at the center of the display. All transmitted images were

limited in size to 100× 100 pixels. A coated double convex lens is placed at its focal

length 50 mm from the display to perform space-to-angle mapping. The receiver is a

CMOS camera [96] with a commercial lens [97] focused at infinity. With a fixed focal

length 25 mm, the largest f-number 1.4 of the camera lens is chosen to maximize the

lens aperture. The camera is installed onto a single rail and the centers of the transmit

and receive lenses are controlled. The off-axis tolerance, |δ⃗|, was limited to 10 mm

while θ = 0 in the experiment. All tests were done under nominal illumination levels.

Although the components of the system may not be ideal for optimal communication

performance, this experimental setup can still be a good proof-of-concept system with

reasonable parameters selected according to Chapter 3 and all tests in the following

sections are based on this setup.

4.2 Channel Measurements

In this section, channel measurements are done to verify the model presented in

Chapter 2. Magnification and window diameters in different situations are tested

and compared. Window gain and truncation effects are also examined with different

examples. The theoretical model is shown to be able to predict the corresponding

measurements correctly in different cases.
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Figure 4.2: Magnification under Different Translations

4.2.1 Magnification

As stated in Chapter 2, magnification M is the key parameter in the pixelated MIMO

VLC system. As (2.4) indicates, the theoretical magnification of the experimental

setup is calculated as M = f2
f1

= 0.5. Combined with Dt and Dr, the corresponding

OSR can be computed with (3.1). Since all the pixels are modeled as square in shape,
√
OSR can then be used as a metric of the magnification. This parameter can be

interpreted as the side length of each transmit sub-channel in units of the number

of receive pixels in the receive image. Notice that there is a constant scaling factor

of 2 in all
√
OSR in our measurements. This is due to the camera digitizer and can
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be corrected with proper calibration at the receiver side. Considering all the factors

stated above, the theoretical
√
OSR is computed to be 24.5 in our system.

Quantitative measurements of
√
OSR are depicted in Fig. 4.2. The

√
OSR in

Fig. 4.2 are all measured using edge detection method. The transmit image used is

a square image, the size may vary from 10 × 10 to 3 × 3 at different distances to

avoid truncation of the transmit images based on the theoretical truncation window

diameter. The corresponding receive image is firstly processed with a Canny edge

detector [98] to determine the edges of the transmit image. The Canny edge detection

is a three step method based on gradients. The receive image is firstly smoothed

with a Gaussian filter of variance 2 in order to alleviate noise in the image. The

filtered image is then processed with a Sobel operator [99] to compute the intensity

gradients of the image along different directions. Finally two thresholds are used

to determine the edges: high threshold is 70% of the highest gradients and the low

threshold is 30% in our tests. Gradients higher than the high threshold is termed

strong edges and kept as edges. Positions with gradients between the two thresholds

are also determined as edges only when they have adjacent pixels as strong edges. The

resulting enclosed image area are then computed and averaged with the number of

sub-channels transmitted. The result is the corresponding OSR at a certain distance.

In Fig. 4.2, both the
√
OSR with |δ⃗| = 0 and |δ⃗| = 5mm are plotted. As can be

seen, the measured
√
OSR generally agrees with the theoretical prediction with

deviations within 15%. When a translation of 5 mm occurs, the corresponding
√
OSR also obeys the theoretical prediction and shows the same trends with the

measurements with no translation. Notice that dimension of transmit sub-channel

varies by about 3 pixels as the range changes by a factor of over 3 times (0.3 to
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Figure 4.3: Window Diameter in Different Situations

1 m). Thus, the scale of each transmit sub-channel is nearly fixed at the receiver

over a wide range of u.

4.2.2 Truncation Window

Quantitative measurements of the window diameter d is presented in Fig. 4.3. All

measurements are performed for |δ⃗| = 0 mm and θ = 0, |δ⃗| = 5 mm and θ = 0 and

|δ⃗| = 0 and θ = 8◦. The window size is measured by transmitting an all white image

and determining the edges of the received frame using a Canny edge detector similar

to Section 4.2.1. The area of the enclosing figure is computed and the diameter of a
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corresponding circle is plotted in the figure and compared to the model given in (2.9).

For simplicity, all the diameters are expressed in the unit of receive pixel size Dr.

Notice that there is good agreement for small u and the fit is looser at longer ranges.

This is likely due to the fact that satisfying the paraxial approximation over longer

ranges is more difficult and at longer ranges pixels are dimmer making measurement

more difficult. Cases with different translations and tilting angles are also plotted.

Notice that the curve of the diameters when θ = 0 and |δ⃗| = 5 mm appears to be

identical to the case where neither translation nor tilting occurs. When |δ⃗| = 0 and

θ = 8◦, the diameters are shown to be less than the case without tilting, especially

when u is smaller than 0.6 m. This can be explained by the diameter of window will

be theoretically smaller according to (2.7). When distances is larger than 0.6 m, the

diameter appears to be a tighter fit to the cases without tilting. This is likely due

to the dimmer receive image which makes the edge detection harder and the smaller

window diameter that makes the offsets negligible.

Fig. 4.4 shows the receive images when the transmit image is a cross in a

checkerboard pattern. Images are taken for two ranges (u = 400, 500 mm) and for

two off-axis translations (|δ⃗| = 0, 5 mm). Additionally, the computed window size,

following (2.9), is plotted as a red circle. The translation at different distances are

computed with (2.10) and the corresponding window center is translated and

plotted in the figure. Notice that the computed window diameter using ray optics is

a good fit for the observed window size for different u. For a given range, changing δ⃗

results in translation of the window center, thus truncating the transmit image at a

different location. Most importantly, the magnification, i.e., size of each transmit

pixel, does not change greatly by changing u. Changes in range result in changes in
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Figure 4.4: Comparison of Different Distances and Translations

the window diameter and the number of sub-channels available for communication.

The corresponding window gain is also plotted in Fig. 4.5, an all white image is

sent and captured at 500 mm with the camera. The received image is then smoothed

with an Gaussian filter to remove noise. The result of the filtered receive image is then

normalized by its maximum value and plotted as a 2-dimensional function with the

coordinates in units of Dr. A cross-sectional view is given to compare the plot with

the theoretical predication. As can be seen in the figure, the measured gain obeys

the example of window gain in Chapter 2. The gain near the window center can be

considered constant with offsets less than 1%. The gain degrades quickly outside the

central area of the window and is approximately symmetric to the center. What is

worth noticing is that in some positions, the gain function does not totally agree with

the theoretical predication, which should be symmetric and smooth. This is likely
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due to the flawed surface of the lens and other optical distortions in the channel.

4.3 Rate Measurements

4.3.1 Information Rate

A small scale communication system was implemented to test the available data

rates of the fixed-scale MIMO channel over different ranges. To estimate the

performance limits of the system, assume that equiprobable on-off keying is

transmitted on each transmit pixel. For each u, the signal-to-noise ratio (SNR) is

measured for each transmit sub-channel at the receiver. The noise in the receive

image is modeled as signal independent additive Gaussian noise with zero mean and

is measured by sending and averaging 1000 illuminated images. The resulting noise

standard deviation is found as σ = 0.38 in each receive pixel under nominal

illumination levels. In each sub-channel, the overall signal power is measured and

denoted as Pi. The corresponding SNR in each sub-channel are then computed as:

SNRi =
Pi

σ2
. (4.1)

The mutual information subject to binary equiprobable signalling, Ci, can then

be computed for each transmit sub-channel visible in the window domain W at the

receiver similar to the method described in [100]. For each SNR, 10000 times of Monte

Carlo experiments are used to estimate the mutual information as Ci. Assuming no

interference between the transmit sub-channels, the overall information rate of this

channel can be estimated as C =
P

Ci in units of bits per frame and is shown with

the solid line in Fig. 4.6.
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Figure 4.6: Information Rate

The theoretical information rate is shown to be a good fit of the window size

presented in Fig. 4.3. This is due to the high SNR of most sub-channels received.

However, this is just a rough approximation of the information rate of the channel

because although the number of sub-channels can be calculated based on the window

size and the magnification, the actual truncation of sub-channels may vary at different

locations and distances. According to [40], with limited signal power, the overall

information rate can be increased with more sub-channels with poor SNRs. So this

information rate may change under different truncation situations. A more robust

estimation can be done with more measurements to compensate for the variations in

the number of visible sub-channels.
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Figure 4.7: Data rates. The red solid curve indicates the maximum information
rate subject to binary modulation of each transmit sub-channel over u. Realized data
rates with Raptor 10 codes for |δ⃗| = 0, 3 mm are also plotted.

4.3.2 Throughput

The throughput of the system is also plotted in bits/frame when a Raptor 10 code

is applied to the transmit pixels for |δ⃗| = 0, 3 mm and shown in Fig. 4.7. The

Raptor 10 code is taken from the standard [61] with message length k = 1024 with a

symbol size of 32 bits. The code used in this experiment is modified based on the

code presented in [9]. Recall that the Raptor 10 code is systematic and the message

packets are clustered in the middle of the transmit frame with repair symbols
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surrounding as depicted in Fig. 3.3. At the receiver, pixels corresponding to each

transmit sub-channel are summed and used as a metric for detection. As is typical

in Raptor coded systems, a 32-bit cyclic redundancy check is appended to each

transmitted packet to detect and discard any packets in error. The measured rates

are averaged over at least 1000 frames to compute the throughput. Notice that

there is a gap between the computed upper bound information rate and the Raptor

10 encoded system. Additionally, the Raptor code scales the throughput of the

channel for different ranges automatically given the scaling of the window. Notice

additionally that there is a small rate penalty when δ⃗ is non-zero. This is due to

fact that when δ⃗ = 0 decoder captures many of the systematic symbols sent by the

encoder making decoding possible with less overhead. When off axis, the decoder

must collect additional repair packets to construct with transmitted message

resulting in an increased overhead. Qualitatively, the performance of the system

depends greatly on the quality of lenses and camera used. For large values of |δ⃗| the

rate may also adversely affected by aberrations in the receiver lens. However, the

Raptor code is able to adapt the rate to provide useable rates over a variety of

ranges and misalignments.

4.4 Comparison to Conventional MIMO Pixelated

System

Notice that unlike the conventional pixelated MIMO system [40], this fixed-scale

system is relatively robust to misalignments and does not require refocusing or

knowledge of the range. In the fixed-scale system, the receiver lens is focused at
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infinity and fixed for all ranges and data is multiplexed in angle and not in space

directly.

The chief advantage of the fixed-scale MIMO system is that it provides a number

of independent sub-channels from the transmitter to the receiver which decrease with

range. Conversely, the conventional pixelated system, with only a single lens at the

receiver, will have a larger field-of-view potentially capturing more transmit pixels,

however, it is sensitive to focusing and scale errors.

Consider the example system design given in Section 3.2 based on a smartphone

camera receiver and an array of µLEDs as the transmitter. It was estimated that the

fixed-scale MIMO system would have on the order of 945 independent sub-channels at

a range of 1 m. Consider a conventional pixelated MIMO system with the same smart

phone camera (f2 = 4 mm) imaging the array of µLEDs directly (i.e., without the

transmit lens). For the same 1 m range, assuming that the camera is properly focused

on the transmitter array, it can be found that approximately 156 transmit pixels are

imaged onto each receive pixel. That is, the transmitter must have knowledge of the

user position and orientation to coordinate the emitted signals from each µLED to

convey data to receiver. Although the total number of available channels will depend

on the field of view of the camera, significant complexity and channel knowledge are

essential in order to extract any multiplexing gains.

Thus, the key advantage of the fixed-scale MIMO system is to provide a low

complexity system which is robust to misalignment and provides multiplexing gains

rather than maximizing the number of available spatial channels at the receiver.
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4.5 Conclusion

In this chapter, a proof-of-concept experimental fixed-scale pixelated MIMO VLC

system is built with available devices. Rather than aiming at high performance,

the main purpose of this setup is to demonstrate and verify the idea of the design.

Channel measurements from magnification to the window diameters are measured

and compared to theoretical predications. The result is shown to obey the theoretical

model with small offsets. The rate performance of the system is also tested. With

Raptor 10 code built in, data throughput is recorded and compared with theoretical

estimation of information rate. The throughput is found to degrade as the window

shrinks with increasing separation distances between the transmitter and the receiver.

Off-axis case is also examined to provide insight for packet allocation. Finally this

setup is briefly compared with traditional system under similar circumstances. The

design is shown to surpass the traditional one especially at larger distances with lower

complexity.
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Chapter 5

Conclusions and Future Directions

The work in this thesis focuses on the modeling and design of a fixed-scale MIMO

visible light communication system for indoor short range data transmission.

Although MIMO optical systems are shown to be a promising option for short

range wireless communication in Chapter 1, these traditional designs suffer from

strict alignment requirements, perspective distortion and different magnifications at

various links ranges. Although these problems can be solved by different techniques,

the design of a system with low complexity remains challenging. By introducing an

extra spatial-angular mapping, this thesis proposes a fixed-scale MIMO VLC system

with fixed magnification and easy alignment at all working distances while ensuring

reliable data transmission. Details of the modeling of this novel design is provided in

Chapter 2 and robustness of this model is examined in different conditions as well.

Due to the truncation of the transmit images, only a certain number of transmit

pixels (sub-channels) are visible at the receiver. The number of visible sub-channels

depends on the angular subtense of the receiver relative to the transmitter and a
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communication model is provided in Chapter 2 to help calculated the visible sub-

channels at different working distances accordingly. Chapter 3 further discusses the

design process of a fixed-scale MIMO VLC system with a balance between cost and

performance. A type of fountain code with linear encoding and decoding time (Raptor

10) is also introduced to automatically track the available rate depending on the

number of sub-channels available at the receiver.

In Chapter 5, an experimental system is built to verify the theoretical analyses

based on an LCD and a CMOS camera. The channel measurements and data rate

are recorded and discussed in different conditions and the throughput of the system

is shown to be adaptive to the truncation image sizes at various link distances.

Throughput of around 10 bit/frame is observed at 0.9 m. This proof-of-concept

system focuses on demonstration of the idea rather than superior performance,

therefore, higher transmission rate can be achieved with high-definition components

used. A simple comparison is made with the traditional system at last. The newly

introduced system is shown to have superior performance especially working at

longer distances.

The key advantage of this fixed-scale system is that the magnification of the

receive image stays fixed at all link distances. Therefore, no range estimation is

needed in order to determine the scale of the receive image. Moreover, neither exact

focusing nor re-focusing is required to capture clear images with the receiver focusing

at infinity. Consequently, a much simpler structure of the receiver can be sufficient to

work reliably. Combined with rateless code, the system complexity is even lower with

adaptive rates at different distances. These features are very attractive to indoor

short range broadcasting system designed for multiple users with simple receivers.
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Benefiting from the spatial-angular mapping, each user of this system is able to receive

real time data on the move and the receivers need little adjustments when located

at different positions. Extra localization benefits can also be included to build a

multi-purpose hybrid system. Considering the development of µLEDs arrays and

high-definition image sensors, the fixed-scale pixelated MIMO system is a promising

choice for visible light communication systems in the near future.

5.1 Future Work

This work focuses on the modeling and the demonstration of the fixed-scale pixelated

MIMO visible light communication system. Although the model and performance are

measured and verified in Chapter 4, the throughput of the system is still not ideal

for practical use. Apart from employing high-end components in the system, several

structural improvements can also be made to achieve higher data rate. In general,

there are three directions of extensions that can be explored in the future.

The first one is the simulation and experiments for fixed-scale MIMO systems

with higher order modulation. In the system proposed in this thesis, only OOK

modulation is discussed. According to [100], higher order of modulation shows better

transmission performance by exploiting more degrees of freedom. With a camera

receiver that can offer good imaging sensitivity, the performance of the system can be

improved with more sophisticated modulation schemes. However, quantization noise

may be a significant issue in such designs.

The use of multiple color emitters and receiver elements can also be investigated.

Based on only black and white images, the proposed system in fact assigning same

data to multi-colour sub-pixels in the transmitter. Consisting of three colour strips,
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the sub-pixels in each LCD pixel can be independently addressed to introduce extra

degrees of freedom. Although the rate of the multi-color system is predicted to

be higher than the work in this thesis, the degree of freedom in each colour mode

decreases and the separation between different signal frequencies may become a main

interest then.

Additionally, the design of more efficient rateless codes to track channel

variations is essential to maximize the achievable rates of fixed-scale MIMO

systems. As a powerful extension of the Raptor 10 code, RaptorQ code embraces

many improvements such as supporting larger source block, better overhead-failure

curve and exceptional computation complexities [9]. The challenge of

implementation of a RaptorQ code mainly lies in the decoders. With proper

hardware selected, a high speed communication link can be designed.

Lastly, as mentioned in Section 3.4, a hybrid system that combines localization,

data transmission and illumination can be built to fully utilize the existing visible

light sources in the infrastructure. The use of Fresnel lens in such system can also be

investigated. The link speed may be impaired by the poor imaging quality of Fresnel

lens, however, the low cost of such lenses with large physical dimensions may still be

worth the effort of study.
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Appendix A

Calculation of Window Diameter

In the appendix, notations similar to Chapter 2 is used to derive the window

parameters. The notation with capital letter K(x, y) is used to represent a point

and its corresponding coordinates. The notation with lowercase letter w(x, y) is

used to denote a 2-dimensional function with x, y as variables. AB represents a

segment and |AB| is its corresponding length. S is used to denote the area of a

certain 2-dimensional domain and úABC is the arc where points A,B,C lie in.

In Chapter 2, a guideline is provided to calculate the diameter of the truncation

window W . All points in this guideline are represented with coordinates in the TCS

described in Chapter 2. To demonstrate the detailed calculation process clearly with

simpler notations, a temporary coordinate system is defined in Appendix A and

Appendix B to determine window parameters. In Fig. A.1, this temporary coordinate

system is depicted. With the origin at the optical center of the transmit lens and the

optical axis as x-axis, the corresponding coordinates of the points can be computed

as:
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Figure A.1: Calculation of Window Parameters with Temporary Coordinates

C(0,
lt
2
), D(0,− lt

2
),M(u, |δ⃗|)

G(u− lr sin θ

2
, |δ⃗|+ lr cos θ

2
)

H(u+
lr sin θ

2
, |δ⃗| − lr cos θ

2
)

O(u+ f2 cos θ, |δ⃗|+ f2 sin θ).

(A.1)

The coordinates of point H is calculated based on right triangle △MQH. With

known length of |MQ| = lr
2

and θ, we have |HQ| = lr sin θ
2

and |MQ| = lr cos θ
2

.

Coordinates of point M are straightforward: M(u, |δ⃗|). Therefore, coordinates of

pointH can be computed in regard to pointM as (u+ lr sin θ
2

, |δ⃗|− lr cos θ
2

). Analogously,

coordinates of point G can be calculated.

The coordinates of point O is calculated based on right triangle △MON . With
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known length of |MO| = f2 and θ, we have |MN | = f2 cos θ and |NO| = f2 sin θ.

Coordinates of point O can be computed in regard to point M as (u+ f2 cos θ, |δ⃗|+

f2 sin θ).

As Chapter 2 described in Fig. 2.6, the diameter of the circular domain W is

shown to be d = |JL|. Following the guideline in Chapter 2, the diameter can be

calculated step by step.

The equations of the lines which CH,EG lie in can be expressed as:

EG : y =
0.5lr cos θ + |δ⃗|+ 0.5lt

u− 0.5lr sin θ
x− 0.5lt

CH : y =
−0.5lr cos θ + |δ⃗| − 0.5lt

u+ 0.5lr sin θ
x+ 0.5lt.

(A.2)

The coordinates of intersection point of the two lines, F , is found as:

F (xF , yF ) = (
lt(u

2 − 0.25l2r sin
2 θ)

ulr cos θ + ult + |δ⃗|lr sin θ
,
u|δ⃗|lt + 0.25ltl

2
r sin θ cos θ + 0.25l2t lr sin θ

ulr cos θ + ult + |δ⃗|lr sin θ
).

Note that △FCE ∼ △DAB, giving xF/f1 = lt/|AB|.

Combining with (2.4), the diameter of the domain W is determined to be:

d =
f2(ulr cos θ + ult + |δ⃗|lr sin θ)

u2 − l2r sin
2 θ

4

(A.3)

where θ ∈ [0, π/2) and u > lr/2.
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Appendix B

Calculation of Window Center

Using the same Fig. A.1 and temporary coordinates, the center of the circular domain

W is defined as K(0, yp) in the RCS. In the general case described in Fig. 2.6, the

center of the window can be found as K(0,−|OK|). Since the diameter of W is

already computed in (A.3), we have |OK| = |JK| − |JO| = 0.5d− |JO|.

Using parallel relations EG ∥ MJ,GH ∥ JK and known coordinates of points

M,O, the lines which MJ, JK lie in can be found as:

MJ : y =
0.5lr cos θ + |δ⃗|+ 0.5lt

u− 0.5lr sin θ
x− 0.5|δ⃗|lr sin θ + 0.5ulr cos θ + 0.5ult

u− 0.5lr sin θ

JK : y =
− cos θ

lr sin θ
x+ |δ⃗|+ f2 sin θ +

u cos θ

lr sin θ
+

f2 cos
2 θ

lr sin θ
.

(B.4)

The intersection point of the two lines J is derived as
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J((2u2 cos θ − lrf2 sin
3 θ + 2uf2 cos

2 θ − ulr sin θ cos θ + 2|δ⃗|ulr sin θ

+ ultlr sin θ − lrf2 sin θ cos
2 θ + ul2r sin θ cos θ + 2ulrf2 sin

2 θ)

(2u cos θ + l2r sin θ cos θ − lr sin θ cos θ + 2lr|δ⃗| sin θ + ltlr sin θ)
−1,

(lrf2 cos
3 θ + 2|δ⃗|f2 cos2 θ + ltf2 cos

2 θ + |δ⃗|l2r sin θ cos θ

− |δ⃗|lr sin θ cos θ + 2u|δ⃗| cos θ + l2rf2 sin θ cos θ + 2|δ⃗|2lr sin θ

+ 2|δ⃗|lrf2 sin2 θ + |δ⃗|ltlr sin θ + ltlrf2 sin
2 θ)(2u cos θ

+ l2r sin θ cos θ − lr sin θ cos θ + 2|δ⃗|lr sin θ + ltlr sin θ)
−1).

(B.5)

Noticing that |JK| = 0.5d, |OK| = |JK|− |JO| can be calculated as the absolute

value of the y component |yp|. Thus, by adjusting the sign, the window center can

be found as (0, yp), where

yp =− f2(ult + |δ⃗|lr sin θ + ulr cos θ)

2(u2 − l2r sin
2 θ

4
)

+ ((|δ⃗|+ f2 sin θ(lrf2 cos
3+2|δ⃗|f2 cos2 θ

+ f2lt cos
2 θ + |δ⃗|l2r sin θ cos θ − |δ⃗|lr sin θ cos θ + 2u|δ⃗| cos θ + l2rf2 sin

2 θ cos θ

+ 2|δ⃗|2lr sin θ + 2|δ⃗|lrf2 sin2 θ + |δ⃗|ltlr sin θ + ltlrf2 sin
2 θ)(2u cos θ + l2r sin θ cos θ

− lr sin θ cos θ + 2|δ⃗|lr sin θ + ltlr sin θ)
−1)2 + (u+ f2 cos θ − (2u2 cos θ

− l2rf2 sin
3 θ + 2uf2 cos

2 θ − ulr sin θ cos θ + 2|δ⃗|ulr sin θ + ultlr sin θ

− lrf2 sin θ cos
2 θ + ul2r sin θ cos θ + 2ulrf2 sin

2 θ)(2u cos θ + l2r sin θ cos θ

− lr sin θ cos θ + 2|δ⃗|lr sin θ + ltlr sin θ)
−1)2)

1
2 .

(B.6)

Noting that in the coordinates of point G,H in Fig. A.1, if θ is significantly small,
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sin θ ≈ θ ≈ 0, cos θ ≈ 1, therefore the point G,H can be approximated by:

G(u, |δ⃗|+ lr
2
), H(u, |δ⃗| − lr

2
).

Especially when θ is considerably small, point F in Fig. A.1 approaches line DM

formed by the two optical centers. The equation for DM is:

DM : y =
|δ⃗|
u
x. (B.7)

Applying xF , the x component of point F , to this line equation, we have the

corresponding y component value to be: u|δ⃗|lt−0.25|δ⃗|ltl2r sin2 θ/u
ulr cos θ+ult+|δ⃗|lr sin θ

.

When θ is small, the first term dominates in the coordinate above and it can be

approximated as yF of point F . Therefore, point F can be considered to approach

the line DM . The window center can thus be approximated by combining the special

case and the tilting translation as (0, yp), where yp ≈ f2|δ⃗|
u

− f2 tan θ.
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Appendix C

Computation of Window Gain

One example of the computation of the window gain w(x, y) described in Section

2.3.4 is given within the domain W .

As Section 2.3.4 discussed, the window gain is primarily determined by the number

of ray bundles received at a particular angle. Before computing the window gain,

several important assumptions are made.

Firstly, each transmit pixel emits intensity isotropically. Therefore, in Fig. 2.1, any

pixel in the transmit image will contribute the same amount of power when arrives

at the collimating lens. In practice, this may not necessarily be valid since the spatial

distribution of the transmit pixel power largely depends on the transmitter type.

However, if the transmit image is considerably small in regard to the transmit lens,

the intensity distribution of each pixel can be approximated as identical distribution.

Secondly, light transmitted from a given transmit pixel is assumed to leave the

collimating lens as a cylindrical beam with a uniform power distribution. Again, this

condition may not hold considering different lenses and transmitters used.

The intersection of a portion of the cylindrical transmit beam by the receive lens
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Figure C.2: Detailed Calculation Process of Window Gain

results in a variation of gain over the domain for w(x, y), which can be found by ray

tracing.

As a rough example, considering the case where lt > lr and |δ = 0|, θ = 0, Fig. C.2

is repeated from Chapter 2 for convenience, which shows the gain calculation process.

Due to the symmetry of the system, only the window gain on one diameter of the

circular domain W is computed: w(0, y).

First of all, take a cross-sectional view of the system on the plane formed by the

receive lens. As discussed previously, the cylindrical beams formed by each transmit

pixel is intersected as a circle that has exactly the same diameter as the transmit

lens. Due to different positions of the transmit pixels, the cylindrical beams are

inclined at different angles to the optical axis of the transmit lens. Consequently, in

the cross-sectional view, such phenomenon is described by the different separation
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Figure C.3: Calculation of Window Gain (Case I)

distance between the centers of the two circles formed by the receive lens and circular

sectional region of each transmit pixel.

Next, based on our assumptions, different intersection areas at different

separating distances of the two circles simply indicate different amount of optical

power accumulated on the sensor of the receiver. The corresponding image point of

each transmit pixel is then obtaining different gains in the truncation window.

In Fig. C.3, one case of the intersection is shown with the proposed parameters.

Or represents the center of the receive lens while Ot stands for the center of the

sectional circular region for a beam from a transmit pixel. As illustrated in Fig. C.3,

when the separation distance is large enough, the intersection area of the two circles

S is 0. This indicates any light from the corresponding transmit pixel is not captured

by the receiver, thus the pixel is truncated by the window.

When the separation distance 0.5(lt + lr) > |OtOr| > 0.5
È
l2t + l2r , the intersection

of the circles is shown in Fig. C.4. To compute the area of intersection, area formed by

úADC and string AC is firstly calculated as S1. Area formed by úAEC and string AC

can be denoted as S2. The total intersection area S is then calculated as S = S1+S2.
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Figure C.4: Calculation of Window Gain (Case II)

Denote the area of sector AOrC as SAOrC which includes the shaded area in the

figure and the area of triangle △AOrC as S△AOrC , S1 can be found as:

S1 = SAOrC − S△AOrC . (C.8)

In △AOrOt, using law of cosines, the cosine value of β can be obtained as:

cos β =
|AOr|2 + |OtOr|2 − |AOt|2

2|AOr||OtOr|
=

(0.5lr)
2 + |OtOr|2 − (0.5lt)

2

lr|OtOr|
. (C.9)

Therefore, the area of △AOrC is written as:

S△AOrC = 0.5 sin 2β|AOr||COr|. (C.10)

Moreover, the area of sector AOrC is computed as:

SAOrC =
sin 2β

2π
π|AOr|2. (C.11)

Area S1 can then be obtained with (C.8).
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Figure C.5: Calculation of Window Gain (Case III)

Similarly, area formed by úAEC and string AC can be calculated as S2 with

previous steps. Consequently, the total intersectional area in Fig. C.4 is determined

with S = S1 + S2.

When the separation distance 0 ≤ |OtOr| ≤ 0.5
È
l2t + l2r , the calculation is slightly

different. The area S2 formed by úAEC and string AC is firstly calculated in Fig. C.5

in a similar way as Fig. C.4.

Then area S1 formed by úADC and string AC is calculated in Fig. C.5 differently.

Denote the area of sector AOrC as SAOrC which includes the shaded area and area

of triangle △AOrC as S△AOrC , S1 can be found as:

S1 = SAOrC + S△AOrC . (C.12)

The overall area is then computed as: S = S1 + S2.

When the separation distance satisfies 0 < |OtOr| < 0.5(lt − lr), the intersection

area stays the same as Fig. C.6 indicates.

Due to the symmetry of the gain relative to the receive lens center Or, the other

half of the gain function can be computed correspondingly. The only adjustments

needed is the change of the signs.
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Figure C.7: Relation Between |y| and |OtOr|

Notice that the gain function is using |OtOr| as the variable. To denote the

gain with RCS coordinate, Fig. C.7 shows the relation between different |OtOr| and

the absolute value of y component of the corresponding image point. Notice that

△AOrOt ∼ △OrOB, we have:

|y| = f2|OtOr|
|AOr|

. (C.13)

Therefore, by replacing |OtOr| with |y| and adjusting the signs, the same result

as (2.11) can be obtained.
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