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Abstract—In a heterogeneous cellular network (HetNet) con-
sisting of multiple different types (tiers) of base stations (BSs),
the void cell event in which a BS does not have any users has
been shown to exist due to user-centric BS association and its
probability is dominated by the cell load of each tier. Such a void
cell phenomenon has not been well characterized in the modeling
and analytical framework of simultaneous wireless information
and power transmission (SWIPT) in a HetNet. This paper aims
to accurately exploit the fundamental performance limits of the
SWIPT between a BS and its user by modeling the cell-load
impact on the downlink and uplink transmissions of each BS.
We first characterize the power-splitting receiver architecture
at a user and analyze the statistical properties and limits of
its harvested power and energy, which reveals how much of the
average energy can be harvested by users and how likely the self-
powered sustainability of users can be achieved. We then derive
the downlink and uplink rates that characterize the cell-load
and user association effects and use them to define the energy
efficiency of a user. The optimality of the energy efficiency is
investigated, which maximizes the SWIPT performance of the
receiver architecture for different user association and network
deployment scenarios.

Index Terms—Wireless information and power transmission,
energy harvesting, heterogeneous network, energy efficiency,
stochastic geometry.

I. INTRODUCTION

S IMULTANEOUS WIRELESS information and power
transmission (SWIPT) refers to the scenario whereby

a transmitter emits electromagnetic waves to its intended
receiver that can exploit the power of the electromagnetic
waves for information decoding and energy harvesting at the
same time. SWIPT is a fairly promising transmission technique
for cellular networks because wireless users with a capacity-
limited battery can receive information and replenish their
battery energy without using external power sources at the
same time [1]. Cellular networks are gradually migrating to
have an architecture with heterogeneity and densification in
order to support the explosive traffic demand anticipated in the
near future. Since a heterogeneous cellular network (HetNet)
can have a considerable wireless power-loss reduction, the
HetNet with the SWIPT technology certainly brings about
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a new wireless communication era in which wireless mo-
bile devices can harness energy from their ambient strong
radio frequency (RF) signals emitted by BSs and they could
thus no longer operate under the threat of power outage
[2]. Nonetheless, there exist some technical problems that
hinder to effectively implement SWIPT in a HetNet, such as
energy-harvesting transceiver and algorithm design, energy-
efficient network deployment for SWIPT, system integration
and protocol design [3], etc.

Since there is a minimum power requirement to activate the
energy harvesting circuit in a receiver, it is necessary to deploy
enough BSs so as to make the receiver acquire sufficiently
large electromagnetic power which can be harvested for some
energy. Accordingly, the most challenging problem from the
system-level point of view is how to properly deploy base
stations in a HetNet so as to efficiently improve the SWIPT
performance as much as possible. To tackle this problem, we
first need to adopt a general and appropriate model that can
characterize the features of a HetNet with SWIPT so that the
performance metrics regarding SWIPT can be well defined and
tractably analyzed. Charactering the analytical results of the
performance metrics for SWIPT is very important in that they
not only reveal the fundamental limits on the performance of
a HetNet with SWIPT but also shed light on how to achieve
the limits by optimally deploying and operating the HetNet.

In the past few years, we have witnessed a great success in
modeling a HetNet and analyzing its performance metrics by
using stochastic geometry [4]–[8]. As such, to generally and
tractably delve the fundamental performances of a HetNet with
SWIPT, in this paper we still adopt the stochastic geometry
framework to model M different types of BSs equipped multi-
ple antennas in a large-scale HetNet as M independent Poisson
point processes (PPPs). Each user in the HetNet is assumed
to be equipped with a single antenna. Namely, our current
goal is to tractably exploit the fundamental performances of a
multiple-input-single-output (MISO) channel for SWIPT1. For
a receiver with a single antenna, principally it has two types
of architecture for SWIPT, i.e., time-switching architecture
and power-splitting architecture [2] [9]. Since the power-
splitting architecture theoretically achieves the best trade-
off performance between information decoding and energy
harvesting [10], in this paper we adopt it in a receiver and

1Due to the intractability in analyzing random matrices in a HetNet, in this
paper our study focuses on a MISO channel for SWIPT instead of a MIMO
channel.
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create the received power models for information decoding
and energy harvesting, respectively.

A. Prior Work and Motivation

Wireless powered communication networks (WPCNs) have
gained a lot of attentions in recent years since BSs (or
power beacons) in the networks are convenient wireless power
sources to replenish the power consumption of users. Most of
the prior works on WPCNs were accomplished merely based
on a single-cell network model [11]–[13]. In [12] and [13],
for example, the uplink throughput maximization problem
with wireless power transfer constraints in the downlink was
studied for a single-cell network. Since such a single-cell
network model ignores the interferences from other cells, the
harvested energy could be largely underestimated because the
interferences from other nearby BSs could be strong energy
sources to be harvested, especially when the entire network
is densely deployed. As such, a dense HetNet is doubtlessly
an excellent environment for wireless power transmission so
that wireless powered communication in HetNets has recently
become an active research topic and some typical prior works
on this topic can be referred to [14]–[17]. These prior works
mainly aimed to investigate how much averaged power can be
harvested at users and how to optimally use multiple antennas
to effectively deliver power to users. Although they indeed
considered a more general multi-cell network model, there are
still some important issues that were circumvented by their
modeling assumptions, such as how different user association
schemes affect their analyses and how user scheduling impacts
the efficiency of wireless powered communications, etc.

In addition to WPCNs, the aforementioned SWIPT is also a
very promising technique for future wireless networks. This is
attributed to its potential capability of effectively transmitting
information and power at the same time if the trade-off
between information decoding and energy harvesting can be
cleverly overcome. Some prior works on SWIPT in large-scale
wireless networks (typically see [18]–[23]) had already studied
the popular performance metrics, such as coverage/outage
probability, downlink rate, average received energy and energy
efficiency. For instance, reference [18] analyzed the outage
probability performance and the averaged harvested energy for
a power-splitting receiver in a wireless ad hoc network using
non-cooperative and cooperative relaying protocols, whereas it
did not study how transmission scheduling and relay selection
impact the outage and energy-harvesting performances. In
[22], the distributions of the harvested power and downlink
rate for different SWIPT techniques were analyzed in a general
mathematical approach under a realistic channel model. Refer-
ence [20] studied the SWIPT problem in a K-tier HetNet and
analyzed the downlink outage and rate, whereas the statistical
properties of the harvested power were not addressed. Among
these prior works, all of their analytical results were obtained
by assuming a specific user association scheme is adopted
and all BSs are actively working. Such assumptions may be
detached from the reality and could lead to inaccurate analysis
for a dense HetNet in which BSs may not be always active
due to lack of users [24] [25].

B. Main Contributions

There is a crucial issue that is commonly overlooked in the
prior works on the modeling and analysis of a HetNet with
SWIPT, i.e., the cell load impacts on SWIPT have not been
discovered and included in the network model. For an M -tier
HetNet, the tier-m cell load represents the average number of
users associating with a tier-m BS [6] [26] and it significantly
affects how likely a tier-m BS is associated with at least one
user according to our previous works in [24] [25]. This finding
discloses the fact that there indeed exist a certain number of
the void BSs that do not have any users and no energy can
be harvested from these void BSs. Our main contributions
in this paper are to fundamentally study how the cell loads
in different tiers influence the SWIPT performances in terms
of the harvested energy, rate and energy efficiency. They are
briefly summarized in the following:

• We model the HetNet with BS voidness and propose a
received power model that characterizes the phenomenon
of void BSs, and we then find the statistical properties
of a generalized nth-incomplete shot noise process and
apply them to characterize the received power from a
downlink MISO channel.

• The tight lower bounds on the Laplace transform and the
cumulative distribution function (CDF) of the harvested
power at a receiver with a power-splitting architecture are
found for a generalized user association scheme. They
results in the finding of the fundamental lowest limit on
the CDF of the harvested power as users associate their
strongest BS and all cell loads go to infinity.

• The outage probability of energy harvesting is studied,
which is a good index to indicate how likely the received
power is too weak to be harvested at a receiver. Moreover,
we study the outage probability of self-powered sustain-
ability that indicates how likely the energy harvested from
SWIPT is large enough to completely support the energy
needed for uplink transmission.

• We formulate the (ergodic) downlink rate for a MISO
channel with SWIPT and the uplink rate for a single-
input-multiple-output (SIMO) channe and neatly derive
their tight lower bounds. We thus are able to characterize
the fundamental limits on the link rates when the cell
loads as well as the number of antennas of BSs go to
infinity.

• We define the energy efficiency as the sum rate in
the downlink and uplink divided by the total energy
consumed in the downlink and uplink and formulate an
optimization problem to maximize it with the constraints
on the outage probability of energy harvesting and self-
powered sustainability. We show that the optimal power-
splitting factor and the optimal downlink time fraction
for a SWIPT receiver can be analytically found provided
the parameters of a HetNet satisfy with the derived
constraints.

Furthermore, some numerical simulation results are provided
to validate our analytical findings and observations.
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C. Paper Organization

The rest of this paper is organized as follows. In Section II,
the system model and assumptions for a HetNet with SWIPT
are elaborated. Section III analyzes the statistical properties
of the harvested power and energy and it also provides some
numerical results to validate the analytical findings. In Section
IV, the downlink and uplink rates for SWIPT are first defined
and analyzed. Afterwards, the energy efficiency of a user that
is defined based on the link rates is analyzed and its optimality
is investigated. Finally, Section V concludes our analytical
observations and findings.

II. SYSTEM MODEL AND ASSUMPTIONS

In this paper, we consider a large-scale HetNet on the
R2 plane in which there are M different types of BSs,
e.g., macrocell, picocell and femtocell BSs. The BSs of each
specific type are referred to as a tier of the HetNet and they
form an independent and homogeneous Poisson point process
(PPP). Specifically, the BSs in the mth tier have intensity λm
and they can be expressed as set Bm given by

Bm ,
{
Bm,i ∈ R2 : j ∈ N

}
, (1)

where m ∈ M , {1, 2, . . . ,M}, Bm,i denotes BS i in
the mth tier and its location in the HetNet. Each tier-m BS
has transmit power Pm and is equipped with Nm transmit
antennas. Full-frequency reuse is adopted in the HetNet so
as to enhance the spectrum efficiency. Also, all users form
an independent homogeneous PPP of intensity µ, which is
denoted by set U in the following:

U , {Uj ∈ R2 : j ∈ N}. (2)

All users have the same transmit power Q and are equipped
with a single antenna2.

A. User Association Scheme and Its Related Statistics

Each user in set U selects its serving BS by adopting the
following generalized user association (GUA) scheme

B∗ , arg max
m,i:Bm,i∈B

{
wm|Bm,i|−α

}
, (3)

where B∗ denotes the BS associated with a user located
at the origin, B ,

⋃M
m=1 Bm is the set of all BSs in the

HetNet, wm > 0 is called the tier-m user association weight,
|X − Y | denotes the Euclidean distance between nodes X
and Y , and α > 2 is the path-loss exponent3. Note that for
simplicity we use the location of the origin to specify the
user association scheme in (3) since the Slinvyak theorem

2 To make the analyses much tractable in this paper, users are only
considered to be equipped with a single antenna so that all analyses in the
downlink are performed based on the MISO channel model, whereas all
analyses in the uplink are proceeded based on the SIMO channel model.
Nevertheless, all the analytical results are scalable to their corresponding
counterparts with miltiple-input-multiple-output (MIMO) channels by using
proper scaling techniques.

3In practice, the path-loss exponents of the path-loss models in different
tiers should differ from one another. However, in this paper we still decide
to adopt the same path-loss exponent for different tiers since using different
path-loss exponents leads to high intractability in the following analyses and
we thus cannot derive any insightfully analytical results.

indicates that the statistical properties of a homogeneous PPP
evaluated at any particular point in the network are the same
as those evaluated at any other locations in the same network
[27]. The scheme in (3) is so general that it is able to cover
several user association schemes [6], [25]. For example, users
associate with their nearest BS if all wm’s are equal to unity,
which is called the nearest BS association (NBA) scheme.
When users associate with their strongest BS by averaging out
channel fading variations (i.e., wm ≡ Pm for all m ∈ M),
this scheme is called the maximum (mean) received power
association (MRPA) scheme. According to Lemma 1 in our
previous work [6], the probability mass function of the number
of users associating with a tier-m BS for the user association
scheme in (3) can be inferred as

pm,n =
Γ(n+ 7

2 )

n!Γ( 7
2 )

(
2

7
`m

)n(
1 +

2

7
`m

)−(n+ 7
2 )

, (4)

where Γ(a) ,
∫∞

0
ta−1e−tdt is the Gamma function, `m ,

w
2
α
mµ/λΣ is the tier-m cell load that indicates the average

number of users associating with a tier-m BS, and λΣ ,∑M
m=1 w

2
α
mλm is called the equivalent sum intensity of BSs for

the GUA scheme in (3). The result in (4) reveals that the tier-m
non-void probability that there is at least one user associating
with a tier-m BS is given by

qm , 1− pm,∅ = 1−
(

1 +
2

7
`m

)− 7
2

, (5)

which is small whenever `m is large. In other words, there
are a large number of void tier-m BSs in the HetNet when-
ever the tier-m cell load is small. Thus, we need to be
aware of how the void BSs that do generate interference
influence the performance metrics while doing modeling
and analysis in the following. In addition, let w∗|B∗|−α ,
maxBm,i∈B {wm|Bm,i|−α} where w∗ ∈ {w1, . . . , wM} de-
notes the user association weight used by B∗. The CDF of
w
− 2
α
∗ |B∗|2, based on the result in [6], can be found as

F
w
− 2
α
∗ |B∗|2

(θ) , P
[
w
− 2
α
∗ |B∗|2 ≤ θ

]
= 1− exp (−πλΣθ) , (6)

where FZ(·) denotes the CDF of random variable (RV) Z.
Also, the time division duplex (TDD) mode is adopted in the
HetNet and time division multiple access (TDMA) is used to
schedule the transmission of users so that each user is able to
utilize all resources from its serving BS within its scheduled
time slot and there thus is no intra-cell interference. Moreover,
all scheduled users are assumed to alway have data to send to
their BS in the uplink time slot.

B. Model of Simultaneous Wireless Information and Power
Transmission (SWIPT)

Suppose the BS of the typical user located at the origin can
send information to it by using transmit beamforming. The
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model of the total received signal power for the user can be
expressed as follows4:

Pdl , P∗H∗‖B∗‖−α + Idl, (7)

where ‖X − Y ‖−α , |X − Y |−α1(|X − Y | ≥ 1) for all
X,Y ∈ R2, 1(E) is the indicator function that is equal to unity
if event E is true and zero otherwise, the term P∗H∗‖B∗‖−α is
the desired signal power5, P∗ ∈ {P1, . . . , PM} is the transmit
power of BS B∗, H∗ is the channel fading gain between the
typical user and BS B∗, and Idl is the interference power given
by

Idl ,
∑

m,i:Bm,i∈B\B∗

PmVm,iHm,i‖Bm,i‖−α (8)

in which Vm,i ∈ {0, 1} is a Bernoulli random variable (RV)
that is unity if BS Bm,i is not void and zero otherwise.
Note that the received thermal noise is ignored in (7) since
it is usually very much smaller than the received interference
power. All channel gains between users and their BSs undergo
identical and independent Rayleigh fading and we assume that
Hm,i ∼ exp(1) is an exponential RV with unit mean and
variance for all m ∈ M and i ∈ N+. All channel gains are
also block-fading, i.e., they are independent in different time
slots.

The SWIPT model between a user and its tagged BS is
specified as follows. Suppose the total transmission duration
for downlink and uplink is τ ∈ R+. Let β ∈ (0, 1) be the time
fraction for downlink, which means that βτ and (1− β)τ are
the downlink transmission time for each BS and the uplink
transmission time for each user, respectively. Each user has
a battery with large capacity which can storage the energy
harvested from the received RF power signals. The harvest-
then-transmit protocol is used in the HetNet, that is, users
are able to harvest the transmitted power from its tagged BS
during the downlink transmission time period of βτ and then
transmit its data to its BS during the uplink transmission time
period of (1− β)τ . Furthermore, the receiver of each user is
assumed to have a power-splitting architecture with a power
splitting factor ρ ∈ (0, 1) which is able to split the total
received power Pdl into two powers ρPdl and (1−ρ)Pdl: The
power ρPdl is for information decoding, whereas the power
(1 − ρ)Pdl is for energy harvesting. An illustration of this
SWIPT model is depicted in Fig. 1. This SWIPT induces a
special signal power structure whose statistical properties can
be characterized by the nth generalized incomplete shot noise
process introduced in the following subsection.

C. Analysis of the Generalized nth-Incomplete Shot Noise
Process

Consider a homogeneous PPP of intensity λX that is de-
noted by set X , {Xn ∈ R2 : n ∈ N+} in which Xn is the

4To simplify the notation in (7), the received power Pdl is normalized by
the path-loss coefficient at a reference distance of 1 meter.

5The motivation of using the path-loss model ‖·‖−α is due to the fact that
the model | · |−α does not behave well in the near field of a transmitter and it
thus leads to an unbounded mean of the shot noise process such as Idl. This
path-loss model follows the idea of the bounded propagation model proposed
in [28] and it is still an accurate model for doing analysis in a Poisson network
since the node intensity in such a network is usually fairly small.

Time

Power

⌧
<latexit sha1_base64="sE8VeYi9jxUSETFzrpLZJLd89SU=">AAAB7HicbVBNS8NAEJ34WetX1aOXYCt4KkkR1FvBi8cKpi20oWy2m3btZjfsToRS+h+8eFDx6g/y5r9x2+agrQ8GHu/NMDMvSgU36Hnfztr6xubWdmGnuLu3f3BYOjpuGpVpygKqhNLtiBgmuGQBchSsnWpGkkiwVjS6nfmtJ6YNV/IBxykLEzKQPOaUoJWalS6SrNIrlb2qN4e7SvyclCFHo1f66vYVzRImkQpiTMf3UgwnRCOngk2L3cywlNARGbCOpZIkzIST+bVT99wqfTdW2pZEd67+npiQxJhxEtnOhODQLHsz8T+vk2F8HU64TDNkki4WxZlwUbmz190+14yiGFtCqOb2VpcOiSYUbUBFG4K//PIqCWrVm6p/XyvXL/M0CnAKZ3ABPlxBHe6gAQFQeIRneIU3RzkvzrvzsWhdc/KZE/gD5/MHQpKOaA==</latexit><latexit sha1_base64="sE8VeYi9jxUSETFzrpLZJLd89SU=">AAAB7HicbVBNS8NAEJ34WetX1aOXYCt4KkkR1FvBi8cKpi20oWy2m3btZjfsToRS+h+8eFDx6g/y5r9x2+agrQ8GHu/NMDMvSgU36Hnfztr6xubWdmGnuLu3f3BYOjpuGpVpygKqhNLtiBgmuGQBchSsnWpGkkiwVjS6nfmtJ6YNV/IBxykLEzKQPOaUoJWalS6SrNIrlb2qN4e7SvyclCFHo1f66vYVzRImkQpiTMf3UgwnRCOngk2L3cywlNARGbCOpZIkzIST+bVT99wqfTdW2pZEd67+npiQxJhxEtnOhODQLHsz8T+vk2F8HU64TDNkki4WxZlwUbmz190+14yiGFtCqOb2VpcOiSYUbUBFG4K//PIqCWrVm6p/XyvXL/M0CnAKZ3ABPlxBHe6gAQFQeIRneIU3RzkvzrvzsWhdc/KZE/gD5/MHQpKOaA==</latexit><latexit sha1_base64="sE8VeYi9jxUSETFzrpLZJLd89SU=">AAAB7HicbVBNS8NAEJ34WetX1aOXYCt4KkkR1FvBi8cKpi20oWy2m3btZjfsToRS+h+8eFDx6g/y5r9x2+agrQ8GHu/NMDMvSgU36Hnfztr6xubWdmGnuLu3f3BYOjpuGpVpygKqhNLtiBgmuGQBchSsnWpGkkiwVjS6nfmtJ6YNV/IBxykLEzKQPOaUoJWalS6SrNIrlb2qN4e7SvyclCFHo1f66vYVzRImkQpiTMf3UgwnRCOngk2L3cywlNARGbCOpZIkzIST+bVT99wqfTdW2pZEd67+npiQxJhxEtnOhODQLHsz8T+vk2F8HU64TDNkki4WxZlwUbmz190+14yiGFtCqOb2VpcOiSYUbUBFG4K//PIqCWrVm6p/XyvXL/M0CnAKZ3ABPlxBHe6gAQFQeIRneIU3RzkvzrvzsWhdc/KZE/gD5/MHQpKOaA==</latexit><latexit sha1_base64="sE8VeYi9jxUSETFzrpLZJLd89SU=">AAAB7HicbVBNS8NAEJ34WetX1aOXYCt4KkkR1FvBi8cKpi20oWy2m3btZjfsToRS+h+8eFDx6g/y5r9x2+agrQ8GHu/NMDMvSgU36Hnfztr6xubWdmGnuLu3f3BYOjpuGpVpygKqhNLtiBgmuGQBchSsnWpGkkiwVjS6nfmtJ6YNV/IBxykLEzKQPOaUoJWalS6SrNIrlb2qN4e7SvyclCFHo1f66vYVzRImkQpiTMf3UgwnRCOngk2L3cywlNARGbCOpZIkzIST+bVT99wqfTdW2pZEd67+npiQxJhxEtnOhODQLHsz8T+vk2F8HU64TDNkki4WxZlwUbmz190+14yiGFtCqOb2VpcOiSYUbUBFG4K//PIqCWrVm6p/XyvXL/M0CnAKZ3ABPlxBHe6gAQFQeIRneIU3RzkvzrvzsWhdc/KZE/gD5/MHQpKOaA==</latexit>

(downlink time slot) (uplink time slot)

�⌧
<latexit sha1_base64="5+iUD6Q1lzjpTMdCtj2UJ4JZPTs=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LLaCp5IUQb0VvHisYLSQhLLZbtqlm92wOxFK6M/w4kHFq//Gm//GbZuDtj4YeLw3w8y8OBPcgOt+O5W19Y3Nrep2bWd3b/+gfnj0YFSuKfOpEkr3YmKY4JL5wEGwXqYZSWPBHuPxzcx/fGLacCXvYZKxKCVDyRNOCVgpaIYxAxICyZv9esNtuXPgVeKVpIFKdPv1r3CgaJ4yCVQQYwLPzSAqiAZOBZvWwtywjNAxGbLAUklSZqJifvIUn1llgBOlbUnAc/X3REFSYyZpbDtTAiOz7M3E/7wgh+QqKrjMcmCSLhYlucCg8Ox/POCaURATSwjV3N6K6YhoQsGmVLMheMsvrxK/3bpueXftRueiTKOKTtApOkceukQddIu6yEcUKfSMXtGbA86L8+58LForTjlzjP7A+fwBA8uQkg==</latexit><latexit sha1_base64="5+iUD6Q1lzjpTMdCtj2UJ4JZPTs=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LLaCp5IUQb0VvHisYLSQhLLZbtqlm92wOxFK6M/w4kHFq//Gm//GbZuDtj4YeLw3w8y8OBPcgOt+O5W19Y3Nrep2bWd3b/+gfnj0YFSuKfOpEkr3YmKY4JL5wEGwXqYZSWPBHuPxzcx/fGLacCXvYZKxKCVDyRNOCVgpaIYxAxICyZv9esNtuXPgVeKVpIFKdPv1r3CgaJ4yCVQQYwLPzSAqiAZOBZvWwtywjNAxGbLAUklSZqJifvIUn1llgBOlbUnAc/X3REFSYyZpbDtTAiOz7M3E/7wgh+QqKrjMcmCSLhYlucCg8Ox/POCaURATSwjV3N6K6YhoQsGmVLMheMsvrxK/3bpueXftRueiTKOKTtApOkceukQddIu6yEcUKfSMXtGbA86L8+58LForTjlzjP7A+fwBA8uQkg==</latexit><latexit sha1_base64="5+iUD6Q1lzjpTMdCtj2UJ4JZPTs=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LLaCp5IUQb0VvHisYLSQhLLZbtqlm92wOxFK6M/w4kHFq//Gm//GbZuDtj4YeLw3w8y8OBPcgOt+O5W19Y3Nrep2bWd3b/+gfnj0YFSuKfOpEkr3YmKY4JL5wEGwXqYZSWPBHuPxzcx/fGLacCXvYZKxKCVDyRNOCVgpaIYxAxICyZv9esNtuXPgVeKVpIFKdPv1r3CgaJ4yCVQQYwLPzSAqiAZOBZvWwtywjNAxGbLAUklSZqJifvIUn1llgBOlbUnAc/X3REFSYyZpbDtTAiOz7M3E/7wgh+QqKrjMcmCSLhYlucCg8Ox/POCaURATSwjV3N6K6YhoQsGmVLMheMsvrxK/3bpueXftRueiTKOKTtApOkceukQddIu6yEcUKfSMXtGbA86L8+58LForTjlzjP7A+fwBA8uQkg==</latexit><latexit sha1_base64="5+iUD6Q1lzjpTMdCtj2UJ4JZPTs=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LLaCp5IUQb0VvHisYLSQhLLZbtqlm92wOxFK6M/w4kHFq//Gm//GbZuDtj4YeLw3w8y8OBPcgOt+O5W19Y3Nrep2bWd3b/+gfnj0YFSuKfOpEkr3YmKY4JL5wEGwXqYZSWPBHuPxzcx/fGLacCXvYZKxKCVDyRNOCVgpaIYxAxICyZv9esNtuXPgVeKVpIFKdPv1r3CgaJ4yCVQQYwLPzSAqiAZOBZvWwtywjNAxGbLAUklSZqJifvIUn1llgBOlbUnAc/X3REFSYyZpbDtTAiOz7M3E/7wgh+QqKrjMcmCSLhYlucCg8Ox/POCaURATSwjV3N6K6YhoQsGmVLMheMsvrxK/3bpueXftRueiTKOKTtApOkceukQddIu6yEcUKfSMXtGbA86L8+58LForTjlzjP7A+fwBA8uQkg==</latexit>

(1 � �)⌧
<latexit sha1_base64="D7KMOhenqU/QLEtyeIs+D5RclOA=">AAAB93icbVBNT8JAEN3iF+IHqEcvjWCCB0lLTNQbiRePmFghoQ3ZLlvYsN02u7Mm2PBLvHhQ49W/4s1/4wI9KPiSSV7em8nMvDDlTIHjfFuFtfWNza3idmlnd2+/XDk4fFCJloR6JOGJ7IZYUc4E9YABp91UUhyHnHbC8c3M7zxSqVgi7mGS0iDGQ8EiRjAYqV8p1+ruuR9SwGc+YF3rV6pOw5nDXiVuTqooR7tf+fIHCdExFUA4VqrnOikEGZbACKfTkq8VTTEZ4yHtGSpwTFWQzQ+f2qdGGdhRIk0JsOfq74kMx0pN4tB0xhhGatmbif95PQ3RVZAxkWqggiwWRZrbkNizFOwBk5QAnxiCiWTmVpuMsMQETFYlE4K7/PIq8ZqN64Z716y2LvI0iugYnaA6ctElaqFb1EYeIkijZ/SK3qwn68V6tz4WrQUrnzlCf2B9/gAhjJGa</latexit><latexit sha1_base64="D7KMOhenqU/QLEtyeIs+D5RclOA=">AAAB93icbVBNT8JAEN3iF+IHqEcvjWCCB0lLTNQbiRePmFghoQ3ZLlvYsN02u7Mm2PBLvHhQ49W/4s1/4wI9KPiSSV7em8nMvDDlTIHjfFuFtfWNza3idmlnd2+/XDk4fFCJloR6JOGJ7IZYUc4E9YABp91UUhyHnHbC8c3M7zxSqVgi7mGS0iDGQ8EiRjAYqV8p1+ruuR9SwGc+YF3rV6pOw5nDXiVuTqooR7tf+fIHCdExFUA4VqrnOikEGZbACKfTkq8VTTEZ4yHtGSpwTFWQzQ+f2qdGGdhRIk0JsOfq74kMx0pN4tB0xhhGatmbif95PQ3RVZAxkWqggiwWRZrbkNizFOwBk5QAnxiCiWTmVpuMsMQETFYlE4K7/PIq8ZqN64Z716y2LvI0iugYnaA6ctElaqFb1EYeIkijZ/SK3qwn68V6tz4WrQUrnzlCf2B9/gAhjJGa</latexit><latexit sha1_base64="D7KMOhenqU/QLEtyeIs+D5RclOA=">AAAB93icbVBNT8JAEN3iF+IHqEcvjWCCB0lLTNQbiRePmFghoQ3ZLlvYsN02u7Mm2PBLvHhQ49W/4s1/4wI9KPiSSV7em8nMvDDlTIHjfFuFtfWNza3idmlnd2+/XDk4fFCJloR6JOGJ7IZYUc4E9YABp91UUhyHnHbC8c3M7zxSqVgi7mGS0iDGQ8EiRjAYqV8p1+ruuR9SwGc+YF3rV6pOw5nDXiVuTqooR7tf+fIHCdExFUA4VqrnOikEGZbACKfTkq8VTTEZ4yHtGSpwTFWQzQ+f2qdGGdhRIk0JsOfq74kMx0pN4tB0xhhGatmbif95PQ3RVZAxkWqggiwWRZrbkNizFOwBk5QAnxiCiWTmVpuMsMQETFYlE4K7/PIq8ZqN64Z716y2LvI0iugYnaA6ctElaqFb1EYeIkijZ/SK3qwn68V6tz4WrQUrnzlCf2B9/gAhjJGa</latexit><latexit sha1_base64="D7KMOhenqU/QLEtyeIs+D5RclOA=">AAAB93icbVBNT8JAEN3iF+IHqEcvjWCCB0lLTNQbiRePmFghoQ3ZLlvYsN02u7Mm2PBLvHhQ49W/4s1/4wI9KPiSSV7em8nMvDDlTIHjfFuFtfWNza3idmlnd2+/XDk4fFCJloR6JOGJ7IZYUc4E9YABp91UUhyHnHbC8c3M7zxSqVgi7mGS0iDGQ8EiRjAYqV8p1+ruuR9SwGc+YF3rV6pOw5nDXiVuTqooR7tf+fIHCdExFUA4VqrnOikEGZbACKfTkq8VTTEZ4yHtGSpwTFWQzQ+f2qdGGdhRIk0JsOfq74kMx0pN4tB0xhhGatmbif95PQ3RVZAxkWqggiwWRZrbkNizFOwBk5QAnxiCiWTmVpuMsMQETFYlE4K7/PIq8ZqN64Z716y2LvI0iugYnaA6ctElaqFb1EYeIkijZ/SK3qwn68V6tz4WrQUrnzlCf2B9/gAhjJGa</latexit>

⇢Pdl
<latexit sha1_base64="siczEjn9+fXG7CuDDE/Rq1KTNd4=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYKzQhrLZbNqlm924uymU0N/hxYOKV/+MN/+N2zYHbX0w8Hhvhpl5YcqZNq777ZTW1jc2t8rblZ3dvf2D6uHRg5aZItQnkkv1GGJNORPUN8xw+pgqipOQ0044upn5nTFVmklxbyYpDRI8ECxmBBsrBfWeGkrU7ucRn9b71ZrbcOdAq8QrSA0KtPvVr14kSZZQYQjHWnc9NzVBjpVhhNNppZdpmmIywgPatVTghOognx89RWdWiVAslS1h0Fz9PZHjROtJEtrOBJuhXvZm4n9eNzPxVZAzkWaGCrJYFGccGYlmCaCIKUoMn1iCiWL2VkSGWGFibE4VG4K3/PIq8ZuN64Z316y1Loo0ynACp3AOHlxCC26hDT4QeIJneIU3Z+y8OO/Ox6K15BQzx/AHzucPQ82RRA==</latexit><latexit sha1_base64="siczEjn9+fXG7CuDDE/Rq1KTNd4=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYKzQhrLZbNqlm924uymU0N/hxYOKV/+MN/+N2zYHbX0w8Hhvhpl5YcqZNq777ZTW1jc2t8rblZ3dvf2D6uHRg5aZItQnkkv1GGJNORPUN8xw+pgqipOQ0044upn5nTFVmklxbyYpDRI8ECxmBBsrBfWeGkrU7ucRn9b71ZrbcOdAq8QrSA0KtPvVr14kSZZQYQjHWnc9NzVBjpVhhNNppZdpmmIywgPatVTghOognx89RWdWiVAslS1h0Fz9PZHjROtJEtrOBJuhXvZm4n9eNzPxVZAzkWaGCrJYFGccGYlmCaCIKUoMn1iCiWL2VkSGWGFibE4VG4K3/PIq8ZuN64Z316y1Loo0ynACp3AOHlxCC26hDT4QeIJneIU3Z+y8OO/Ox6K15BQzx/AHzucPQ82RRA==</latexit><latexit sha1_base64="siczEjn9+fXG7CuDDE/Rq1KTNd4=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYKzQhrLZbNqlm924uymU0N/hxYOKV/+MN/+N2zYHbX0w8Hhvhpl5YcqZNq777ZTW1jc2t8rblZ3dvf2D6uHRg5aZItQnkkv1GGJNORPUN8xw+pgqipOQ0044upn5nTFVmklxbyYpDRI8ECxmBBsrBfWeGkrU7ucRn9b71ZrbcOdAq8QrSA0KtPvVr14kSZZQYQjHWnc9NzVBjpVhhNNppZdpmmIywgPatVTghOognx89RWdWiVAslS1h0Fz9PZHjROtJEtrOBJuhXvZm4n9eNzPxVZAzkWaGCrJYFGccGYlmCaCIKUoMn1iCiWL2VkSGWGFibE4VG4K3/PIq8ZuN64Z316y1Loo0ynACp3AOHlxCC26hDT4QeIJneIU3Z+y8OO/Ox6K15BQzx/AHzucPQ82RRA==</latexit><latexit sha1_base64="siczEjn9+fXG7CuDDE/Rq1KTNd4=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYKzQhrLZbNqlm924uymU0N/hxYOKV/+MN/+N2zYHbX0w8Hhvhpl5YcqZNq777ZTW1jc2t8rblZ3dvf2D6uHRg5aZItQnkkv1GGJNORPUN8xw+pgqipOQ0044upn5nTFVmklxbyYpDRI8ECxmBBsrBfWeGkrU7ucRn9b71ZrbcOdAq8QrSA0KtPvVr14kSZZQYQjHWnc9NzVBjpVhhNNppZdpmmIywgPatVTghOognx89RWdWiVAslS1h0Fz9PZHjROtJEtrOBJuhXvZm4n9eNzPxVZAzkWaGCrJYFGccGYlmCaCIKUoMn1iCiWL2VkSGWGFibE4VG4K3/PIq8ZuN64Z316y1Loo0ynACp3AOHlxCC26hDT4QeIJneIU3Z+y8OO/Ox6K15BQzx/AHzucPQ82RRA==</latexit>

Harvested Energy 
(Area)

Peh
<latexit sha1_base64="yoh/tMHNYbOE6vYBytnTbbmqd+M=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYG2hDWWznbRLN5u4uxFK6J/w4kHFq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoQcepYthisYhVJ6AaBZfYMtwI7CQKaRQIbAfjm5nffkKleSzvzSRBP6JDyUPOqLFSp9rsZziaVvvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7Wfze6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDKz7hMUoOSLRaFqSAmJrPnyYArZEZMLKFMcXsrYSOqKDM2opINwVt+eZW06rXrmndXrzQu8jSKcAKncA4eXEIDbqEJLWAg4Ble4c15dF6cd+dj0Vpw8plj+APn8wfIT49K</latexit><latexit sha1_base64="yoh/tMHNYbOE6vYBytnTbbmqd+M=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYG2hDWWznbRLN5u4uxFK6J/w4kHFq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoQcepYthisYhVJ6AaBZfYMtwI7CQKaRQIbAfjm5nffkKleSzvzSRBP6JDyUPOqLFSp9rsZziaVvvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7Wfze6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDKz7hMUoOSLRaFqSAmJrPnyYArZEZMLKFMcXsrYSOqKDM2opINwVt+eZW06rXrmndXrzQu8jSKcAKncA4eXEIDbqEJLWAg4Ble4c15dF6cd+dj0Vpw8plj+APn8wfIT49K</latexit><latexit sha1_base64="yoh/tMHNYbOE6vYBytnTbbmqd+M=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYG2hDWWznbRLN5u4uxFK6J/w4kHFq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoQcepYthisYhVJ6AaBZfYMtwI7CQKaRQIbAfjm5nffkKleSzvzSRBP6JDyUPOqLFSp9rsZziaVvvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7Wfze6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDKz7hMUoOSLRaFqSAmJrPnyYArZEZMLKFMcXsrYSOqKDM2opINwVt+eZW06rXrmndXrzQu8jSKcAKncA4eXEIDbqEJLWAg4Ble4c15dF6cd+dj0Vpw8plj+APn8wfIT49K</latexit><latexit sha1_base64="yoh/tMHNYbOE6vYBytnTbbmqd+M=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYG2hDWWznbRLN5u4uxFK6J/w4kHFq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fDoQcepYthisYhVJ6AaBZfYMtwI7CQKaRQIbAfjm5nffkKleSzvzSRBP6JDyUPOqLFSp9rsZziaVvvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7Wfze6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDKz7hMUoOSLRaFqSAmJrPnyYArZEZMLKFMcXsrYSOqKDM2opINwVt+eZW06rXrmndXrzQu8jSKcAKncA4eXEIDbqEJLWAg4Ble4c15dF6cd+dj0Vpw8plj+APn8wfIT49K</latexit> Energy 

Consumed 
for Uplink

(Area)Eeh = �⌧Peh
<latexit sha1_base64="rWwB3/LG8cbW5bfRvpXlEojdTG8=">AAACAXicbVDLSgNBEJyNrxhfq57Ey2AieAq7QVAPQkAEjxGMCSQhzE46yZDZBzO9QliCF3/FiwcVr/6FN//GyWYPmljQUFR1093lRVJodJxvK7e0vLK6ll8vbGxube/Yu3v3OowVhzoPZaiaHtMgRQB1FCihGSlgvieh4Y2upn7jAZQWYXCH4wg6PhsEoi84QyN17YPSdTeB4eSy7QGyNrKY1lKh1LWLTtlJQReJm5EiyVDr2l/tXshjHwLkkmndcp0IOwlTKLiESaEda4gYH7EBtAwNmA+6k6QvTOixUXq0HypTAdJU/T2RMF/rse+ZTp/hUM97U/E/rxVj/7yTiCCKEQI+W9SPJcWQTvOgPaGAoxwbwrgS5lbKh0wxjia1ggnBnX95kdQr5Yuye1spVk+zNPLkkByRE+KSM1IlN6RG6oSTR/JMXsmb9WS9WO/Wx6w1Z2Uz++QPrM8fw0eWiQ==</latexit><latexit sha1_base64="rWwB3/LG8cbW5bfRvpXlEojdTG8=">AAACAXicbVDLSgNBEJyNrxhfq57Ey2AieAq7QVAPQkAEjxGMCSQhzE46yZDZBzO9QliCF3/FiwcVr/6FN//GyWYPmljQUFR1093lRVJodJxvK7e0vLK6ll8vbGxube/Yu3v3OowVhzoPZaiaHtMgRQB1FCihGSlgvieh4Y2upn7jAZQWYXCH4wg6PhsEoi84QyN17YPSdTeB4eSy7QGyNrKY1lKh1LWLTtlJQReJm5EiyVDr2l/tXshjHwLkkmndcp0IOwlTKLiESaEda4gYH7EBtAwNmA+6k6QvTOixUXq0HypTAdJU/T2RMF/rse+ZTp/hUM97U/E/rxVj/7yTiCCKEQI+W9SPJcWQTvOgPaGAoxwbwrgS5lbKh0wxjia1ggnBnX95kdQr5Yuye1spVk+zNPLkkByRE+KSM1IlN6RG6oSTR/JMXsmb9WS9WO/Wx6w1Z2Uz++QPrM8fw0eWiQ==</latexit><latexit sha1_base64="rWwB3/LG8cbW5bfRvpXlEojdTG8=">AAACAXicbVDLSgNBEJyNrxhfq57Ey2AieAq7QVAPQkAEjxGMCSQhzE46yZDZBzO9QliCF3/FiwcVr/6FN//GyWYPmljQUFR1093lRVJodJxvK7e0vLK6ll8vbGxube/Yu3v3OowVhzoPZaiaHtMgRQB1FCihGSlgvieh4Y2upn7jAZQWYXCH4wg6PhsEoi84QyN17YPSdTeB4eSy7QGyNrKY1lKh1LWLTtlJQReJm5EiyVDr2l/tXshjHwLkkmndcp0IOwlTKLiESaEda4gYH7EBtAwNmA+6k6QvTOixUXq0HypTAdJU/T2RMF/rse+ZTp/hUM97U/E/rxVj/7yTiCCKEQI+W9SPJcWQTvOgPaGAoxwbwrgS5lbKh0wxjia1ggnBnX95kdQr5Yuye1spVk+zNPLkkByRE+KSM1IlN6RG6oSTR/JMXsmb9WS9WO/Wx6w1Z2Uz++QPrM8fw0eWiQ==</latexit><latexit sha1_base64="rWwB3/LG8cbW5bfRvpXlEojdTG8=">AAACAXicbVDLSgNBEJyNrxhfq57Ey2AieAq7QVAPQkAEjxGMCSQhzE46yZDZBzO9QliCF3/FiwcVr/6FN//GyWYPmljQUFR1093lRVJodJxvK7e0vLK6ll8vbGxube/Yu3v3OowVhzoPZaiaHtMgRQB1FCihGSlgvieh4Y2upn7jAZQWYXCH4wg6PhsEoi84QyN17YPSdTeB4eSy7QGyNrKY1lKh1LWLTtlJQReJm5EiyVDr2l/tXshjHwLkkmndcp0IOwlTKLiESaEda4gYH7EBtAwNmA+6k6QvTOixUXq0HypTAdJU/T2RMF/rse+ZTp/hUM97U/E/rxVj/7yTiCCKEQI+W9SPJcWQTvOgPaGAoxwbwrgS5lbKh0wxjia1ggnBnX95kdQr5Yuye1spVk+zNPLkkByRE+KSM1IlN6RG6oSTR/JMXsmb9WS9WO/Wx6w1Z2Uz++QPrM8fw0eWiQ==</latexit>

Q
<latexit sha1_base64="CmqxyeRoEvyC3TSHYWeD4aPHnjo=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHhs0WihDWWznbRLN5uwuxFK6U/w4kHFq//Im//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B+fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCH8PRzcx/fEKleSLvzTjFIKYDySPOqLHSXbVV7ZUrbs2dg6wSLycVyNHslb+6/YRlMUrDBNW647mpCSZUGc4ETkvdTGNK2YgOsGOppDHqYDI/dUrOrNInUaJsSUPm6u+JCY21Hseh7YypGeplbyb+53UyE10FEy7TzKBki0VRJohJyOxv0ucKmRFjSyhT3N5K2JAqyoxNp2RD8JZfXiV+vXZd81r1SuMiT6MIJ3AK5+DBJTTgFprgA4MBPMMrvDnCeXHenY9Fa8HJZ47hD5zPH8wNjPU=</latexit><latexit sha1_base64="CmqxyeRoEvyC3TSHYWeD4aPHnjo=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHhs0WihDWWznbRLN5uwuxFK6U/w4kHFq//Im//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B+fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCH8PRzcx/fEKleSLvzTjFIKYDySPOqLHSXbVV7ZUrbs2dg6wSLycVyNHslb+6/YRlMUrDBNW647mpCSZUGc4ETkvdTGNK2YgOsGOppDHqYDI/dUrOrNInUaJsSUPm6u+JCY21Hseh7YypGeplbyb+53UyE10FEy7TzKBki0VRJohJyOxv0ucKmRFjSyhT3N5K2JAqyoxNp2RD8JZfXiV+vXZd81r1SuMiT6MIJ3AK5+DBJTTgFprgA4MBPMMrvDnCeXHenY9Fa8HJZ47hD5zPH8wNjPU=</latexit><latexit sha1_base64="CmqxyeRoEvyC3TSHYWeD4aPHnjo=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHhs0WihDWWznbRLN5uwuxFK6U/w4kHFq//Im//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B+fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCH8PRzcx/fEKleSLvzTjFIKYDySPOqLHSXbVV7ZUrbs2dg6wSLycVyNHslb+6/YRlMUrDBNW647mpCSZUGc4ETkvdTGNK2YgOsGOppDHqYDI/dUrOrNInUaJsSUPm6u+JCY21Hseh7YypGeplbyb+53UyE10FEy7TzKBki0VRJohJyOxv0ucKmRFjSyhT3N5K2JAqyoxNp2RD8JZfXiV+vXZd81r1SuMiT6MIJ3AK5+DBJTTgFprgA4MBPMMrvDnCeXHenY9Fa8HJZ47hD5zPH8wNjPU=</latexit><latexit sha1_base64="CmqxyeRoEvyC3TSHYWeD4aPHnjo=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHhs0WihDWWznbRLN5uwuxFK6U/w4kHFq//Im//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B+fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCH8PRzcx/fEKleSLvzTjFIKYDySPOqLHSXbVV7ZUrbs2dg6wSLycVyNHslb+6/YRlMUrDBNW647mpCSZUGc4ETkvdTGNK2YgOsGOppDHqYDI/dUrOrNInUaJsSUPm6u+JCY21Hseh7YypGeplbyb+53UyE10FEy7TzKBki0VRJohJyOxv0ucKmRFjSyhT3N5K2JAqyoxNp2RD8JZfXiV+vXZd81r1SuMiT6MIJ3AK5+DBJTTgFprgA4MBPMMrvDnCeXHenY9Fa8HJZ47hD5zPH8wNjPU=</latexit>

Fig. 1. An illustration of the SWIPT model used in this paper. In the figure, τ
is the total time duration of the downlink and uplink transmissions of a users
in the HetNet, β ∈ (0, 1) is the time fraction for downlink transmission, Pdl
denotes the total received power at a user, ρPdl denotes the received power
with power splitting factor ρ ∈ (0, 1) for information decoding, Peh =
η(1 − ρ)Pdl is the converted harvested power from the energy harvesting
circuits with efficiency η ∈ (0, 1), Q is the transmit power of users, and Eeh
is the harvested energy.

nth nearest point in X to the origin. For set X , its generalized
nth-incomplete shot noise process is defined as

I(n) , Ŵn‖Xn‖−α +
∑

n:Xn+1∈X
Wn+1‖Xn+1‖−α, (9)

where Ŵn is a nonnegative RV with certain distribution and all
Wn+1’s are i.i.d. nonnegative RVs for all n ∈ N. Let LZ(s) ,
E[e−sZ ] for s > 0 be the Laplace transform of a nonnegative
RV Z and thereby we have the following theorem.

Theorem 1: If the Laplace transforms and means of Ŵn

and Wn in (9) all exist, the Laplace transform of the nth gen-
eralized incomplete shot noise process I(n) in (9) is explicitly
found as

LI(n)
(s) =e

−πλX s
2
α Γ(1− 2

α )E
[
W

2
α

]
(πλX )n

(n− 1)!
×∫ ∞

1

L
Ŵn

(
s−

α
2 x
)
e
−πλX

∫ x
0
LW

(
sv−

α
2

)
dv
xn−1dx,

(10)

where n ∈ N+. Also, the mean of I(n) can be found as

E
[
I(n)

]
=

(πλX )
α
2

(n− 1)!

[(
E
[
Ŵn

]
− (α− 2n)E [W ]

(α− 2)

)
×

Γ
(
n− α

2
, πλX

)
+

2E [W ] (πλX )n−
α
2

(α− 2)eπλX

]
, (11)

where Γ(a, b) =
∫∞
b
ta−1e−tdt is the upper incomplete

Gamma function for b ≥ 0.
Proof: See Appendix A.

Although the results in (10) and (11) are somewhat complex,
they are very general and they can be largely simplified if we
consider some special cases. For example, considering n = 1,
Wn ∼ exp(1) and α = 4, yields the following results:

LI(1)
(s) = πλX

√
s

∫ ∞
1

L
Ŵ1

(y) e−πλX
√
s[y−tan−1(y)+π

2 ]dy

(12)
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and

E
[
I(1)

]
=
πλX

2
e−πλX , (13)

which is close to π
2λX if λX � 1. As can be seen in the

following sections, the general results in Theorem 1 play a
pivotal role in facilitating many derivations in the following
analyses of the link rates and harvested power and energy.

III. ANALYSIS OF THE HARVESTED POWER AND ENERGY

As mentioned in Section II-B, the received signal power for
energy harvesting is (1− ρ)Pdl. Let η ∈ (0, 1) be the energy
conversion efficiency of the energy harvesting circuits at users6

and the harvested power can thus be simply expressed as

Peh , η(1− ρ)Pdl. (14)

According to (7), Peh is a random variable depending upon
user association, channel fading, distribution of BSs. Its dis-
tribution significantly influences the performance of energy
harvesting at the receiver of users. In the following subsection,
the statistical properties of the harvested energy are first
investigated and other properties of the harvested energy will
then be exploited.

A. The Statistical Properties of the Harvested Power

The explicit result regarding the Laplace transform and the
CDF of Peh can be found as shown in the following theorem.

Theorem 2: Suppose the fading channel gain H∗ is a
Gamma RV with shape and scale parameters Nm and 1/Nm
(i.e., H∗ ∼ Gamma(Nm, 1/Nm)) whenever B∗ ∈ Φm. If the
user association scheme in (3) is adopted, then the Laplace
transform of the harvested power in (14) is tightly lower
bounded by

LPeh(s) '
M∑
m=1

ϑm

∫ ∞
0

πλΣ

(
1 +

η(1− ρ)sPm
wmNmx

α
2

)−Nm
×

e−πλΣ(
∑M
m=1 Φm(x,s)+x)dx, (15)

where a ' b means b is a tight lower bound on a, function
Φm(y, z) is defined as

Φm(y, z) ,ϑmqm

(
η(1− ρ)zPm

wm

) 2
α

× 2π/α

sin(2π/α)
−
∫ y( wm

η(1−ρ)zPm )
2
α

0

dt
1 + t

α
2

 ,

(16)

and ϑm , w
2
α
mλm/λΣ = `mλm/µ. By using (15), an accurate

tight lower on the CDF of Peh bound can be found as

FPeh(θ) '

∫ ∞
0

πλΣ

(
1 +

η(1− ρ)Pm
wmNmu

α
2

)−Nm
Ψ(θ, u) du,

(17)

6In practice, the energy conversion efficiency η may not be a constant
since it may change over time due to the non-linearity property of the EH
circuits at a user while the user is harvesting energy. However, in this paper
we consider a constant η because our focus is to analyze the harvested power
in a time-averaged sense.

where Ψ(θ, u) , L−1

{
s

2
α−1e−πλΣs

2
α [
∑M
m=1 Φm(u,1)+u]

}
(θ)

and L−1(·)(θ) denotes the operator of the inverse Laplace
transform with parameter θ. In particular, the result in (17)
for α = 4 reduces to

FPeh(θ) '
M∑
m=1

2ϑm√
π

∫ ∞
0

(
1 +

π2λ2
Ση(1− ρ)Pm

4wmNmθv2

)−Nm
×

e
−
(
πλΣ
2
√
θ

∑M
m=1 φm(v)+v

)2

dv, (18)

where φm(v) is given by

φm(v) =ϑmqm

√
η(1− ρ)Pm

wm
×[

π

2
− tan−1

(
2v

πλΣ

√
θwm

η(1− ρ)Pm

)]
(19)

in which λΣ =
∑M
k=1

√
wkλk.

Proof: See Appendix B.
Remark 1: The derivations of the tight lower bounds in

(15), (17) and (18) are attributed to the fact that the locations
between all the non-void BSs are very much weakly correlated
[24], [25]. These three lowers bounds will asymptotically
become exact as the cell load of each tier goes to infinity
(i.e., qm → 1 as `m →∞) since higher cell loads give rise to
weaker location correlations between the non-void BSs.

Remark 2: Although Ψ(θ, u) in (17) cannot be found in
closed form for α 6= 4, we can resort to numerical techniques
to evaluate it. In other words, we can still evaluate FPeh(θ) in
(17) for any values of α numerically.
According to Theorem 2, we realize that the cell load of
each tier essentially influences the non-void probability of the
BSs in each tier so as to remarkably impact the accuracy
of the distribution of the harvested power, especially when
the HetNet is densely deployed with many BSs. The results
in Theorem 2 can provides us with some insights into how
the statistical properties of the harvested power are generally
characterized by user association, transmit beamforming and
cell load of each tier. To further expound and demonstrate how
the cell loads impact the CDF of Peh, some specific examples
and applications of Theorem 2 are elaborated as follows.

1) The Generality of the Expression of FPeh(θ): The
expression of FPeh(θ) can be used for any particular user
association schemes covered by the GUA scheme in (3). For
instance, the CDF of Peh in (18) for the MRPA scheme with
wm = Pm in (3) can be easily found as

FPeh(θ) '
M∑
m=1

2ϑm√
π

∫ ∞
0

(
1 +

π2λ2
Ση(1− ρ)

4Nmθv2

)−Nm
×

e
−
(
πλΣ
2
√
θ

∑M
m=1 φm(v)+v

)2

dv, (20)

where ϑm =
√
Pmλm/λΣ, λΣ =

∑M
k=1

√
P kλk, and φm(v)

is

φm(v) =ϑmqm
√
η(1− ρ)×[

π

2
− tan−1

(
2v

πλΣ

√
θ

η(1− ρ)

)]
.
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From the received power point of view, users should adopt
the MRPA scheme to associate their BS in order to maximize
their received power. Hence, if the MRPA scheme is adopted
and the cell load of each tier goes to infinity (i.e. `m →∞),
no void BSs exist in the HetNet and users thus can receive the
maximum power. In this case, (20) reduces to the exact result
given by

lim
`m→∞
m∈M

FPeh(θ) =

M∑
m=1

2ϑm√
π

∫ ∞
0

(
1 +

π2λ2
Ση(1− ρ)

4Nmθv2

)−Nm
×

e
−
(
πλΣ
2
√
θ

∑M
m=1 φm(v)+v

)2

dv (21)

which is the CDF of the received maximum power that can be
harvested for the case of the tier-m BSs with Nm antennas
and path-loss exponent α = 4.

2) The Lowest Limit of the CDF of the Harvested Power:
As pointed out above, increasing the cell load of each tier
is able to increase the received power because the intensity
of non-void BSs increases and more interference powers are
generated. Another way to significantly increase the received
power is to use a large-scale antenna array at each BS. In other
words, the received power of users using the MRPA scheme
maximizes when the cell load of each tier and the number of
transmit antennas of each BS both go to infinity. In this case,
the upper limit of the CDF of the wireless transfered power
can be achieved. According to (21), for example, as Nm goes
infinity for all m ∈M, we further have

lim
Nm,`m→∞
m∈M

FPeh(θ) =
2√
π

∫ ∞

0

e
−
[
π2λ2

Ση(1−ρ)
4θv2

]
×

e
−
(
πλΣ
2
√
θ

∑M
m=1 φm(v)+v

)2

dv, (22)

which is the fundamental lowest limit of the CDF of the
harvested power for the case of α = 4. We can use (17) to
find the other upper limits of the CDF of the harvested power
for any other values of α. Moreover, we can show that the
limit in (22) is well approximated by

lim
Nm,`m→∞
m∈M

FPeh(θ) ∼ exp

(
−2πλΣ

√
η(1− ρ)

θ

)
(23)

if λΣ√
θ
� 1, which indicates Peh has a heavy-tailed distribution,

especially as the HetNet is not very dense.
3) The Outage of Energy Harvesting: If θ is set as Peh

that is the minimum power required to activate the energy
harvesting circuit, the outage probability of energy harvesting
at a user is defined as

εeh , P
[
Peh < Peh

]
= FPeh(Peh). (24)

To make εeh small, (17) and (18) both indicate that λ2
Σ(1−ρ)

has to be sufficiently large, which means deploying more BSs
and allocating more power for energy harvesting are the two
effective methods of suppressing the outage probability of
energy harvesting. Since allocating more power for energy har-
vesting definitely affects the SINR performance of information
decoding and FPeh(θ) is dominated by λ2

Σ, the most efficient
method of reducing εeh is to deploy more BSs. In addition,

for λΣ/
√
Peh � 1, εeh exponentially decreases as the BS

intensities increase since Peh has a heavy-tailed distribution.
In addition, FPeh(Peh) in (24) can be applied to find the
minimum value of λΣ that needs to achieve some specific
lower bond on εeh (i.e., we are able to know how to densely
deploy the BSs in the HetNet so as to satisfy the minimum
requirement on the outage probability of energy harvesting.)

4) The Outage of Self-Powered Sustainability: According
to (14), the energy harvested by each user can be explicitly
expressed as

Eeh = (βτ)Peh = η(1− ρ)βτPdl, (25)

whereas each user needs the energy of
∫ (1−β)τ

0
Q(t)dt for

its uplink transmission. Due to random channel variations, the
harvested energy Eeh may not be always larger than the energy
needed for uplink transmission. Hence, here raises the concept
of the outage of “self-powered sustainability”, which refers to
the outage scenario in which the energy harvested by users is
not enough to completely support the energy needed for the
uplink transmission of users. As such, the outage probability
of self-powered sustainability of users is defined as

εps , P

[
Eeh <

∫ (1−β)τ

0

Q(t)dt

]

= FPeh

(∫ (1−β)τ

0
Q(t)dt

βτ

)
, (26)

which can be further simplified as FPeh((1 − β)Q/β) for
constant transmit power Q. In other words, εps can be readily
obtained by using (17) with θ =

∫ (1−β)τ

0
Q(t)dt/βτ (or θ =

(1− β)Q/β if Q is a constant). A low value of εps indicates
that users may not need to replenish their battery energy from
external power sources very often. In Section IV, we will study
the energy efficiency of the proposed power-splitting SWIPT
model and how to maximize with the constraint on the outage
probability of self-powered sustainability of users.

B. The Average Harvested Energy and Its Implications

The average of the harvested energy Eeh in (25) can be
explicitly found as shown in the following theorem.

Theorem 3: If the GUA scheme in (3) is adopted by all
users in the HetNet, then the average of Eeh in (25) can be
explicitly found as

E[Eeh] =βη(1− ρ)τ

M∑
m=1

ϑm
Pm
wm

{
(πλΣ)

α
2

[
Γ
(

1− α

2
, πλΣ

)
− qmϑ

α
2−1
m Γ

(
1− α

2
, πλΣϑm

)]
+

(
2

α− 2

)
qm×

(πλΣ)e−πλΣϑm

}
. (27)

Proof: See Appendix C.
The average harvested energy in Theorem 3 is a general ex-
pression for any user association scheme specified in (3). The



7

MRPA scheme, for example, achieves the average harvested
energy given by

E[Eeh] =βη(1− ρ)τ

M∑
m=1

ϑm

{
(πλΣ)

α
2

[
Γ
(

1− α

2
, πλΣ

)
− qmϑ

α
2−1
m Γ

(
1− α

2
, πλΣϑm

)]
+

(
2

α− 2

)
qm×

(πλΣ)e−πλΣϑm

}
, (28)

where λΣ =
∑M
k=1 P

2
α

k λk and ϑm = P
2
α
m λm/λΣ. Mostly

importantly, it reveals how the non-void cell probabilities
(or cell loads) impact the average harvested energy. Other
important implications learned from (27) are elaborated in the
following.

1) The Asymptotic Properties of E[Eeh]: In practice, the
intensities of the BSs are usually fairly small, i.e., λm � 1
for all m ∈ M. Accordingly, as λΣ is very small, E[Eeh] in
(27) can be accurately approximated as

E[Eeh] ≈ βη(1− ρ)τ

(
2π

α− 2

)
λΣ

M∑
m=1

Pm
wm

ϑmqm (29)

since e−πλΣϑm ≈ 1. Namely, the average harvested energy is
proportional to λΣ

∑M
m=1

Pm
wm

ϑmqm, which manifests that ϑm,
Pm and qm (or `m) are the three key parameters dominating
the average harvested energy in a HetNet with moderate BS
intensities. For a ultra dense HetNet with large BS intensities,
i.e., λm � 1, we can have

E[Eeh] ≈ βη(1− ρ)τ

(
2π

α− 2

)
λΣ

M∑
m=1

ϑm
Pm
wm

(30)

since qm � 1 and πλΣe
−πλΣϑm � 1 for all m ∈M. Namely,

the majority of the harvested energy is from the BS associated
with the user since most of BSs in this case are void.

2) The Cell Load Impact on E[Eeh]: As can be inferred
from (27), the average harvested energy is dependable upon
the parameters ϑm and qm that are the function of the tier-m
cell load so that it is significantly affected by all the M cell
loads. The average harvested energy essentially increases as
the cell loads increase since larger cell loads give rise to more
actively working BSs so that more powers can be received
and harvested by users. Hence, the largest average harvested
energy, which is attained by adopting the MRPA scheme and
making the M cell loads go to infinity, is given by

E[Eeh] =βη(1− ρ)τ

M∑
m=1

ϑm

{
(πλΣ)

α
2

[
Γ
(

1− α

2
, πλΣ

)
−

ϑ
α
2−1
m Γ

(
1− α

2
, πλΣϑm

)]
+

(
2

α− 2

)
(πλΣ)×

e−πλΣϑm

}
≈βη(1− ρ)τ

(
2π

α− 2

)
λΣ

M∑
m=1

Pm
wm

ϑm, (31)

where the approximated result is obtained by considering
λΣ � 1. Note that E[Eeh] is essentially impacted by how

users associate with their BS since the cell loads highly depend
on which user association scheme is adopted in the network.

3) The Self-Energy Sustainability of Users: In order to
make the harvested energy able to completely support the en-
ergy needed for uplink transmission, the following inequality
must hold

E [Eeh] ≥
∫ (1−ρ)τ

0

Q(t)dt, (32)

which can reduce to E [Eeh] ≥ (1− ρ)τQ if Q is a constant.
If this inequality holds for each user, that means the network
has “self-powered sustainability”. According to this inequality
and E [Eeh] in (27), we are able to know under which user
association scheme how much cell load and BS intensity of
each tier are needed to achieve the self-energy sustainability.
Once the self-energy sustainability of users is attained, users
would never need to replenish their battery by using external
power sources. In the following subsection, some simulation
results are provided to validate our analyses and findings for
the harvested power and average harvested energy.

C. Numerical Examples and Verifications

In this subsection, we present some numerical results for
a two-tier HetNet where the first tier consists of the macro
BSs and the second tier consists of the picocell BSs. All users
adopt the MRPA scheme to associate with their BS, and all
network parameters for simulation are listed in Table I. We
first show the simulation results of the CDF of Peh in Fig. 2
for the case of λ2 = 50λ1. As shown in Fig. 2, the simulated
results of FPeh(θ) for the cases in (20) and (21) are slightly
higher than their analytical results in (20) and (21). Therefore,
we have verified that the lower bound found in (17) is indeed
very tight and accurate. Moreover, Fig. 2 also shows the lowest
limit of FPeh(θ) in (22) that illustrates an important fact, that
is, without modeling the cell load in the received signal power,
the CDF of Peh would be close to its fundamental lowest
limit, which is essentially not true. There certainly exists a
gap between the results in (20) and (22) and this gap becomes
larger and larger as the cell load of each tier is getting smaller
and smaller.

The simulation results of the outage probability of energy
harvesting at a user are shown in Fig. 3. As expected, the
simulated results of εps in the case of finite cell loads (i.e.
`m <∞) are slightly larger than their corresponding analytical
results in (26) so that the result in (26) found by using (20)
is a very accurate and tight bound. Most importantly, they
indicate how the cell load of each tier influences them: as the
cell loads increase, εps decreases and eventually converges to
its fundamental lowest limit that is achieved when all BSs
in the HetNet are non-void and actively transmitting. This
observation manifests a crucial fact that the key to significantly
reducing εeh is not by unilaterally boosting either the user
intensity or the BS intensities, but by boosting the cell load
of each tier. Next, Fig. 4 presents the simulation results of
the average harvested energy E[Eeh]. In Fig. 4, we also can
observe that the average harvested energy increases as the cell
load of each tier increases and they eventually converge to
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TABLE I
NETWORK PARAMETERS FOR SIMULATION [6], [22], [29]

Parameter \ BS Type (Tier m) Macrocell (1) Picocell (2)
Power Pm (W) 40 10

Intensity λm (BSs/km2) 1 (or see figures) 50λ1 (or see figures)
Number of Antennas Nm 8 4

Tier-m User Association Weight wm P1 P2

Power Splitting Factor ρ 0.5
Downlink Time Fraction β 0.75

Power Conversion Efficiency η 0.85
Minimum Required Power for Energy Harvesting Peh (mW) 0.2

Transmit Power of Users Q (mW) 1
Time Duration of Downlink and Uplink τ (sec) 1

Path-loss Exponent α 2.5

Fig. 2. The simulation results of the CDF of Peh in a two-tier HetNet: (a) λ1 = 1 BS/km2 and λ2 = 50λ1, (b) λ1 = 5 BSs/km2 and λ2 = 50λ1

their upper limit as the cell load of each tier goes to infinity.
Overall speaking, the analytical results are fairly close to their
corresponding simulated results, which verifies the correctness
and accuracy of E[Eeh] in (28).

IV. LINK RATE ANALYSIS AND ENERGY EFFICIENCY
OPTIMIZATION

In previous section, we have analyzed the harvested power
and energy and now we are interested in how the harvested
power and energy affect the performances of the downlink
and uplink rates. Our goal here is to get some insights into
not only how to split the total received powers for downlink
data decoding and energy harvesting but also how to bisect the
total transmission duration τ so that the energy efficiency of a
user using SWIPT can be maximized. Before proceeding the
following link rate analyses, we need to first specify the signal-
to-interference plus noise ratio (SINR) models for a downlink
MISO channel and an uplink SIMO channel. First of all, the

downlink SINR of the typical user can be defined as

γdl ,
ρP∗H∗‖B∗‖−α
ρIdl + σ2

=
P∗H∗‖B∗‖−α
Idl + σ2/ρ

, (33)

where σ2 is the noise power induced by RF to baseband
conversion at the receiver [9]. For the typical user, the uplink
SIR at its associated BS can be expressed as7

γul ,
QG∗‖B∗‖−α

Iul
, (34)

where G∗ denotes the uplink channel gain for performing
receive beamforming at BS B∗, Iul is the interference power
received by B∗ and it is written as

Iul ,
∑
Uj∈Us

QGj‖B∗ − Uj‖−α, (35)

where Us ⊆ U is the set of all users that are scheduled to do
uplink transmission and Gj is the fading channel gain from

7For simplicity, we consider that the uplink transmission is interference-
limited since the thermal noise at the BS is usually very small compared to
the uplink interference.



9

Fig. 3. The simulation results of the outage probability εeh of energy harvesting at a user with Peh = 0.2 mW: (a) the outage probability of energy harvesting
for the tier-1 cell load, (b) the outage probability of energy harvesting for the tier-2 cell load.

Fig. 4. The simulation results of the average harvested energy E[Eeh]: (a) E[Eeh] for the tier-1 cell load, (b) E[Eeh] for the tier-2 cell load.

user j to BS B∗. Note that the intensity of the point process
in set Us is the same as the intensity of the non-void BSs,
which is µs =

∑M
m=1 qmλm, because only the non-void BSs

can accept uplink transmissions. As shown in the following
subsections, γdl and γul are used to define the downlink and
uplink (ergodic) rates, respectively.

A. Analysis of the Downlink and Uplink Rates

By considering a capacity-approaching code is used, the
achievable (ergodic) downlink and uplink rates (nats/Hz) can
be defined as8

cdl , E [log(1 + γdl)] and cul , E [log(1 + γul)] . (36)

8Please note that the following two rates, cdl and cul, are the downlink
and uplink rates averaged over space so that they may not accurately indicate
the rates of a user located at a specific location in the network.
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Their explicit tight lower bounds are obtained as shown in the
following theorem.

Theorem 4: Suppose the GUA scheme in (3) is adopted
and consider the link rates are defined in (36). If the downlink
MISO channel gain is H∗ ∼ Gamma(Nm, 1/Nm) due to
transmit beamforming, the tight lower bound on the downlink
rate cdl can be shown as

cdl '
M∑
m=1

ϑm

∫ ∞

0+

∫ ∞

0

[
1−

(
1 +

sPm
wmNm

)−Nm]
×

πλΣ

seπλΣx[1+
∑M
k=1 Φk(1,s)]+sσ

2

ρ x
α
2

dxds, (37)

where Φk(1, s) can be found by (16). For the uplink rate cul,
if the uplink SIMO channel gain is G∗ ∼ Gamma(Nm, 1) due
to receive beamforming, its tight lower bound can be found
as

cul '
M∑
m=1

ϑm

∫ ∞
0+

1

s

[
1−

(
1 +

sQ

wm

)−Nm]
×

[
1 +

M∑
k=1

w
− 2
α

k Φk

(
1,

sQwk
η(1− ρ)Pk

)]−1

ds (38)

in which Φm(1, ·) can also be evaluated by using (16).
Proof: See Appendix D.

Remark 3: Note that the tight lower bounds in (37) and
(38) are the function of all the M cell loads (due to ϑm
and Φm(·, ·) for all m ∈ M) and they are derived based on
the assumption that all non-void BSs that are actually weakly
correlated still form a homogeneous PPP. These two lower
bounds will become exact as the cell load of each tier goes to
infinity since no void BSs almost surely exist in the network
under this situation.

Remark 4: For σ2 = 0, the result in (37) simply reduces to

cdl '
M∑
m=1

ϑm

∫ ∞

0+

[
1−

(
1 +

sPm
wmNm

)−Nm]
×

ds

s[1 +
∑M
k=1 Φk(1, s)]

. (39)

Whereas for α = 4, the result in (37) can be further simplified
as

cdl '
M∑
m=1

ϑm

∫ ∞
0+

π
3
2λΣ
√
ρ

2σs
3
2

[
1−

(
1 +

sPm
wmNm

)−Nm]
×

erfcx

(
πλΣ[1 +

∑M
k=1 Φk(1, s)]

2
√
sσ2/ρ

)
ds, (40)

where erfcx(x) , ex
2

erfc(x) and erfc(x) = 1− 2√
π

∫ x
0
e−t

2

dt
is the complementary error function.

The results in Theorem 4 are very general and have a couple
of implications that are worth mentioning in the following.
First, the fundamental upper limits of the downlink and uplink
rates can be achieved by adopting the MRPA scheme and using

a large-scale antenna array at the BS. Namely, letting wm =
Pm and Nm →∞, we are going to have

lim
Nm→∞

cdl '

∫ ∞
0+

∫ ∞
0

πλΣ (1− e−s)
seπλΣx[1+

∑M
k=1 Φk(1,s)]+sσ

2

ρ x
α
2

dxds

(41)

and

lim
Nm→∞

cul '

∫ ∞

0+

ds

s
[
1 +

∑M
k=1 P

− 2
α

k Φk

(
1, sQ

η(1−ρ)

)] .
(42)

To the best of our knowledge, these two upper limits on
the downlink and uplink rates with cell load modeling have
not been found in the literature. Next, we should notice that
cdl is significantly affected by the power splitting factor ρ:
more received power for energy harvesting gives rise to less
downlink rate and vice versa. Thus, there exists a fundamental
trade-off between data transmission and energy harvesting,
whereas such a trade-off can be mitigated by maintaining the
cell load of each tier below some proper value. In addition, the
explicit results of the rates shown in Theorem 4 are able to help
us define the energy efficiency of a user using SWIPT and then
quantitatively evaluate it, as shown in the following subsection.
Accurately evaluating the energy efficiency certainly benefits
our knowledge regarding how to design a high-performance
receiver with energy harvesting.

B. Analysis and Optimization of the Energy Efficiency
For a HetNet with SWIPT in the downlink, the energy

efficiency of a user is defined as the average sum spectrum
efficiency that can be totally transported in downlink and
uplink by using one unit of the sum average energy in
downlink and uplink. Mathematically, it can be expressed with
the unit of (bits/joule) as follows:

ζ ,
(βτ)E[log2(1 + γdl)] + (1− β)τE[log2(1 + γul)]

E[βτ(P∗ + P∗,on) + (1− β)τ(Q+ P∗,on)]
(43)

=
βcdl + (1− β)cul

log(2)[β
∑M
m=1 ϑmPm +

∑M
m=1 ϑmPm,on + (1− β)Q]

(44)

in which P∗,on ∈ {P1,on, . . . , PM,on} stands for the hardware
power consumption of BS B∗ and Pm,on is the hardware
power consumption for an active tier-m BS. The tight lower
bound on ζ can be explicitly found by substituting (36) and
(38) into (44). Since cdl is the function of ρ and the average
harvested energy is the function of β, the energy efficiency
ζ apparently depends upon parameters ρ and β. As such, our
interest now lies in how to optimize parameters ρ and β so
as to maximize the energy efficiency under some constraints
imposed on these two parameters.

To maintain the self-powered sustainability of users and
limit the outage probability of energy harvesting, we formulate
the following problem of optimizing the energy efficiency over
parameters ρ and β:{

maxρ,β
β(cdl−cul)+cul

β
∑M
m=1 ϑm(Pm−Q)+

∑M
m=1 ϑmPm,on+Q

s.t. (ρ, β) ∈ Sρ,β
, (45)
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where set Sρ,β , {(ρ, β) ∈ [ρ, 1) × (0, β] : E[Eeh] ≥
(1 − β)τQ, 1 > εeh ≥ εeh}, εeh is the predesignated upper
threshold for the outage probability of energy harvesting and
εeh ≥ εeh thus denotes the constraint on the outage probability
of energy harvesting, β < 1 is the upper bound on β, ρ
is the lower bound on ρ, and E[Eeh] ≥ (1 − β)τQ is the
condition for the self-powered sustainability of users with
constant transmit power Q mentioned in Section III-B. This
optimization problem is feasible if set Sρ,β ⊂ [ρ, 1) × (0, β]
is not empty. Once Sρ,β is feasible and the optimal solution
pair (ρ?, β?) is found, the receiver of a user is able to not
only achieve the maximum energy efficiency, but also maintain
the self-powered sustainability and low outage probability of
energy harvesting. As a matter of fact, the optimal solution
pair (ρ?, β?) can be analytically characterized, as summarized
in the following theorem.

Theorem 5: The optimization problem in (45) has a feasible
set Sρ,β given by

Sρ,β = Sρ × Sβ , (46)

where Sρ , {ρ ∈ (0, 1) : εeh ≥ FPeh(Peh)} ∩ S ′ρ ,[
ρ, 1 − (1−β)Q

ηβE[Peh]

]
is nonempty and Sβ ,

[
Q

Q+ηE[Peh] , β
]
.

Furthermore, let sets Sρ and Sρ be defined as

Sρ ,
{
ρ ∈ Sρ : cdl < cul

(
1 +

∑M
m=1 ϑm(Pm −Q)∑M
m=1 ϑmPm,on +Q

)}
(47)

and

Sρ ,
{
ρ ∈ Sρ : cdl > cul

(
1 +

∑M
m=1 ϑm(Pm −Q)∑M
m=1 ϑmPm,on +Q

)}
,

(48)

respectively. If Sρ is nonempty, then the optimal values of ρ
and β happen at ρ? = inf Sρ and β? = Q

Q+ηE[Peh] , whereas
the optimal values of ρ and β happen at ρ? = supSρ and
β? = β if Sρ is nonempty.

Proof: See Appendix E.
Theorem 5 essentially reveals the fact that there exists a

unique optimal solution pair that maximizes the objective
function in (45) as long as set Sρ,β in (46) is nonempty and
either Sρ in (47) or Sρ in (48) is nonempty. This fact is very
useful for us to know if it is possible to maximize the energy-
efficient performance of a receiver with energy harvesting in
the current network deployment and cell load statuses. In
the following subsection, we will numerically illustrate the
findings in Theorem 5.

C. Simulation Results and Discussions

In this subsection, the simulation results of the link rates
whose tight lower bounds are found in Theorem 4 are first
presented, which will illustrate whether the bounds found
in (37) and (38) are tight and accurate or not. Afterwards,
we would like to show the simulation results of the energy
efficiency and demonstrate whether there exists an optimal pair
of parameters ρ and β that maximizes the energy efficiency.

All network parameters for the simulation here are the same
as those shown in Table I.

As can be seen in Fig. 5, all the analytical results are
just slightly lower than their corresponding simulated results;
thereby, the rate expressions in Theorem 4 are found correctly
and very accurate. Also, we can see that the downlink and
uplink rates decrease as the cell load of each tier increases,
and this phenomena is owing to the reason that more cell loads
bring more non-void BSs and thus induces more interferences
in the network. All rates converge to their lowest limits that
are obtained by letting all cell loads go to infinity. These rate
simulation results verify how significantly the cell loads impact
the link rate performances. Without considering the cell load
effect in the modeling and analysis, the analyses of the link
rates would not be accurate at all. For example, if `1 = 2,
the downlink rate without considering cell loads is only about
0.9 bps whereas the downlink rate with considering cell loads
is about 1.5 bps, which is about 67% increase by comparing
with 0.9.

The simulation results of the energy efficiency in (44) are
shown in Fig. 6 for P1,on = 118.7 W, P2,on = 6.8 W [6], [29],
λ1 = 1 BSs/km2 and λ2 = 50 BSs/km2. We also consider
β ∈ Sβ where Sβ can be found as Sβ = [0.3, 1] for the
current simulation setting. For this simulation setting, set Sρ
can be shown as Sρ = {ρ ∈ Sρ : cdl < 3.83} ≈ [0.1, (1−β)].
There are three energy efficiency curves in Fig. 6 for β = 0.3,
β = 0.4 and β = 0.55, respectively. Since Sρ is not empty,
the optimal values of ρ and β are ρ? = inf Sρ = 0.7 and
β? = Q

Q+ηE[Peh] = 0.3 according to Theorem 5. In indeed, we
can see that the highest energy efficiency in Fig. 6 is about
0.165 and it occurs when ρ = 0.7 and β = 0.3. This validates
the statements in Theorem 5 and clarifies why other values
of ρ and β cannot achieve an energy efficiency higher than
0.165.

V. CONCLUSION

In this paper, some fundamental performance metrics of
simultaneous wireless information and power transmission in a
HetNet are thoughtfully studied from a cell load perspective.
The motivation of exploiting how the cell loads impact the
SWIPT performances in a HetNet is inspired by the user-
centric association behavior that leads to the presence of the
void BSs in the HetNet and how likely a BS in a specific
tier becomes void is dominated by the cell load of the tier.
By considering the void BS impacts in the received signal
power model, we first succeed to exploit the fundamental
relationships between the statistical properties of the harvested
power and the cell loads by deriving the Laplace transforms
and mean of the harvested power and energy. We then proceed
to study how the link rates are affected by the cell loads. All
these derived analytical results are shown to be significantly
impacted by the cell load of each tier. The fundamental
limits of the CDF of the harvested power and link rates
are also characterized. Finally, the problem of optimizing the
energy efficiency at users with a power-splitting structure is
investigated and the optimal solution to this problem is shown
to exist and analytically solvable if the derived constraints
hold.
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Fig. 5. The simulation results of the downlink and uplink rates: (a) downlink rate vs. tier-1 cell load, (b) uplink rate vs. tier-1 cell load.

Fig. 6. The simulation results of the energy efficiency (bits/joule): (a) energy efficiency ζ versus power splitting factor ρ, (b) the three-dimensional plot
of energy efficiency ζ, downlink time fraction β and power splitting factor ρ. Note that the optimal values of ρ and β that maximize the energy efficiency
happen at ρ? = 0.7 and β? = 0.3.

APPENDIX
PROOFS OF THEOREMS

A. Proof of Theorem 1

Since Xn is the nth nearest point in X to the origin, we have
|Xn+1|2 = |X1|2 + |Xn|2 because |Xn|2 is the sum of n i.i.d.
RVs which have the same distribution as |X1|2 ∼ exp(πλX )
[25], [30]. As a result, we can also have ‖Xn+1‖2 = ‖X1‖2 +

‖Xn‖2 and this leads to the following results:

I(n) = Ŵn

(
‖Xn‖2

)−α2 +
∑

n:Xn+1∈X

Wn+1

(‖X1‖2 + ‖Xn‖2)
α
2

d
= ‖Xn‖−α

Ŵn +
∑

k:X†k∈X †

Wk

(
1 +
‖X†k‖2
‖Xn‖2

)−α2  ,
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where d
= denotes the equivalence in distribution, X † , {X†k ∈

R2 : k ∈ N+} is a homogeneous PPP of intensity λX , and X†k
is the kth nearest point in X † to the origin. Then the Laplace
transform of I(n) can be written as

LI(n)
(s) =

E

exp

− s

‖Xn‖α

Ŵn +
∑

k:X†k∈X †

Wk(
1 +

‖X†k‖2
‖Xn‖2

)α
2



 .

For given ‖Xn‖2 = x, we have the following:

LI(n)
(s)

∣∣∣∣
‖Xn‖2=x

=

E

exp

− s

x
α
2

Ŵn +
∑

k:X†k∈X †

Wk(
1 +

‖X†k‖2
x

)α
2





(a)
=L

Ŵn

( x

s
α
2

)
exp

(
−πλX

∫ ∞
0

EW

[
1− e

− sW

x
α
2 (1+ r

x )
α
2

]
dr

)
(b)
=L

Ŵn

( x

s
α
2

)
exp

(
−πλXx

∫ ∞
1

P

[
u ≤ x−1

(
s
W

Y

) 2
α

]
du

)

=L
Ŵn

( x

s
α
2

)
e
−πλX s

2
α Γ(1− 2

α )E
[
W

2
α

]
×

e
−πλX

[∫ x
0
LW

(
sv−

α
2

)
dv−x

]
,

where (a) follows from the probability generating functional
(PGFL) of a homogeneous PPP applied to the point process
X † and (b) follows from the assumption of Y ∼ exp(1). Since
|Xn| ∼ Gamma (n, 1/πλX ), we can have the result in (10) by
using the definition of the path-loss model ‖ · ‖−α.

The mean of I(n) can be explicitly expressed as

E
[
I(n)

]
=E

‖Xn‖−α
Ŵn +

∑
k:X†k∈X †

Wk

(
1 +
‖X†k‖2
‖Xn‖2

)−α2 
=

∫ ∞
0

x−
α
2

E
[
Ŵn

]
+ E

 ∑
k:X†k∈X †

Wk(
1 +

‖X†k‖2
x

)α
2


×

f‖Xn‖2(x)dx
(c)
=

(πλX )n

(n− 1)!

∫ ∞
1

{
E
[
Ŵn

]
+ πλXE [W ]

∫ ∞
0

(
1 +

r

x

)−α2
dr
}

× xn−α2−1e−πλXxdx

=
(πλX )

α
2

(n− 1)!

{
E
[
Ŵn

]
Γ
(
n− α

2
, πλX

)
+

2E [W ]

(α− 2)
×

Γ
(
n− α

2
+ 1, πλX

)}
,

where (c) is obtained by using the Campbell theorem for the
PPP of X † and the fact of |Xn|2 ∼ Gamma(n, 1/πλX ). Then
applying the property of Γ(a+1, b) = aΓ(a, b)+ bae−b in the
result of the last equality yields the result in (11).

B. Proof of Theorem 2

According to the proof of Theorem 1, we know that the
expression of Idl in (8) can be rewritten as

Idl =
∑

Bm,i∈B\B∗

PmVm,iHm,i

wm

(
w
− 2
α

m ‖Bm,i‖2
)α

2

d
=

∑
Bm,j∈B

PmVm,jHm,j

wm

(
w
− 2
α
∗ ‖B∗‖2 + w

− 2
α

m ‖Bm,j‖2
)α

2

d
=

∑
B̃m,j∈B̃

Pm
wm

Vm,iHm,i

[
‖B̃∗‖2 + ‖B̃m,j‖2

]−α2
,

where d
= denotes the equivalence in distribution, ‖B̃∗‖2 =

w
− 2
α
∗ ‖B∗‖2, ‖B̃m,j‖2 = w

− 2
α

m ‖Bm,j‖2, Bm,j is the jth
nearest point in B to the origin, B̃ ,

⋃M
m=1 B̃m, B̃m ,

{B̃m,j ∈ R2 : m ∈ M, j ∈ N+} denotes a homogeneous
PPP of intensity w

2
α
mλm, and B̃m,j is the jth nearest point in

B̃m to the origin. Note that B̃∗ is the nearest point in set B̃
to the origin and ‖B̃∗‖2 ∼ exp(πλΣ). The above equivalent
results in distributions are essentially found based on the fact
that w−

2
α

m ‖Bm,i‖2 can be expressed as the sum of a certain
number of i.i.d. RVs having the same distribution as ‖B̃∗‖2,
as pointed out in [6], [25].

According to (7), (14) and the above equivalent expression
of Idl, the Laplace transform of Peh, LPeh(s), can be explicitly
written as

E
[
e−s(

P∗H∗
‖B∗‖α

+Idl)
]

=

M∑
m=1

ϑmE
{

exp

[
− s
(

PmH∗

wm‖B̃∗‖α

+
∑

B̃m,j∈B̃

PmVm,iHm,i

wm

(
‖B̃∗‖2 + ‖B̃m,j‖2

)−α2 )]}
,

where ϑm , P[B∗ ∈ Bm] is the probability that a user
associates with a tier-m BS. According to the proof of
Theorem 1 and our previous work in [6], we know ϑm =

w
2
α
mλm/

∑M
k=1 w

2
α

k λk = `mλm/µ. For given ‖B̃∗‖2 = x, we
have the following result

Idl
d
=

∑
B̃m,j∈B̃

Pm
wm

Vm,iHm,i

(
x+ ‖B̃m,j‖2

)−α2
,

and we thus ca n have

LIdl(s)
∣∣∣∣
‖B̃∗‖2=x

=

E

exp

−s ∑
B̃m,j∈B̃

Pm
wm

Vm,iHm,i

(
x+ ‖B̃m,j‖2

)−α2
(a)

'
M∏
m=1

exp

(
−πλmqm(sPm/wm)

2
α

sinc(2/α)

)
×

exp

(
πλmqm

∫ x

0

s(Pm/wm)

s(Pm/wm) + v
α
2

dv
)
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=

M∏
m=1

exp

[
− πλΣϑmqm

(
sPm
wm

) 2
α
(

1

sinc(2/α)
−

∫ x( wmsPm )
2
α

0

dt
1 + t

α
2

)]
(b)
= e−πλΣ

∑M
m=1 Φm(x,s),

where (a) is first obtained by using the result in (10) and then
the tight lower bound is obtained by considering all Vm,i’s
that actually weakly correlated are independent [27], and (b)
follows from the definition of function Φm(·, ·). Using this
result readily leads to the following result:

LPdl(s)
∣∣∣∣
‖B̃∗‖2=x

=

M∑
m=1

ϑmLH∗
(
sPm
wm

x−
α
2

)
×

exp

[
−πλΣ

M∑
m=1

Φm(x, s)

]
(c)
=

M∑
m=1

ϑm

(
1 +

sPm
wmNmx

α
2

)−Nm
×

exp

[
−πλΣ

M∑
m=1

Φm(x, s)

]
,

where (c) follows from the Laplace transform of H∗ ∼
Gamma(Nm, 1/Nm) whenever B∗ ∈ Φm. Therefore, it fol-
lows that

LPdl(s) =

∫ ∞
0

πλΣ

M∑
m=1

ϑm

(
1 +

sPm
wmNmx

α
2

)−Nm
×

exp

[
−πλΣ

M∑
m=1

Φm(x, s)− πλΣx

]
dx,

since |B̃∗|2 ∼ exp(πλΣ). The tight lower bounds in (15) can
be acquired by replacing Pm in the above tight lower bound
on LPdl(s) with η(1− ρ)Pm.

The explicit result on the CDF of Peh can be found as
follows

FPeh(θ) =L−1

{LPeh(s)

s

}
(θ)

≈
M∑
m=1

ϑm

∫ ∞
0

πλΣ

(
1 +

Pm
wmNmu

α
2

)−Nm
×

L−1

{
s

2
α−1e−πλΣs

2
α (
∑M
m=1 Φm(u,1)+u)

}
(θ) du.

For α = 4, we further can have

FPeh(θ) ≈
M∑
m=1

ϑm

∫ ∞
0

λΣ

√
π

θ

(
1 +

η(1− ρ)Pm
wmNmu2

)−Nm
×

e−
π2λ2

Σ
4θ (

∑M
m=1 Φm(u,1)+u)

2

du

(d)
=

M∑
m=1

2ϑm√
π

∫ ∞
0

(
1 +

π2λ2
Ση(1− ρ)Pm

4wmNmθv2

)−Nm
×

exp

−(πλΣ

2
√
θ

M∑
m=1

φm(v) + v

)2
 dv,

where (d) is due to the the variable change of v = πλΣ

2
√
θ
u.

Hence, we obtain the result in (18).

C. Proof of Theorem 3

According to (25) and the equivalent expression of Idl
shown in the proof of Theorem 2, the mean of the harvested
energy at each user can be expressed as

E [Eeh] =βη(1− ρ)τE [Pdl] = βη(1− ρ)τE
[
P∗H∗
‖B∗‖α

+ Idl

]
=βη(1− ρ)τE

[ M∑
m=1

ϑm

(
Pm
wm

E[H∗]

)
‖B̃∗‖−α

+
∑

B̃m,j∈B̃

PmVm,iHm,i

wm

[
‖B̃∗‖2 + ‖B̃m,j‖2

]α
2

]
.

Using the result in (11) for n = 1, E[Ŵ1] =∑M
m=1 ϑmPmE[Hm]/wm, E[H∗] = 1, E[Wm] =

Pm
wm

E[Vm]E[Hm], E[Hm] = 1, and E[Vm] = qm leads
to the following expression

E [Eeh] =βη(1− ρ)τ(πλΣ)
α
2

[ M∑
m=1

ϑm
Pm
wm

Γ
(

1− α

2
, πλΣ

)
+

M∑
m=1

2qmϑ
α
2
mPm

(α− 2)wm
Γ
(

2− α

2
, πλΣϑm

)]

=βη(1− ρ)τ(πλΣ)
α
2

[ M∑
m=1

ϑm
Pm
wm

(
Γ
(

1− α

2
, πλΣ

)
+

2qmϑ
α
2−1
m

α− 2
Γ
(

2− α

2
, πλΣϑm

))]
,

which yields the result in (27).

D. Proof of Theorem 4

By using the similar integral transformation technique de-
vised in [7], we know that the downlink rate cdl can be
rewritten as

cdl =

∫ ∞
0

∫ 1

0

e−tyE
[
exp

(
− t

γdl

)]
dydt

=

∫ ∞
0

∫ 1

0

e−tyE
[
exp

(
− t(Idl + σ2)

P∗H∗‖B∗‖−α
)]

dydt

=

∫ ∞
0

E
[(

1− e−t
t

)
exp

(
− t(Idl + σ2)

P∗H∗‖B∗‖−α
)]

dt

=

M∑
m=1

ϑm

∫ ∞
0

[
1− LH∗

(
sPm
wm

)]
E
[
e
− s(Idl+σ

2)

‖B̃∗‖−α

]
ds
s

(a)
=

M∑
m=1

ϑm

∫ ∞
0

[
1−

(
1 +

sPm
wmNm

)−Nm]
×

E
[
exp

(
−s(Idl + σ2)‖B̃∗‖α

)] ds
s
,

where (a) follows from the result in the proof of Theorem 2
and Idl is equivalently written as

Idl
d
=

∑
B̃m,j∈B̃

Pm
wm

Vm,iHm,i

[
‖B̃∗‖2 + ‖B̃m,j‖2

]−α2
.
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For given ‖B̃∗‖2 = x, we further have

cdl
∣∣
‖B̃∗‖2=x

=

M∑
m=1

ϑm

∫ ∞
0

[
1−

(
1 +

sPm
wmNm

)−Nm]
×

LIdl
(
sx

α
2

)
ses(σ2/ρ)x

α
2

ds.

According to the proof of Theorem 2, we know

LIdl
(
sx

α
2

) ∣∣
‖B̃∗‖2=x

' exp

[
−πλΣ

M∑
k=1

Φk
(
x, sx

α
2

)]

= exp

[
−πλΣx

M∑
k=1

Φk (1, s)

]
,

which indicates the following results:

cdl '
M∑
m=1

ϑm

∫ ∞
0

[
1−

(
1 +

sPm
wmNm

)−Nm]
×

E|B̃∗|2
[
e−swm(σ2/ρ)|B̃∗|αLIdl

(
swm|B̃∗|α

)] ds
s

=

M∑
m=1

ϑm

∫ ∞
0

[
1−

(
1 +

sPm
wmNm

)−Nm]
×

E|B̃∗|2
[
e−πλΣ|B̃∗|2

∑M
k=1 Φk(1,s)−sσ2

ρ |B̃∗|
α
] ds
s
.

By evaluating E|B̃∗|2 [·] with |B̃∗|2 ∼ exp(πλΣ) in the above
integral, the result in (37) is obtained.

For the uplink rate cul, we can readily obtain its following
expression based on the above results of the uplink rate:

cul =

M∑
m=1

ϑm

∫ ∞
0

[
1− LG∗

(
sQ

wm

)]
E
[
e−sIul‖B̃∗‖

α
] ds
s
.

Since G∗ ∼ Gamma(Nm,
1
Nm

), we know LG∗( sQwm ) = (1 +
sQ
wm

)−Nm . Also, we have

E
[
e−sIul‖B̃∗‖

α
]

= E
[
e−sIul‖B̃∗‖

α∣∣‖B̃∗‖2 = x
]

= E

exp

−sxα2 ∑
Uj∈Us

QGj

‖B̃∗ − Uj‖α


(b)
= E

exp

−sxα2 Q ∑
Uj∈Us

Gj
(x+ ‖Uj‖2)

α
2


(c)

' e
−πλΣ

∑M
m=1

qmϑm

w

2
α
m

∫∞
0

[
sQ

sQ+(1+ r
x

)
α
2

]
dr

= exp

[
−πλΣx

M∑
m=1

w
− 2
α

m Φm

(
1,

sQwm
η(1− ρ)Pm

)]
,

where (b) is obtained based on the Slinvyka theorem and
(c) is obtained by assuming that all users in Us form a
homogeneous PPP of intensity

∑M
m=1 qmλm. This yields

E
[
e−sIul‖B̃∗‖

α
]
≈ 1/[1 +

∑M
m=1 w

− 2
α

m Φm(1, sQwm
η(1−ρ)Pm )] due

to |B̃∗|2 ∼ exp(πλΣ). Finally, (38) is acquired by substituting
the results of LG∗(sQ/wm) and E

[
e−sIul‖B̃∗‖

α
]

into the
above expression of cul.

E. Proof of Theorem 5

According to the optimization problem in (45), there are
two observations that can be drawn from the constraints in
set Sρ,β : (i) Constraint E[Eeh] ≥ (1 − β)τQ can reduce to

Q
Q+ηE[Peh] ≤ β ≤ β and ρ ∈ S ′ρ where S ′ρ , [ρ, 1− (1−β)Q

ηβE[Peh] ].
(ii) Constraint εeh ≥ εeh can be expressed as εeh ≥ FPeh(Peh)

and S ′′ρ , {ρ ∈ (0, 1) : εeh ≥ FPeh(Peh)} is a set with
inf S ′′ρ = 0 and supS ′′ρ < 1. Thereby, the feasible set of β is
Sβ = [ Q

Q+ηE[Peh] , β] and the feasible set of ρ is Sρ , S ′ρ∩S ′′ρ
that is always nonempty, which means we have a feasible set
Sρ,β ≡ Sρ × Sβ . Next, the optimal solution pair (ρ?,β?) that
exists in set Sρ,β can be shown as follows. Consider the func-
tion g of x as g(x) = ax+b

cx+d in which a, b, c, d, x are all positive
and real-valued. It then can be shown that g(x) is a monotonic
increasing (decreasing) function of x if and only if ad > bc
(ad < bc). As a result, the objective function in (45) increases
as β increases if and only if cdl

cul
> 1 +

∑M
m=1 ϑm(Pm−Q)∑M
m=1 ϑmPm,on+Q

. In

other words, if cdl
cul

> 1 +
∑M
m=1 ϑm(Pm−Q)∑M
m=1 ϑmPm,on+Q

holds, increasing
β always increases the energy efficiency and this thus leads
to the optimal value of β that should happen at β? = β. Also,
since cdl depends on ρ whereas cul does not depend on it,
increasing ρ makes cdl

cul
increase as well so as to improve the

energy efficiency. Thus, if Sρ , {ρ ∈ Sρ : cdl > cul(1 +∑M
m=1 ϑm(Pm−Q)∑M
m=1 ϑmPm,on+Q

)} is not empty, then the optimal value of ρ

must happen at ρ? = supSρ, and thereby we can conclude that
(ρ?, β?) = (supSρ, β) if Sρ is not empty. By the same rea-
soning, if Sρ , {ρ ∈ Sρ : cdl < cul(1 +

∑M
m=1 ϑm(Pm−Q)∑M
m=1 ϑmPm,on+Q

)}
is nonempty, then (ρ?, β?) = (inf Sρ, Q

Q+ηE[Peh] ) if Sρ is
nonempty. This completes the proof.
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