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Abstract—This paper investigates the passive beamforming and
information transfer (PBIT) technique for the multiuser multiple-
input multiple-output (MIMO) systems with the aid of a recon-
figurable intelligent surface (RIS), where the RIS enhances the
primary communication via passive beamforming and at the same
time delivers additional information by the spatial modulation
(which adjusts the on-off states of the reflecting elements). For
the passive beamforming design, we propose to maximize the
sum channel capacity of the RIS-aided multiuser MIMO channel
and formulate the problem as a two-step stochastic program. A
sample average approximation (SAA) based iterative algorithm
is developed for the efficient passive beamforming design of the
considered scheme. To strike a balance between complexity and
performance, we then propose a simplified beamforming algo-
rithm by approximating the stochastic program as a deterministic
alternating optimization problem. For the receiver design, the
signal detection at the receiver is a bilinear estimation problem
since the RIS information is multiplicatively modulated onto the
reflected signals of the reflecting elements. To solve this bilinear
estimation problem, we develop a turbo message passing (TMP)
algorithm in which the factor graph associated with the problem
is divided into two modules: one for the estimation of the user
signals and the other for the estimation of the RIS’s on-off states.
The two modules are executed iteratively to yield a near-optimal
low-complexity solution. Furthermore, we extend the design of
the multiuser MIMO PBIT scheme from single-RIS to multi-RIS,
by leveraging the similarity between the single-RIS and multi-
RIS system models. Extensive simulation results are provided
to demonstrate the advantages of our passive beamforming and
receiver designs.

Index Terms—Reconfigurable intelligent surface (RIS), intelli-
gent reflecting surface (IRS), large intelligent surface (LIS), pas-
sive beamforming, passive information transfer, two-stage stochas-
tic programming, alternating optimization, message passing

I. INTRODUCTION

Reconfigurable intelligent surfaces (RISs), emerged as a new

hardware technology to reduce the energy consumption and

improve the spectrum efficiency of wireless networks, have

recently attracted intensive research interest [1]–[4]. A RIS is an

electromagnetic two-dimensional surface, composed of a large

number of low-cost nearly-passive reconfigurable reflecting el-

ements [5], [6]. As a prominent feature, the RIS can be flexibly

implemented in practical communication scenarios (no matter

the outdoor by installing it onto the facades of buildings, or the

indoor by installing it onto the ceilings and walls of rooms) [7].

Equipped with a smart controller, the RIS is able to intelligently

adjust the phases of incident electromagnetic waves to increase

the received signal energy, expand the coverage region, and

alleviate interference, so as to enhance the communication

quality of the wireless networks [3], [8]. Besides, the RIS

can also deliver additional information by adopting the spatial

modulation on the index of the reflecting elements [2], [9].

In fact, traditional passive reflecting surfaces, which reflect

electromagnetic waves with a fixed phase, have been exten-

sively applied in radar and satellite communications for a

long time [1]. However, the utilization of passive reflecting

surfaces in terrestrial wireless communications had rarely been

considered due to the time-varying environment of terrestrial

communications. Thanks to the very recent development of

metamaterials, it is now possible to reconfigure the phase

shifters of the passive reflecting surfaces in real-time and thus

to deploy RISs in terrestrial wireless networks [10]. The RIS

is advantageous over the existing related technologies in many

aspects, such as multi-antenna relaying [11], active intelligent

surfaces [12], and backscattering [13]. For example, compared

to multi-antenna relays and active intelligent surfaces, a passive

RIS does not consume any energy in processing or retransmit-

ting radio frequency signals; compared to backscatters, a RIS is

able to conduct passive beamforming, i.e., to judiciously adjust

the phases of the reflected electromagnetic waves to focus

energy in the desired spatial directions, so as to significantly

improve the energy-efficiency of wireless networks.

The incorporation of RISs into wireless networks poses a

number of unprecedented challenges to the transceiver and RIS

design [3], [4], [8]. For example, the authors in [5] studied the

joint active and passive beamforming design to minimize the

total transmit power, where both the active beamforming matrix

at the transmitter and the passive beamforming matrix at the

RIS are taken into account in the optimization. In [6], trans-

mit power allocation and passive beamforming were jointly

designed to maximize energy/spectral efficiency. The optimiza-

tion of passive beamforming requires the knowledge of the

channel state information (CSI) of both the transmitter-RIS link

and the RIS-receiver link. The CSI acquisition in a RIS-aided

wireless communication network is a particularly challenging

task due to the limited processing capability of the RIS. In this

regard, the authors in [14] assumed that a small portion of the

RIS elements are “active” and are able to conduct baseband

signal processing. Then, a channel estimation approach based

on compressive sensing and deep learning was proposed for

a RIS-aided multiple-input multiple-output (MIMO) channel.

The channel estimation problem for a fully passive RIS was

first tackled in [15], where a two-stage algorithm was developed

to estimate the RIS-aided MIMO channel by utilizing sparse

matrix factorization and matrix completion techniques.

http://arxiv.org/abs/1912.10209v2
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Recently, a new RIS-aided wireless communication scheme,

termed passive beamforming and information transfer (PBIT),

was proposed to require that the RIS simultaneously enhances

the primary communication (via passive beamforming) and

delivers additional information to the receiver in a passive

manner (by adopting the spatial modulation on the index of

the reflecting elements) [9]. There are many potential sources

of the RIS data. For example, the RIS installed on a smart

building is required to upload environmental data to the wire-

less network; the wireless control link (that coordinates the

transmitter, the RIS, and the receiver for synchronisation and

packed delivery) requires the RIS to acknowledge its status; or

the CSI measured at the RIS (e.g., following the approach in

[14]) is required to be uploaded to a control center for assisting

global resource allocation. In the PBIT scheme, the reflecting

coefficients of the RIS contain randomness since they carry the

additional information delivered by the RIS, and so the passive

beamforming design for a PBIT scheme generally involves

difficult stochastic optimization. To simplify the problem, the

authors in [9] proposed to maximize a heuristic performance

metric, i.e., the average receive signal-to-noise ratio (SNR),

and a semidefinite relaxation method was developed for the

passive beamforming design of the single-input multiple-output

(SIMO) PBIT scheme, where a single-antenna user commu-

nicates with a multi-antenna base station (BS) with the help

of a RIS. Furthermore, the BS receiver of the SIMO PBIT

scheme is required to reliably recover the information from both

the user and the RIS, which gives rise to a bilinear detection

problem. Efficient detection algorithms were developed in [9]

by exploiting the rank-1 property of the received signal matrix.

In this paper, we study the design of the PBIT scheme for

a multiuser MIMO system, where a number of single-antenna

users communicate with a multi-antenna base station (BS)

via the help of a RIS. Due to the multiplexing effect of the

multiuser MIMO system, it is not appropriate to characterize

the system performance by using a single SNR, and so the

beamforming design in [9] is no longer applicable to this new

scenario. Instead, we approximate the sum channel capacity by

the conditional mutual information conditioned on the on-off

states of the RIS elements, by noting that the information rate

of the RIS is typically much lower than those of the users. Then,

we propose to maximize the conditional mutual information

and formulate the problem as a two-step stochastic program. A

sample average approximation (SAA) based iterative algorithm

is developed for the efficient passive beamforming design of

the multiuser MIMO PBIT scheme. However, as a common

issue of stochastic programming, the convergence speed of the

SAA based beamforming algorithm is relatively slow. To strike

a balance between complexity and performance, we further pro-

pose a simplified beamforming algorithm by approximating the

stochastic program as a deterministic alternating optimization

problem.

We also investigate the receiver design for the multiuser

MIMO PBIT scheme. The receiver aims to retrieve the infor-

mation from both the users and the RIS, which is a bilinear

detection problem. Again, due to the multiplexing effect of the

multiuser MIMO system, the received signal matrix at the BS

is not rank-one, and therefore the rank-1 matrix factorization

techniques developed in [9] are no longer applicable. Message

passing is a powerful technique to yield near-optimal low

complexity solutions to sophisticated inference problems [16].

Particularly, the parametric bilinear generalized approximate

message passing (PBiGAMP) algorithm [17] is designed to

handle bilinear inference problems such as the one considered

in this work. However, the complexity of the PBiGAMP al-

gorithm is quadratic to the transmission block length, which

is unaffordable when the large block length is large. More

importantly, we observe that the PBiGAMP algorithm performs

very poor in our scheme. The reason is that the PBiGAMP

algorithm is specifically designed for measurement matrices

composed of independent and identically distributed (i.i.d.)

Gaussian entries, whereas the measurement matrixes for our

problem are low-rank matrices far from i.i.d. Gaussian. To

address these two issues, we develop a turbo message passing

(TMP) algorithm to retrieve the information from both the users

and the RIS. Specifically, we represent the inference problem

by a factor graph and divide the whole factor graph into two

modules, namely, one for the estimation of the user signals

and the other for the estimation of the RIS’s on-off states (that

carry the RIS information). The estimation problem involved in

each module is linear and hence can be solved by an existing

algorithm named damped Gaussian generalized approximate

message passing with sparse Bayesian learning (GGAMP-SBL)

[18]. The two modules are executed iteratively until conver-

gence, hence the name turbo message passing. We show that

the complexity of the proposed TMP algorithm is linear to the

block length. We also show by numerical results that the TMP

algorithm significantly outperforms the PBiGAMP algorithm,

and is able to closely approach the performance lower bounds

(obtained by assuming either known user data or known RIS

data).

Furthermore, we extend the design of the multiuser MIMO

PBIT scheme from single-RIS to multi-RIS, where a number

of RISs are installed in different locations to cooperatively

enhance the user-BS communications as well as the RIS-BS

information transfer. To the best of our knowledge, this is the

first work to study the passive beamforming design and the

receiver design for the multi-RIS scenario. We first establish the

similarity between the multi-RIS system model and the single-

RIS system model. Based on the model similarity, we show

that both the passive beamforming and receiver designs for

the single-RIS case straightforwardly carry over to the multi-

RIS case, except for some minor modifications to the prior

distribution of the on-off states of the RIS elements.

Notation: For any matrix A, ai refers to the ith column

of A, and aij refers to the (i, j)th entry of A. C denotes

the complex field; R denotes the real field; S denotes a set,

and |S| represents the the cardinality of S. |x| represents the

absolute value of x; ‖ · ‖2 represents the ℓ2-norm; ‖ · ‖F
represents the Frobenius norm. The superscripts (·)T, (·)∗,

(·)H, (·)−1 represent the transpose, the conjugate, the conjugate

transpose, and the inverse of a matrix, respectively.⊙ represents

the Hadamard product; ⊗ represents the Kronecker product.

E(·) and Var(·) represent the expectation and the variance,

respectively. δ(·) represents the Dirac delta function. diag{a}
represents the diagonal matrix with the diagonal specified by
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Fig. 1. A PBIT-enhanced uplink MIMO system with a RIS.

a; diag{A} represents the vector composed of the diagonal

elements of those of A; tr(A) and det(A) represent the trace

and the determinant of square matrix A, respectively. For any

integer N , IN denotes the set of integers from 1 to N ; I is the

identity matrix with an appropriate size; 1N represents the N -

dimensional all-one vector. CN (·;µ, ν) represents a complex

Gaussian distribution with mean µ, covariance ν, and relation

zero. vec(A) represents the vector obtained by stacking the

columns of the matrix A sequentially.

II. SYSTEM MODEL AND PROBLEM DESCRIPTION

A. System Model

As illustrated in Fig. 1, we consider a PBIT-enhanced uplink

MIMO multiuser system, where K single-antenna users com-

municate with a base station (BS) equipped with M antennas

via the help of a RIS. Beyond traditional end-to-end wireless

communications, the system adds an additional PBIT module

to simultaneously enhance the active user-BS communication

and achieve the passive RIS-BS communication. The PBIT

module is an intelligent reflecting device that consists of a RIS

equipped with N passive reflecting elements, a controller to

adaptively adjust the on/off states and the phase shifts of the

passive reflecting elements, and a number of sensors or other

Internet of Things (IoT) devices that collect the environmental

data. The sensors are connected to the RIS by wires. To enhance

the active user-BS communication, the RIS reflects the incident

signals transmitted from the users by the activated reflecting

elements. Further, the phases of the reflected signals can be ad-

justed by the controller to optimize the user-BS communication

performance. To achieve the passive RIS-BS communication,

the controller adjusts the on/off state of each reflecting element

according to the wired data from the sensors (i.e., the on/off

states of the reflecting elements carry the sensors’ information).

Denote by H0 = [h0,1, . . . ,h0,K ] ∈ C
M×K the baseband

equivalent channel of the user-BS link, where h0,k ∈ CM×1

is the channel coefficient vector of user k. Denote by G1 =
[g1,1, . . . , g1,N ]T ∈ CN×K the baseband equivalent channel of

the user-RIS link, where g1,n ∈ CK×1 is the channel coeffi-

cient vector between all users and the nth reflecting element

of the RIS. Let sn be the state of the nth passive reflecting

element, where sn takes the value 0 or 1 to represent the “on”

or “off” state of the ith element. S = diag{s} is the diagonal

state matrix of the RIS, where s = [s1, s2, . . . , sN ]T carries

the information from the sensors. Let ϕn be the phase shift

of the nth passive reflecting element, where ϕn ∈ [0, 2π].
Then Θ = diag{θ} is the diagonal phase-shift matrix of the

RIS, where θ = [θ1, θ2, . . . , θN ]T and θn = ejϕn . Denote

by G2 = [g2,1, . . . , g2,N ] ∈ CM×N the baseband equivalent

channel of the RIS-BS link, where g2,n ∈ CM×1 is the channel

coefficient vector between the nth reflecting element of the RIS

and the BS. We neglect the signal power reflected by the RIS

for two or more times due to severe path loss.

Assume that the channel is block-fading with each transmis-

sion block consisting of T time slots. The observed signal at the

BS in time slot t is

yt = (G2ΘSG1 +H0)xt +wt, (1)

wherext ∈ CK×1 is the transmit signal vector in time slot t and

wt ∈ CM×1 is an additive white Gaussian noise (AWGN) with

the elements independently drawn from CN (0, σ2
w). Assume

that the diagonal state matrix S and the phase-shift matrix Θ

of the RIS remain fixed over a transmission block. Then, the

observed signal matrix in a transmission block, denoted by

Y = [y1, . . . ,yT ], can be expressed as

Y = (G2ΘSG1 +H0)X +W , (2)

where X , [x1, . . . ,xT ] and W , [w1, . . . ,wT ].
Each entry of X is independently modulated by using a

constellation C = {c1, c2, . . . , c|C|}. Then, the probability

density function (PDF) of X is given by

pX(X) =

K
∏

k=1

T
∏

t=1

pxkt
(xkt) =

K
∏

k=1

T
∏

t=1

1

|C|

|C|
∑

i=1

δ(xkt − ci).

(3)

The transmitted signals of each user k in a transmission block

is power-constrained as

1

T

T
∑

t=1

E|xkt|
2 6 pk, ∀k ∈ IK , (4)

where pk is the power budget of user k.

Spatial modulation is applied by manipulating the on-off

states of the reflecting elements. Specifically, we assume that

sn, ∀n ∈ IN , independently takes the value of 1 (meaning that

the state of the nth RIS element is “on”) with probability ρ and

the value of 0 (meaning that the state of the nth RIS element is

“off”) with probability 1− ρ, yielding

p(s) =

N
∏

n=1

p(sn) =

N
∏

n=1

((1 − ρ)δ(sn) + ρδ(sn − 1)) . (5)

Note that ρ is also referred to as the sparsity of the RIS.

The information carried by each passive reflecting element is

H(ρ) = −ρ log2 ρ− (1− ρ) log2(1− ρ) bit.

B. Problem Description

In the PBIT-enhanced uplink MIMO system described above,

the receiver is required to retrieve the information from both

the users and the RIS (i.e., X and s) under the assumption

of perfect channel state information (CSI).1 Furthermore, the

1The CSI acquisition techniques of the RIS-aid MIMO channel can be found,
e.g., in [14] and [15].
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phase shifts of the passive reflecting elements in the RIS need

to be carefully adjusted to enhance the recovery performance at

the receiver. A natural design criterion is to maximize the sum

channel capacity. From information theory, the sum channel

capacity of the PBIT system is given by the mutual information

I(xt, s;yt)
2 [19]. Then, our design problem can be divided into

two subproblems: One is the passive beamforming design, i.e.,

to maximize I(x, s;y) over the phase shift matrix Θ; and the

other is the transceiver design, i.e., to design the signaling of x

and s at the users and the RIS as well as the receiver at the BS

to achieve the maximized I(x, s;y).
We first consider the passive beamforming design to max-

imize I(x, s;y) over Θ. Note that I(x, s;y) is in general

difficult to evaluate since (1) is a complicated model involving

the multiplication of s and X . To avoid this difficulty, we

propose an approximate design metric as follows. Recall that

the data of the RIS are collected from the sensors or other

IoT devices. It is known that the data rate of an IoT device is

typically much lower than that of a cellular user. Thus, we have

I(x, s;y) = I(x;y|s) + I(s;y) ≈ I(x;y|s), (6)

where the first step follows from the chain rule of mutual

information. Then, the passive beamforming design problem is

converted to maximizing I(x;y|s) over Θ.

For the transceiver design, we will focus on the design of the

receiver at the BS to reliably recover both X and s from the

received signal Y (for a given Θ). From information theory,

besides the receiver design, we also need to design signal

shaping and channel coding at the transmitter, so as to approach

the channel capacity. The signal shaping and channel coding

design is, however, out of the scope of this paper.

III. BEAMFORMING DESIGN

We now consider the beamforming design of Θ to maximize

the conditional mutual information I(x;y|s), where x, y and

s are the corresponding variables in (1) by ignoring the index

t. This problem can be represented by a two-stage stochastic

program as

min
Θ

EsQ(Θ, s) (7a)

s.t. |θn| = 1, ∀n ∈ IN , (7b)

Q(Θ, s) = min
Φ,Σ

Ey,x|s (log det(Σ)

+
∥

∥

∥
Σ

− 1
2 (x−Φy)

∥

∥

∥

2

2

)

(7c)

where Φ ∈ CK×M is a combining matrix, and Σ ∈ CK×K is

positive semidefinite. The detailed formulation of the problem

in (7) can be found in Appendix A. To calculate the expectation

in (7a), we need to enumerate all the 2N scenarios of s, which is

difficult especially when N is large. Thus, we follow the SAA

method [20] to approximate (7) by independently generating

ℓs replications {s[1], . . . , s[ℓs]} of s based on the probability

model in (5). It has been shown that the solution of the SAA

approximation approaches the optimal solution of the original

2Since I(xt, s;yt) is invariant to index t, we henceforth omit the index t by
simply writing I(x, s;y).

stochastic program with probability one for a sufficiently large

sample size [21], [22]. Then, the stochastic program in (7) is

approximated by

min
Θ

1

ℓs

ℓs
∑

i=1

Q(Θ, s[i]) (8a)

s.t. |θn| = 1, ∀n ∈ IN (8b)

Q(Θ, s[i]) = min
Φ,Σ

J[i](Φ,Σ), ∀i ∈ Iℓs (8c)

where

J[i](Φ,Σ) = Ey,x|s[i]
(log det(Σ)

+
∥

∥

∥
Σ

− 1
2

(

x−Φy[i]

)
∥

∥

∥

2

2

)

, ∀i ∈ Iℓs . (9)

In the above,y[i] = (G2ΘS[i]G1+H0)x+w is the replication

of y corresponding to s[i]. From [21] and [22], the solution of

(8) converges to the solution of (7) exponentially fast with the

increase of the sample size ℓs. Thus, a moderate ℓs is sufficient

to find a relatively accurate solution of (7). In what follows,

we propose a two-step alternating optimization method to solve

the problem in (8): First optimize Θ for given {Q(Θ, s[i])},

and then solve {Q(Θ, s[i])} for given Θ.

A. Optimization of Θ for Given {Q(Θ, s[i])}

For given {Q(Θ, s[i])}, the problem in (8) reduces to

min
Θ

1

ℓs

ℓs
∑

i=1

Ey,x|s[i]

∥

∥

∥
Σ

− 1
2

(

x−Φy[i]

)
∥

∥

∥

2

2
(10a)

s.t. |θn| = 1, ∀n ∈ IN . (10b)

From the model in (1), we obtain

Ey,x|s[i]

∥

∥

∥
Σ

− 1
2

(

x−Φy[i]

)
∥

∥

∥

2

2

= Ey,x|s[i]

∥

∥

∥
Σ

− 1
2
(

x−Φ((G2ΘS[i]G1 +H0)x+w)
)

∥

∥

∥

2

2

= tr
{

Σ
−1
(

Q−ΦH0Q− (ΦH0Q)H +ΦH0QHH
0 Φ

H

+ σ2
wΦΦ

H +ΦG2S[i]ΘG1QGH
1 Θ

HSH
[i]G

H
2 Φ

H

+ΦG2ΘS[i]G1QHH
0 Φ

H + (ΦG2ΘS[i]G1QHH
0 Φ

H)H

−ΦG2ΘS[i]G1Q− (ΦG2ΘS[i]G1Q)H
)}

. (11)

To simplify the expression in (11), we decompose G1QGH
1 as

G1QGH
1 =

K
∑

k=1

pkg1,kg
H
1,k. (12)

Plugging (12) into (11), we obtain

min
Θ

Ey,x|s[i]

∥

∥

∥
Σ

− 1
2

(

x−Φy[i]

)
∥

∥

∥

2

2

= min
Θ

K
∑

k=1

pkθ
H

diag{g1,k}
HSH

[i]G
H
2 Φ

H
Σ

−1
ΦG2S[i]

× diag{g1,k}θ + θTdiag
{

S[i]G1Q(HH
0 Φ

H − I)Σ−1
ΦG2

}

+
(

θ
T

diag
{

S[i]G1Q(HH
0 Φ

H − I)Σ−1
ΦG2

})H

, (13)
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where the terms irrelevant to Θ are omitted, and in the

derivation we use the facts that tr(AB) = tr(BA),
tr
(

diag{α}HAdiag{α}
)

= αH[A]diagα, and

tr(diag{α}A) = αTdiag{A}. Denote

Λ[i] =

K
∑

k=1

pkdiag{g1,k}
HSH

[i]G
H
2 Φ

H
Σ

−1
ΦG2S[i]diag{g1,k}

(14)

α[i] =
(

diag
{

S[i]G1Q(HH
0 Φ

H − I)Σ−1
ΦG2

})∗

. (15)

Then, the optimization problem in (10) is converted to

min
Θ

1

ℓs

ℓs
∑

i=1

(

θH
Λ[i]θ +αH

[i]θ + θHα[i]

)

(16a)

s.t. |θn| = 1, ∀n ∈ IN (16b)

where (16a) utilizes the fact that αT
[i]θ

∗ + θTα∗
[i] = αH

[i]θ +

θHα[i].

The optimization problem in (16) is a non-convex quadrat-

ically constrained quadratic program (QCQP). Following [9],

we reformulate (16) as a homogeneous QCQP by introducing

an auxiliary variable ℓ, i.e.,

min
θ̄

θ̄
H
Rθ̄ (17a)

s.t. |θn| = 1, ∀n ∈ IN (17b)

where θ̄ =

[

θ

ℓ

]

and R = 1
ℓs

∑ℓs
i=1

[

Λ[i] α[i]

αH
[i] 0

]

. The opti-

mization of (17) is generally an NP-hard problem [23]. We

further simplify problem (17) as a standard semidefinite pro-

gram (SDP) by noting θ̄
H
Rθ̄ = tr[R∆], where ∆ = θ̄θ̄

H
.

∆ is a rank-1 positive semidefinite matrix, i.e., ∆ < 0 and

rank(∆) = 1. By relaxing the rank-one constraint on ∆, we

obtain

min
∆

tr(R∆) (18a)

s.t. ∆ < 0;∆n,n = 1, ∀n ∈ IN+1. (18b)

The SDP problem in (18) can be solved by the existing convex

optimization solvers such as CVX [24].

There is no guarantee that the optimal ∆ of the SDP in

(18) is rank-one in general. We obtain a feasiable solution of

θ̄ from ∆ by using the Gaussian randomization method [23].

Specifically, we first take the eigenvalue decomposition of ∆ as

∆ = UΣUH, where U ∈ C(N+1)×(N+1) is a unitary matrix

and Σ ∈ C(N+1)×(N+1) is a diagonal matrix. Then, a feasible

solution of θ̄ is given by θ̄ = UΣ
1/2r, where r ∈ CN+1 is a

random vector with each element generated from the circularly

symmetric complex Gaussian (CSCG) distribution CN (0, 1).
To find a better θ̄, we generate r by ℓθ times and choose the one

with the minimum objective value of (17). Finally, a suboptimal

solution of θ to problem (10) is given by

θ =

[

θ̄
]

(1:N)
/θ̄N+1

∥

∥

∥

[

θ̄
]

(1:N)
/θ̄N+1

∥

∥

∥

2

, (19)

where [a](1:N) denotes the vector that contains the first N
elements of a.

Algorithm 1 SAA-Based Beamforming Algorithm

1: Initialize Θ randomly

2: repeat

3: Generate {s[1], . . . , s[ℓs]} independently based on (5)

4: Compute {(Φ[i],Σ[i])} based on (23) and (24)

5: Compute ∆ by solving (18)

6: Compute θ̄ by using the Gaussian randomization method

7: Compute θ based on (19)

8: until the objective function in (8a) is reduced by less than

ǫbf1, or the iteration index reaches iterbf1

B. Solve {Q(Θ, s[i])} for Given Θ

We now solve Q(Θ, s[i]) = minΦ,Σ J[i](Φ,Σ), ∀i ∈ Iℓs
for given Θ. The derivative of J[i](Φ,Σ) with respect to Φ is

given by

∂J[i](Φ,Σ)

∂Φ
= −2Σ−1

Ey,x|s[i]
[x−Φy[i]]y

H
[i]

= −2Σ−1(Cxy|s[i]
−ΦCyy|s[i]

), (20)

where Cxy|s[i]
is the covariance matrix of x and y conditioned

on s given by

Cxy|s[i]
= Q(G2ΘS[i]G1 +H0)

H, (21)

and Cyy|s[i]
is the covariance matrix of y conditioned on s

given by

Cyy|s[i]
= G2ΘS[i]G1QGH

1 S
H
[i]Θ

HGH
2 +G2ΘS[i]G1QHH

0

+
(

G2ΘS[i]G1QHH
0

)H

+H0QHH
0 + σ2

wI.

(22)

By setting
∂J[i](Φ,Σ)

∂Φ = 0, we obtain the optimal Φ for given

s = s[i] as

Φ[i] = Cxy|s[i]
C
−1
yy|s[i]

, ∀i ∈ Iℓs . (23)

Substituting Φ[i] into (9) and letting
∂J[i](Σ|Φ[i])

∂Σ = 0, we

obtain the optimal Σ for given s = s[i] as

Σ[i] = Cxx − Cxy|s[i]
C
−1
yy|s[i]

Cyx|s[i]
, ∀i ∈ Iℓs . (24)

Finally, {Q(Θ, s[i])} can be obtained by

Q(Θ, s[i]) = J[i](Φ[i],Σ[i])

= Ey,x|s[i]

(

log det(Σ[i]) +
∥

∥

∥

(

Σ[i]

)− 1
2

(

x−Φ[i]y[i]

)∥

∥

∥

2

2

)

∀i ∈ Iℓs . (25)

C. Overall Iterative Algorithm

The overall iterative algorithm is summarized as the pseu-

docode in Algorithm 1. We refer to this algorithm as the

SAA-based beamforming algorithm. The convergence of the

SAA-based algorithm is guaranteed since I(x;y|s) increases

monotonically in each update of Θ and {Q(Θ, si)}. However,

we observe from numerical experiments that the convergence
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of this algorithm is relatively slow, which incurs a high com-

putational cost. This inspire us to develop a simplified beam-

forming method to strike a balance between complexity and

performance, as detailed in the next section.

IV. SIMPLIFIED BEAMFORMING METHOD

In this section, we present the simplified beamforming

method by slightly modifying the target function of problem

(7). Specifically, by exchanging the order of the minimization

over (Φ,Σ) and the expectation over s, we can recast the

beamforming design problem in (7) as

min
Φ,Σ,Θ

Ey,x,s

(

log det(Σ) +
∥

∥

∥
Σ

− 1
2 (x−Φy)

∥

∥

∥

2

2

)

(26a)

s.t. |θn| = 1, ∀n ∈ IN . (26b)

It is not difficult to see that the expectation over y,x, s in

(26a) can be solved explicitly, and so the problem formulated

in (26) is computationally more friendly to handle than the one

in (8). Yet, the problem in (26) is still non-convex, and it is in

general difficult to find an exact solution to (26). Similarly to

the approach described in the preceding section, we propose an

alternating optimization method that iteratively optimize Θ and

(Φ,Σ) to find a suboptimal solution of (26). The details of the

algorithm are described below.

A. Optimal Θ for Fixed (Φ,Σ)

For fixed (Φ,Σ), the optimization problem in (26) reduces

to

min
Θ

Ey,x,s

∥

∥

∥
Σ

− 1
2 (x−Φy)

∥

∥

∥

2

2
(27a)

s.t. |θn| = 1, ∀n ∈ IN . (27b)

Problem (27) can be equivalently rewritten as

min
Θ

θH
Λθ + αHθ + θHα (28a)

s.t. |θn| = 1, ∀n ∈ IN (28b)

where

Λ =

K
∑

k=1

ρ2pkdiag{g1,k}
HGH

2 Φ
H
Σ

−1
ΦG2diag{g1,k}

+ ρ(1− ρ)diag
{

V HGH
2 Φ

H
Σ

−1
ΦG2V

}

, (29)

α = ρ
(

diag
{

G1Q(HH
0 Φ

H − I)Σ−1
ΦG2

})∗

. (30)

The detailed derivation of the equivalence of (27) and (28) can

be found in Appendix B.

Similarly to (16), the non-convex QCQP problem in (28) can

be approximately solved by converting it to an SDP as

min
∆

tr(R̄∆) (31a)

s.t. ∆ < 0;∆n,n = 1, ∀n ∈ IN+1 (31b)

where R̄ =

[

Λ α

αH 0

]

. The method of obtaining θ from ∆ is

basically the same as the one described in Section III-A. The

details are omitted for brevity.

Algorithm 2 Simplified Beamforming Algorithm

1: Initialize Θ randomly

2: repeat

3: Compute (Φ,Σ) according to (34) and (37)

4: Compute ∆ by solving (31)

5: Compute θ̄ by Gaussian randomization method

6: Compute θ based on (19)

7: until the objective function in (26a) is reduced by less than

ǫbf2, or the iteration index reaches iterbf2

B. Optimal (Φ,Σ) for fixed Θ

For a fixed Θ, the optimization problem in (26) reduces to

min
Φ,Σ

J (Φ,Σ) (32)

where

J (Φ,Σ) = Ey,x,s

(

log det(Σ) +
∥

∥

∥
Σ

− 1
2 (x−Φy)

∥

∥

∥

2

2

)

.

(33)

Letting
∂J (Φ,Σ)

∂Φ = 0, we obtain

Φ
opt = Es(Cxy|s)

[

Es(Cyy|s)
]−1

, (34)

where

Es(Cxy|s) = Q(ρG2ΘG1 +H0)
H, (35)

Es

(

Cyy|s

)

= ρ(1− ρ)G2Θ

[

G1QGH
1

]

diag
Θ

HGH
2

+ ρ2G2ΘG1QGH
1 Θ

HGH
2 + ρG2ΘG1QHH

0

+ ρ
(

G2ΘG1QHH
0

)H

+H0QHH
0 + σ2

wI. (36)

Substituting Φ
opt into (32) and letting

∂J (Σ|Φopt)
∂Σ = 0, we

obtain

Σ
opt = Cxx − Es(Cxy|s)Es(Cyy|s)

−1
Es(Cyx|s). (37)

C. Overall Iterative Algorithm

The overall iterative algorithm is summarized as the pseu-

docode in Algorithm 2. The convergence of Algorithm 2 is

guaranteed since the target function of (26) decreases monoton-

ically in each update of Θ and (Φ,Σ). We now briefly compare

the computational complexities of the simplified beamforming

algorithm (i.e., Algorithm 2) and the SAA-base beamforming

algorithm (i.e., Algorithm 1). By inspection, the only difference

of Algorithm 2 is to replace Lines 3 and 4 of Algorithm 1 by

Line 3 of Algorithm 2. With this replacement, the complexity of

the related part is reduced by ℓs times since no sample average

is involved in Line 3 of Algorithm 2. Furthermore, it can be

seen from the numerical results presented later in Section VII

that the convergence speed of the Algorithm 2 is order-of-

magnitude faster than that of Algorithm 1. This is expected

since deterministic optimization algorithms usually converge

much faster than stochastic optimization algorithms.
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V. RECEIVER DESIGN

A. Problem Formulation

The receiver at the BS aims to reliably recover both the

information from the users and the RIS (i.e., X and s). This

recovery problem can be formulated by using the maximum a

posteriori principle as
(

X̂, ŝ
)

= argmax
X,s

pX,s|Y (X, s|Y ). (38)

Exactly solving (38) is difficult by noting the bilinear model

of X and s in (2). Message passing is a powerful technique

to yield near-optimal low-complexity solutions to sophisticated

inference problems. Particularly, the PBiGAMP algorithm [17]

can possibly handle the bilinear inference problem in (38). To

see this, we rewrite the model in (2) as

Y = (G2ΘSG1 +H0)X +W

=

(

N
∑

n=1

snθng2,ng
T
1,n +H0

)

X +W

=

N
∑

n=0

snHnX +W , (39)

where Hn , θng2,ng
T
1,n ∈ CM×K is a rank-1 matrix

∀n ∈ IN and s0 = 1 is a constant. Since (39) is special case of

the model [17, eq. 2], we see that the PBiGAMP algorithm is

indeed applicable to problem (38).

However, there are two issues with the PBiGAMP algorithm

when it is applied to solve (38). First, the PBiGAMP algo-

rithm requires that the measurement matrixes consist of the

i.i.d. Gaussian elements. In (39), the measurement matrices

{H1, . . . ,HN} are rank-1, which violates the i.i.d. assump-

tion in PBiGAMP. Second, the computational complexity of

PBiGAMP is O(MNKT 2), which is unaffordable for a large

T .

To avoid the above two issues, we develop a turbo message

passing algorithm as follows. We start with the factor graph

representation of the probability model involved in (38). From

the Bayes’ rule, we obtain

pX,s|Y (X , s|Y )

∝ pY |X,s(Y |X, s)pX(X)ps(s) (40a)

=

[

M
∏

m=1

T
∏

t=1

pymt|xt,s

(

ymt|
N
∑

n=1

K
∑

k=1

snhn,mkxk,t

)]

×

[

K
∏

k=1

T
∏

t=1

pxkt
(xkt)

][

N
∏

n=0

psn(sn)

]

, (40b)

where the notation ∝ in (40a) means equality up to a constant

scaling factor; (40b) is from the fact that {xkt} and {sn} are

independent of each other. The factorized posterior distribution

in (40b) can be represented by a factor graph, as depicted in

Fig. 2. Note that in Fig. 2, we use a hollow circle to represent a

“variable node” and a solid square to represent a “factor node”.

We are now ready to present the turbo message passing

framework by dividing the whole factor graph in Fig. 2 into two

modules, namely the X-detector and the s-detector, as depicted

mty | kt kt

 ! !

 !kt  !
kt

- detector - detector

mt ty |

ns
p

ns "mt ty |p x s ktx ktx
p

n

m

t

k

Fig. 2. The factor graph representation for the joint probability in (40) with
M = N = K = 3 and T = 2.

ns
p

ns mty |
p

s

n
m

t

k

ktx ktx
p

m

t

k

 !ns
 

 !
ns

 

 !ktx
 

 !
ktx

 

- detectors - detectorX

mt ty |p x

mt mty |z k t k t

Fig. 3. The factor graph representation for turbo message passing with M =
N = K = 3 and T = 2.

in Fig. 3. We iteratively estimate X and s by performing

message passing in each module. The messages are exchanged

between the two modules until convergence or the maximum

iteration number is reached. The X-detector estimates X based

on the observed signal Y and the messages from the s-detector.

The output of the X-detector are the means and variances of

{xkt} denoted by {x̆kt} and {υxkt
}. Similarly, the s-detector

estimates s based on the observed signal Y and the messages

from the X-detector, and outputs the means and variances of

{sn} denoted by {s̆n} and {υsn}. In the following subsections,

we give a detailed description of the turbo massage passing

algorithm.

B. Design of X-Detector

We first describe the design of the X-detector. From Fig. 3,

the input means and variances of s are respectively given by s̆

and {υsn}. Let s̃ = s− s̆ be the residual interference of s with

mean zero and variances {υsn} . Then the observed signal Y

can be expressed as

Y =

N
∑

n=0

(s̆n + s̃n)HnX +W = H̆X + W̃X , (41)

where H̆ =
∑N
n=0 s̆nHn is the linear transform matrix known

by the X-detector and W̃X ,
∑N
n=0 s̃nHnX + W is the

equivalent noise. Assume that the elements of W̃X are inde-

pendent of each other and obey a CSCG distribution. Denote
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by w̃X,mt the (m, t)th element of W̃X . The variance of each

w̃X,mt is

υw̃X,mt
=

N
∑

i=0

K
∑

k=1

υsi |hi,mk|
2pk + σ2

w, ∀m, t, (42)

where pk is the power of user k. The derivation of (42) is given

in Appendix C-A. Thus, we have

pymt|xt
(ymt|xt)

= CN

(

ymt;
N
∑

n=1

K
∑

k=1

s̆nhn,mkxk,t, υw̃X,mt

)

, ∀m, t. (43)

Given the model in (41), the recovery of X from the obser-

vation Y is a linear estimation problem. The existing algorithm

GGAMP-SBL [18] is designed to handle such a linear estima-

tion problem with an arbitrary measurement matrix, and thus

can be used here for the recovery of X .

Algorithm 3: The GGAMP-SBL algorithm

Input: Y , H̆ , {υw̃X,mt
}, and CN (·; x̆kt, υxkt

), ∀k, t.

Initialization: ∀m, k, t : x̆
(0)
kt = x̆kt, υ

(0)
xkt

= υxkt
, ν̆

(0)
xkt

= υxkt
,

ŭ
(0)
mt = 0.

for i = 1, 2, . . . , Ixmax % EM iteration

Initialization: ∀m, k, t : x̂
(0)
k,t = x̆

(i−1)
kt , ν

(0)
xk,t = ν̆

(i−1)
xkt ,

û0mt = ŭ
(i−1)
mt %E-Step

for ℓ = 1, 2, . . . , ℓxmax % GGAMP iteration

1: ∀m, t : ν
(ℓ)
pmt =

∑k
k=1 |h̆mk|

2ν
(ℓ−1)
xk,t

2: ∀m, t : p̂
(ℓ)
mt =

∑k
k=1 h̆mkx̂

(ℓ−1)
(kt) − ν

(ℓ)
pmt û

(ℓ−1)
mt

3: ∀m, t : ν
(ℓ)
zmt = Var(zmt|ymt; p̂

(ℓ)
m , ν

(ℓ)
pmt)

4: ∀m, t : ẑ
(ℓ)
mt = E(zmt|ymt; p̂

(ℓ)
mt, ν

(ℓ)
pmt)

5: ∀m, t : ν
(ℓ)
umt =

(

1− ν
(ℓ)
zmt/ν

(ℓ)
pmt

)

/ν
(ℓ)
pmt

6: ∀m, t : û
(ℓ)
mt = (1 − ξxu)û

(ℓ−1)
mt + ξxu

(

ẑ
(ℓ)
mt − p̂

(ℓ)
mt

)

ν
(ℓ)
pmt

7: ∀k, t : ν
(ℓ)
rkt =

(

∑M
m=1 |h̆mk|

2ν
(ℓ)
umt

)−1

8: ∀k, t : r̂
(ℓ)
kt = x̂

(ℓ−1)
kt + ν

(ℓ)
rkt

∑M
m=1 h̆mkû

(ℓ)
mt

9: ∀k, t : ν
(ℓ)
xkt

= Var(xkt|yt; r̂
(ℓ)
kt , ν

(ℓ)
rkt

)

10: ∀k, t : x̂
(ℓ)
kt = (1− ξxx)x̂

(ℓ−1)
kt + ξxxE(xkt|Y ; r̂

(ℓ)
kt , ν

(ℓ)
rkt)

11: if ‖x̂
(ℓ)
kt − x̂

(ℓ−1)
kt ‖2/‖x̂

(ℓ)
kt ‖

2 ≤ ǫxgamp, break

end for

12: ∀m, k, t : x̆
(i)
kt = x̂

(ℓ)
kt , ν̆

(i)
xk,t

= ν
(ℓ)
xkt

, ŭ
(i)
mt = û

(ℓ)
mt

13: ∀k, t : υ
(i)
xkt

= |x̆
(i)
kt |

2 + ν̆
(i)
xk,t

%M-Step

14: if ‖x̂
(i)
kt − x̂

(i−1)
kt ‖2/‖x̂

(i)
kt ‖

2 ≤ ǫxem, break

end for

Output: : {x̆
(i)
kt } and {ν̆

(i)
xkt}.

For completeness, the details of the GGAMP-SBL algorithm

are included as Algorithm 3. The algorithm uses a Gaussian

distribution CN (·; x̆kt, υxkt
), ∀k, t to approximate the prior

distribution of each xkt with mean x̆kt and variance υxkt
. The

variances {υxkt
} are updated in the M-step of each expectation

maximization (EM) iteration by step 8. The E-step estimates

the marginal posterior distributions of {xkt} by the GGAMP

algorithm, as given in steps 1-11. In specific, step 1 updates the

estimates of {zmt} with the variances {ν
(l)
pmt} and means {p̂

(l)
mt}

by accumulating the messages from variable nodes {xkt} to

check nodes {pymt
}. Step 2 gives the estimates of the marginal

posterior variances {ν
(l)
znt} and means {ẑ

(l)
mt} of {zmt}. Step 3

calculates the inverse-residual-variances {ν
(l)
un,t} and the scaled

residuals {û
(l)
nt}. Step 4 updates the estimates of {xkt} with

variances {ν
(l)
rkt

} and the means {r̂
(l)
kt } by accumulating the

messages from check nodes {pymt
} to variable nodes {xkt}.

Step 5 updates the marginal posterior variances {ν
(l)
xkt

} and

means {x̂
(l)
kt } of {xkt}. Steps 6 and 9 define the termination

conditions of the GGAMP iteration and the EM iteration, re-

spectively, where ǫgamp and ǫem are the corresponding tolerance

parameters. ℓxmax and Ixmax are the maximum numbers of the

GGAMP iteration and the EM iteration, respectively. The out-

puts of the GGAMP-SBL algorithm are the marginal posterior

means {x̆
(i)
kt } and variances {ν̆

(i)
xkt

} of the last iteration.

The damping strategy is used in the steps 6 and 10 to ensure

the convergence of the GAMP algorithm, where ξxu ∈ [0, 1]
and ξxx ∈ [0, 1] are the damping factors of ûmt and x̂kt,
respectively. The variance and mean in steps 3 and 4 are

take over the probability distribution p(zmt|ymt; p̂m, νpmt
) =

1
C p(ymt|xt)CN (zmt|p̂m, νpmt

), where C is a normalization

factor. The variance and mean in steps 9 and 10 are take over

p(xkt; r̂kt, νrkt
) = 1

C CN (·; x̆kt, υxkt
)CN (xkt|r̂kt, νrkt

).

C. Design of s-Detector

We now describe the design of the s-detector. Recall from

Fig. 3 that the input mean and variances of X are respectively

given by X̆ and {υxkt
}. Let X̃ = X − X̆ be the residual

interference of X with mean zero and variances {υxkt
} . Then

the observed signal Y can be expressed as

Y =

N
∑

n=0

snHn(X̆ + X̃) +W =

N
∑

n=0

snHnX̆ + W̃ s,

(44)

where W̃ s ,
∑N
n=0 snHnX̃ +W is the equivalent noise for

the s-detector. Denoted Ăn = HnX̆, ∀n ∈ {0, 1, . . . , N} and

Ă = [vec(Ă0), . . . , vec(ĂN )] ∈ CMT×(N+1). Then, we have

vec(Y ) = Ăs+ vec(W̃ s). (45)

Similarly, assume that the elements of W̃ s are independent of

each other and obey a CSCG distribution. Denote by w̃s,mt the

(m, t)th element of W̃ s. The variance of each w̃s,mt is given

by

υw̃s,mt
= ρ2

K
∑

k=1

υxkt

∣

∣

∣

∣

∣

N
∑

n=1

hn,mk

∣

∣

∣

∣

∣

2

+ σ2
w

+ ρ(1− ρ)

K
∑

k′=1

N
∑

n′=1

υxk′t
|hn′,mk|

2 , ∀m, t. (46)

The derivation of (46) is given in Appendix C-B. Thus, we have

pymt|s(ymt|s)

= CN

(

ymt;

N
∑

n=1

K
∑

k=1

snhn,mkx̆k,t, υw̃s,mt

)

, ∀m, t. (47)
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Given the model in (45), the recovery of s from Y can also

be solved by using the GGAMP-SBL algorithm. The GGAMP-

SBL algorithm described in Section V-B can be directly used to

detect s after changing the measurement matrix form H̆ to Ă,

the likelihood function from pY |X(Y |X) to pY |s(Y |s), and

the priori from CN (·; x̆kt, υxkt
), ∀k, t to CN (·; s̆n, υsn), ∀n.

Moreover, the parameters Ixmax, ℓxmax, ξxu , ξxx , ǫxgamp and ǫxem

in the X-detector are correspondingly replaced by Ismax, ℓsmax,

ξsu, ξsx, ǫsgamp and ǫsem.

D. Algorithm Summary

Algorithm 4: Turbo Message Passing Algorithm

Input: Y , prior distribution ps(s), pX(X), and σ2
w

Initialization: ∀m,n, k, t : s̆
(0)
n =

∫

sn
snpsn(sn), x̆

(0)
kt =

∫

xkt
xktpxkt

(xkt), υ
(0)
sn =

∫

sn

∣

∣

∣
sn − s̆

(0)
n

∣

∣

∣

2

psn(sn),

υ
(0)
xkt =

∫

xkt

∣

∣

∣
xkt − x̆

(0)
kt

∣

∣

∣

2

pxkt
(xkt)

for τ = 1, 2, . . . , τmax % Turbo iteration

1: H̆
(τ)

=
∑N
n=0 s̆

(τ−1)
n Hn % X-detector

2: ∀m, t : ν
(τ)
w̃X,mt

=
∑N

n=0

∑K
k=1 υ

(τ−1)
sn |hn,mk|2pk + σ2

w

3: ∀k, t : x̆kt = x̆
(τ−1)
kt , υxkt

= υ
(τ−1)
xkt

4: Perform GGAMP-SBL to estimate X by invoking Algo-

rithm 3, and output {x̆
(τ)
kt } and {υ

(τ)
xkt}

5: ∀k, t : x̆
(τ)
kt = argminc∈C |c− x̆

(τ)
kt |

2

6: ∀n : Ă
(τ)

n = HnX̆
(τ)

,

Ă
(τ)

= [vec(Â0)
(τ), . . . vec(ÂN )(τ)]. % s-detector

7: ∀m, t : ν
(τ)
w̃s,mt

= ρ2
∑K

k=1 υ
(τ)
xkt

∣

∣

∣

∑N
n=1 hn,mk

∣

∣

∣

2

+ ρ(1 −

ρ)
∑K

k′=1

∑N
n′=1 υ

(τ)
xk′t

|hn′,mk|
2
+ σ2

w

8: ∀n : s̆n = s̆
(τ−1)
n , υsn = υ

(τ−1)
sn

9: Perform GGAMP-SBL to estimate s, and output {s̆
(τ)
n }

and {υ
(τ)
sn }

10: ∀n : s̆
(τ)
n = argminc∈{0,1} |c− s̆

(τ)
n |2

11: if

∣

∣

∣

∣

∥

∥

∥
Y −

∑N
n=0 s̆

(τ)
n HnX̆

(τ)
∥

∥

∥

2

F
/M/T − σ2

w

∣

∣

∣

∣

2

≤ ǫtd,

break

end for

Output: : {x̆
(τ)
kt } and {s̆

(τ)
n }

The turbo message passing algorithm is summarized in Al-

gorithm 4. In specific, step 1 updates H̆ . Step 2 updates the

variances {νw̃X,mt
}. Step 3 initializes the means {x̆kt} and

variances {υxkt
}, Step 4 perform the GGAMP-SBL algorithm

to update the estimate of X . Step 5 maps each x̆
(τ)
kt to the

nearest constellation point. Step 6 updates Ă. Step 7 updates

the variances {νw̃s,mt
}. Step 8 initializes the means {s̆n} and

variances {υsn}, Step 9 performs the GGAMP-SBL algorithm

to update the estimate of s. Step 10 makes a hard decision

on each s̆
(τ)
n . Step 11 defines the termination condition of the

turbo iteration, where ǫtd is the tolerance parameter, and τmax
is the maximum number of the turbo iteration. The outputs of

the turbo message passing algorithm are the marginal posterior

means {x̆
(τ)
kt } and {s̆

(τ)
n } of the last iteration.

BS
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Wireless control link 

Wired control link

0,k
h

1

1,k
g

1

2
G

Controller

Sensors
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PBIT Module 1

2

1,k
g

2

2
G

PBIT Module 2

Fig. 4. A PBIT-enhanced uplink MIMO wireless system based on multi-PBIT.

We now analyse the computational complexity of the turbo

message passing algorithm. The complexity in step 1 is

O(MNK). The complexity in step 2 is O(MNKT ). In the

X-detector, the complexity of the GGAMP-SBL algorithm

is O(MKT ). The complexity in step 6 is O(MKT ). The

complexity in step 8 is O(MNKT ). In the s-detector, the

complexity of the GGAMP-SBL algorithm is O(MNT ). Thus,

the computational complexity of the turbo message passing

algorithm is dominated by the steps 2 and 8, and is given by

O(MNKT ).

VI. EXTENSION ON MULTI-RIS

We now extend the discussions from the single-RIS aided

multiuser MIMO system to the multi-RIS case. As illustrated in

Fig. 4, we consider anL-RIS aided wireless system, where each

RIS belongs to a PBIT module equipped with an individual

controller and connected with individual sensors. The phase

shifts of the reflecting elements in all the RISs are jointly

designed to enhance the user-BS communication.

The channel model of the multi-RIS aided multiuser MIMO

system is described as follows. The channel of the user-BS

link is still denote by H0, where H0 ∈ CM×K is defined

in the same way as in the single-RIS system in (1). Denote

by RISl the RIS in the lth PBIT module. The number of

the reflecting elements in RISl is Nl, ∀l ∈ IL. Denote by

Gl
1 = [gl1,1, . . . , g

l
1,Nl

]T ∈ CNl×K the baseband equivalent

channel of the user-RISl link, where gl1,n ∈ C
K×1 represents

the channel coefficient vector between all the users and the

nth reflecting element of RISl. Sl = diag{sl} is the diagonal

state matrix of RISl, where sl = [sl1, . . . , s
l
Nl
]T carries the

information of the sensors in the lth PBIT module. Θ
l =

diag{θl} is the diagonal phase-shift matrix of RISl, with θ
l =

[θl1, . . . , θ
l
Nl
]T. Denote by Gl

2 = [gl2,1, . . . , g
l
2,Nl

] ∈ CM×Nl

the baseband equivalent channel of the RISl-BS link, where

gl2,n ∈ CM×1 is the channel coefficient vector between the

nth reflecting element of RISl and the BS. Then, the observed

signal matrix in the multi-RIS system over a transmission block

can be expressed as

Y =

(

L
∑

l=1

Gl
2Θ

lSlGl
1 +H0

)

X +W , (48)
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where X and W are defined in the same way as in the single-

RIS system.

Denoted by N =
∑L

l=1Nl the total number of the reflecting

elements in all the L RISs. G1 ,

[

(

G1
1

)T
, . . . ,

(

GL
1

)T
]T

∈

C
N×K represents the baseband equivalent channel of the user-

RIS link. S = diag{s}, with s =
[

(

s1
)T
, . . . ,

(

sL
)T
]T

∈

CN×1, represents the diagonal state matrix of all the RISs.

Θ = diag{θ}, where θ =

[

(

θ
1
)T
, . . . ,

(

θ
L
)T
]T

∈ C
N×1,

represents the diagonal phase-shift matrix of all the RISs. G2 ,
[G1

2, . . . ,G
L
2 ] ∈ CM×N represents the baseband equivalent

channel of the RIS-BS link. Then, the system model in the

multi-RIS system can still be expressed by (2) (which is the

same as the single-RIS system).

Denote by ρl the probability that sln, ∀n ∈ INl
, ∀l ∈ IL

takes the value of 1, where sln is the state of the nth passive

element in RISl. Then, the probability of s in the multi-RIS

system can be written as

p(s) =
L
∏

l=1

(

Nl
∏

n=1

p(sn)

)

=

L
∏

l=1

(

Nl
∏

n=1

(

(1 − ρl)δ(s
l
n) + ρlδ(s

l
n − 1)

)

)

. (49)

Then, we have

Es (S) = diag{Es} (50)

Es

(

SXSH
)

= (EsE
H
s )⊙X

+ diag{Es(1N − Es)} [X]diag , (51)

where Es , [ρ11TN1
, . . . , ρL1TNL

]T.

We now discuss the passive beamforming design and the re-

ceiver design for the multi-RIS aided multiuser MIMO system.

Note that the system model of the multi-RIS system shares the

same expression (i.e., (2)) as that of the single-RIS system. The

only difference is the PDF of s in (49) for the multi-RIS case as

compared to (5) for the single-RIS case. This difference induces

the following modifications when extending the beamforming

and receiver design of the single-RIS case to the multi-RIS case:

• SAA-based beamforming algorithm: The independently

generated samples {s[1], . . . , s[ℓs]} are based on the PDF

in (49) rather than in (5).

• Simplified beamforming algorithm: We replace (29) and

(30) respectively by

Λ =

K
∑

k=1

pkdiag{Es ⊙ g1,k}
HGH

2 Φ
H
Σ

−1
ΦG2

× diag{Es ⊙ g1,k}+ diag
{

GH
2 Φ

H
Σ

−1
ΦG2

diag{Es(1N − Es)}
[

G1QGH
1

]

diag

}

(52)

α = ρ
(

diag
{

G1Q(HH
0 Φ

H − I)Σ−1
ΦG2

})∗

. (53)

• Turbo message passing algorithm: First, the initialization

of {s̆n} and {υsn} in Algorithm 4 is based on the PDF in

(49) rather than in (5). Second, the variance of each w̃s,mt

in (72) is changed to

υw̃s,mt
=

K
∑

k=1

υxkt

∣

∣

∣

∣

∣

L
∑

l=1

(

Nl
∑

n=1

ρlhn,mk

)
∣

∣

∣

∣

∣

2

+ σ2
w

+

K
∑

k′=1

L
∑

l′=1

(

Nl
∑

n′=1

ρl(1 − ρl)υxk′t
|hn′,mk|

2

)

.

(54)

By the above modifications, we obtain the corresponding

designs for the multi-RIS system.

VII. NUMERICAL RESULTS

A. Generation Model of the Channel

We first describe the generation model of the channel used in

simulations. We model the channel by considering both small-

scale and large-scale fading. The direct link channel H0 is

modelled as follows. The line of sight (LoS) linkage of H0

may be blocked while there usually exist a plenty of scatterers

in the wireless channel. Thus, we follow [5], [25] to model the

small-scale fading component of H0 as Rayleigh fading with

the elements independently taking over the CSCG distribution

CN (0, 1). The large-scale fading component of the direct link

can be represented as diag{f0}, where f0 = [f0,1, . . . , f0,K ]T

with f0,k being the larger-scale fading factor of the kth user.

We now describe the model of the reflect link channels G1

and G2. The RIS is installed to ensure that the LoS linkages

from the user to the RIS and from the RIS to the BS exist

in the practical scenarios. Thus, for the small-scale fading

components of G1 and G2, we adopt a Rician fading model

to account for both the LoS and non-LoS (NLoS) effects [5],

[25]. As explained in [3], [26], the RIS can be regarded as a

mirror and produces only specular reflections. Thus, the large-

scale fading channel of the reflect link can be represented as

diag{f1}, where f1 = [f1,1, . . . , f1,K ]T with f1,k being the

large-scale fading factor of user k. The specific channel models

of G1 and G2 are given by

G1 =

(√

κ1
1 + κ1

Ḡ1 +

√

1

1 + κ1
G̃1

)

diag{f1} (55)

G2 =

(√

κ2
1 + κ2

Ḡ2 +

√

1

1 + κ2
G̃2

)

, (56)

where κ1 and κ2 are the corresponding Rician factors; Ḡ1 =
[ḡ1,1, . . . , ḡ1,K ] and Ḡ2 denote the corresponding LoS com-

ponents that remain fixed within a transmission block; G̃1 and

G̃2 denote the corresponding NLoS components, where their

elements are independently taken from the CSCG distribution

CN (0, 1).

Ḡ1 and Ḡ2 can be further expressed as follows. Assume that

both the BS and the RIS are equipped with a two-dimensional

(2D) uniform rectangular array. The 2D array steering vector

a(ϑ, ψ) is given by

a(ϑ, ψ) = aaz(ϑ, ψ) ⊗ ael(ϑ, ψ), (57)
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Fig. 5. Comparison of the achievable rates in the single-RIS system with the
SAA beamforming algorithm and the simplified beamforming algorithm.

where ϑ and ψ are the azimuth and elevation angles, respec-

tively, and aaz(ϑ, ψ) ∈ CM1×1 and ael(ϑ, ψ) ∈ CM2×1 are the

uniform linear array (ULA) steering vector given by

[aaz(ϑ, ψ)]n = e−j
2πd(n−1)

̺
sin(ϑ) cos(ψ), ∀n ∈ IN1 (58)

[ael(ϑ, ψ)]n = ej
2πd(n−1)

̺
sin(ϑ) cos(ψ), ∀n ∈ IN2 (59)

with ̺ being the wavelength of propagation and d being the

distance of any two adjacent antennas. Then, ḡ1,k, ∀k ∈ IK ,

and Ḡ2 can be expressed as

ḡ1,k = a(ϑr1,k, ψ
r
1,k), ∀k ∈ IK (60)

Ḡ2 = a(ϑr2, ψ
r
2)a

H(ϑt2, ψ
t
2), (61)

where a(ϑr1,k, ψ
r
1,k), ∀k ∈ IK is the arrival steering vector of

the RIS for user k, a(ϑr2, ψ
r
2) is the arrival steering vector of the

BS, and a(ϑt2, ψ
t
2) is the departure steering vector of the RIS.

In simulations, κ1 and κ2 are set to 3 dB and 10 dB, respec-

tively; ϑr1,k, ∀k, ϑr2, and ϑt2 are randomly taken from a uniform

distribution [0, 2π); ψr1,k, ∀k, ψr2 , and ψt2 are randomly taken

from a uniform distribution [−π
3 ,

π
3 ];

d
̺ = 1

2 ; the dimension of

the 2D array of the RIS in the single-RSI system is 16× N
16 ; the

dimension of the 2D array of RISl in the multi-RSI system is

16 × Nl

16 , ∀l ∈ IL; the dimension of the 2D array of the BS

is 8 × M
8 . {f0,k} are independently taken from the uniform

distribution [−10, 0] dB. {f1,k} are independently taken from

the uniform distribution [−13, 0] dB.

B. Simulations for Passive Beamforming Design

In this subsection, we present numerical results to validate

the efficiency of the proposed passive beamforming algorithms.

The parameter settings for the passive beamforming design are:

M = 32, K = 4, pk = 1, ∀k, ℓs = 100, ℓθ = 10, ǫbf1 =
10−4, iterbf1 = 104, ǫbf1 = 10−2, and iterbf2 = 50. The

presented simulation results are obtained by taking average over
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Fig. 7. Achievable rate of the multi-RIS system versus L.

100 random realizations. The achievable rate of the system is

calculated by using (67).

Fig. 5 compares the achievable rates in the single-PBIT

system versus the iteration number with the SAA-based beam-

forming algorithm and the simplified beamforming algorithm.

We see that the SAA-based beamforming algorithm outper-

forms the simplified beamforming algorithm by about 0.5 bit

to 2 bits with N varying from 32 to 128 at the iteration number

= 104. We also see that the simplified beamforming algorithm

achieves convergence at the iteration number ≈ 200 and is

at least two orders of magnitude faster than the SAA-based

beamforming algorithm. This demonstrates a good tradeoff

between the performance and the computational cost. Since the

computational cost of the SAA-based beamforming algorithm

quickly becomes unaffordable as N increases, in the remaining

figures, we only present the simulation results of the simplified

beamforming algorithm.

Fig. 6 studies the achievable rate of the single-PBIT system

with N varying from 32 to 256 with ρ = 0.5. We consider the

following four scenarios: 1) Reflect link only: the system only

has the reflect link with random θ (i.e., θ is randomly taken

from a uniform distribution [0, 2π)); 2) Opt-reflect link only:

the system only has the reflect link with optimized θ (i.e., θ is

optimized by the simplified beamforming algorithm); 3) Reflect



12

link plus direct link: the system has both the reflect link and

the direct link with random θ; 4) Opt-Reflect link plus direct

link: the system has both the reflect link and the direct link with

optimized θ. We see that with N increasing from 32 to 256, the

gain obtained by the optimization of θ increases from 2 bits to

6 bits no matter the direct link exists or not. We also see that the

rate gain contributed by the direct link decreases from 5 bit to 1
bit when N is increased from 32 to 256.

Fig. 7 compares the achievable rate of the multi-RIS system

with L varying from 1 to 8. We consider the following four

scenarios: 1) ρl = 0.5, ∀l ∈ IL with random θ (uniform spar-

sity); 2) ρl = 0.5, ∀l ∈ IL with optimized θ; 3) ρl, ∀l ∈ IL is

randomly taken from a uniform distribution over [0.5, 0.9] with

random θ (random sparsity); 4) random sparsity ρl, ∀l ∈ IL
is randomly taken from a uniform distribution over [0.5, 0.9]
with optimized θ. We see that with the increase of L, the gain

obtained by the optimization of θ increase from 2 bits to 6 bits

for both the uniform sparsity and random sparsity cases. We

also see that the random sparsity cases outperform the uniform

sparsity cases by 2 bits throughout the considered range of L
no matter θ is random or maximized.

C. Simulations for Detector Design

In this subsection, we present numerical results to validate

the efficiency of the proposed the turbo message passing algo-

rithm. In simulations, the elements of X are randomly taken

from the quadrature phase shift keying modulation with Gray-

mapping. We set N1 = . . . = NL = 32 in the multi-

RIS cases. The parameter settings for the X-detector are:

Ixmax = 10, ℓxmax = 200, ξxx = 0.6, ξxu =
2[(2−ξxx)K+ξxxM ]

1.1ξxxMK‖H‖2
2/‖H‖2

F
,

ǫxgamp = 10−10, and ǫxem = 10−10. The parameter settings for

the s-detector are: Ismax = 10, ℓsmax = 1000, ξsx = 0.2,

ξsu =
2[(2−ξsx)N+ξsxMT ]

1.1ξsxMTN‖A‖2
2/‖A‖2

F
, ǫsgamp = 10−8 and ǫsem = 10−8.

The other settings are τmax = 20, ǫtd = 10−3. The presented

simulation results are obtained by taking average over 500
random realizations.

In simulations, we consider the following five scenarios: 1)
PBiGAMP: the receiver detects X and s by the PBiGAMP

algorithm [17] with optimized θ; 2) TMP: the receiver detects

X and s by the turbo message passing algorithm proposed in

this paper with random θ; 3) Opt-TMP: the receiver detects

X and s by the turbo message passing algorithm proposed in

this paper with optimized θ; 4) Lower bound for detecting X

(LB-X): the receiver detects X by the GGAMP-SBL algorithm

[18] with perfect knowledge of s and optimized θ; 5) Lower

bound for detecting s (LB-s) by the GGAMP-SBL algorithm

[18] with perfect knowledge of X and optimized θ.

Fig. 8 compares the BERs of X and s of the single-RIS

system versus the SNR with N = 128, M = 32, and K = 4.

We consider the PBiGAMP, TMP, Opt-TMP, LB-X , and LB-s

schemes for the cases of both with and without the direct link.

We see that the turbo message passing algorithm significantly

outperforms the PBiGAMP algorithm and tightly approaches

the lower bound no matter the direct link exists or not. We also

see that, by optimization, the BER of X is improved by about

4 dB throughout the considered SNR range, and the optimiza-

tion of θ does not have much impact on the performance of
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Fig. 8. The BERs of X and s of the single-RIS system versus the SNR with
N = 128, M = 32, and K = 4.

the detecting s. The reason is that the target function of the

optimization (i.e., I(x;y|s)) is actually the achievable rate of

X .

Fig. 9 compares the BERs of X and s of the multi-PBIT

system versus the SNR with L = 4, M = 32, and K = 4.

We consider the TMP, Opt-TMP, LB-X , and LB-s schemes

under uniform sparsity and random sparisty settings. We see

that, by optimization, the uniform sparsity scenario can achieve

about 4 dB performance improvement and the random sparsity

scenario can achieve about 5 dB performance improvement at

the average BER = 10−4. We also see that the turbo message

passing algorithm tightly approaches the lower bounds for both

the uniform and random sparsity cases.

VIII. CONCLUSIONS

In this paper, we studied the design of passive beamforming

and information transfer for the RIS-aided multiuser MIMO

system. For the passive beamforming design, we formulate

the problem as a stochastic program in which the conditional

mutual information of the RIS-aided multiuser MIMO channel

is used as the metric for optimization, and developed the SAA-

based beamforming algorithm to solve the problem. To reduce
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Fig. 9. The BERs of X and s of the multi-PBIT system versus SNR with
L = 4, M = 32, K = 4.

the high computational complexity of the SAA-based beam-

forming algorithm, we further developed a simplified beam-

forming algorithm by approximating the stochastic program

as a deterministic alternating optimization problem. For the

receiver design, we proposed a turbo message passing algo-

rithm to iteratively estimate the user signals and the RIS states.

Furthermore, we extended all the designs from the single-RIS

case to the multi-RIS case. Numerical results were provided to

demonstrate the superior performance of our proposed designs.

APPENDIX A

From the Blahut-Arimoto algorithm in [19], I(x;y|s) can be

written as

I(x;y|s) = Ey,x,s log
px,y|s(x,y|s)

px|s(x|s)py|s(y|s)
(62a)

= Ey,x,s log
px|y,s(x|y, s)

px(x)
(62b)

= max
p̃(·|·)

Ey,x,s log
p̃(x|y, s)

px(x)
, (62c)

where the expectation E is taken over the joint PDF of y, x and

s, (62b) is based on the fact that x and s are independent of

each other, and p̃(·|·) in (62c) is an arbitrary distribution of x

conditioned on y.

Define an auxiliary variable z = (G2ΘSG1 + H0)x and

recall that w is an AWGN with the elements independently

drawn from CN (0, σ2
w). Then, we have

py|x,s(y|x, s) =
1

(πσ2
w)
M

exp(−
1

σ2
w

(y − z)
H
(y − z)).

(63)

Since I(x;y|s) is maximized when x is Gaussian, we consider

the Gaussian input:

px(x) =
1

πK det(Q)
exp(−xHQ−1x), (64)

where Q = E

(

xxH
)

is the covariance matrix of x. Note that

Q is a diagonal matrix and the kth diagonal element is given by

pk, ∀k ∈ IK . The probability distribution of s is given in (5).

Then, the joint PDF py,x,s(y,x, s) is given by

py,x,s(y,x, s)

= py|x,s(y|x, s)px(x)ps(s)

=
1

(πσ2
w)
M

exp(−
1

σ2
w

(y − z)H (y − z))

×
1

πK det(Q)
exp(−xHQ−1x)

×
N
∏

n=1

[(1− ρ)δ(sn) + ρδ(sn − 1)] . (65)

From [27], the optimal choice of p̃(·|·) follows the Gaussian

distribution and can be written as

px|y,s(x|y, s)

=
1

πK det(Σ)
exp(− (x−Φy)

H
Σ

−1 (x−Φy)), (66)

where Φ is a coefficient matrix to be determined, Φy repre-

sents the conditional mean, and Σ represents the conditional

variance. Plugging (64) and (66) into (62c), we obtain

I(x;y|s) = Es

[

max
Φ,Σ

Ey,x|s (log det(Q)− log det(Σ)

− (x−Φy)
H
Σ

−1 (x−Φy) + xHQ−1x
)]

. (67)

Then, we can obtain (7) by omiting the terms

Es

[

Ey,x|s log det(Q)
]

and Es

[

Ey,x|sx
HQ−1x

]

since

they two are irrelevant to Φ, Σ, and Θ.

APPENDIX B

From the model in (1), we obtain

Ey,x,s

∥

∥

∥
Σ

− 1
2 (x−Φy)

∥

∥

∥

2

2

= tr
{

Σ
−1
[

Q−ΦH0Q− (ΦH0Q)H +ΦH0QHH
0 Φ

H

+ σ2
wΦΦ

H + Es

(

ΦG2ΘSG1QGH
1 S

H
Θ

HGH
2 Φ

H

+ΦG2ΘSG1QHH
0 Φ

H + (ΦG2ΘSG1QHH
0 Φ

H)H

−ΦG2ΘSG1Q− (ΦG2ΘSG1Q)H
)]}

. (68)
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Based on the probability distribution of s in (5), we obtain

Es (S) = ρI (69)

Es

(

SXSH
)

= ρ2X + ρ(1 − ρ) [X]diag . (70)

Plugging (12), (69), and (70) into (68), we obtain (28).

APPENDIX C

A. Derivation of (42)

Denote by hT
n,m the mth row of Hn and let Bm ,

[h0,m, . . . ,hN,m]
T ∈ C

(N+1)×K , ∀m ∈ IM . Then, each

element of W̃X can be written as w̃X,mt = (s̃)
T
Bmxt +

wmt, ∀m, t. The variance of w̃X,mt is

υw̃X,mt
= E

[

(

s̃TBmxt + wmt
) (

s̃TBmxt + wmt
)H
]

= E

(

s̃TBmQBH
ms̃
)

+ σ2
w

=
N
∑

i=0

N
∑

j=0

E (s̃is̃j)
(

hi,mQhH
j,m

)

+ σ2
w

=

N
∑

i=0

K
∑

k=1

υsi |hi,mk|
2pk + σ2

w, ∀m, t, (71)

where E (s̃is̃j) = υsi for i = j ∈ IN and E (s̃is̃j) = 0
otherwise.

B. Derivation of (46)

υw̃s,mt
= E

[

(

sTBmx̃t + wmt
)H (

sTBmx̃t + wmt
)

]

= E

[

x̃H
t B

H
m

(

ρ21N · 1TN + ρ(1− ρ)I
)

Bmx̃t

]

+ σ2
w

= ρ2E

[

x̃H
t

(

1T
NBm

)H (

1TNBm

)

x̃t

]

+ ρ(1− ρ)E
[

x̃H
t B

H
mBmx̃t

]

+ σ2
w

= ρ2
K
∑

i=1

K
∑

j=1

E (x̃∗itx̃jt)
(

1T
NBm

)∗

i

(

1TNBm

)

j

+ ρ(1− ρ)
K
∑

i′=1

K
∑

j′=1

E (x̃∗i′tx̃j′t) b
H
m,i′bm,j′ + σ2

w

= ρ(1− ρ)

K
∑

k′=1

N
∑

n′=1

υxk′t
|hn′,mk|

2

+ ρ2
K
∑

k=1

υxkt

∣

∣

∣

∣

∣

N
∑

n=1

hn,mk

∣

∣

∣

∣

∣

2

+ σ2
w, (72)

where E
[

ssT
]

= ρ21N · 1T
N + ρ(1 − ρ)I, E (x̃∗itx̃jt) = υxit

for i = j ∈ IK and E (x̃∗itx̃jt) = 0 otherwise, and bm,k is the

kth column of Bm.
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