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Abstract—This paper proposes a novel time-frequency warped
waveform for short symbols, massive machine-type communi-
cation (mMTC), and internet of things (IoT) applications. The
waveform is composed of asymmetric raised cosine (RC) pulses to
increase the signal containment in time and frequency domains.
The waveform has low power tails in the time domain, hence
better performance in the presence of delay spread and time
offsets. The time-axis warping unitary transform is applied to
control the waveform occupancy in time-frequency space and
to compensate for the usage of high roll-off factor pulses at
the symbol edges. The paper explains a step-by-step analysis
for determining the roll-off factors profile and the warping
functions. Gains are presented over the conventional Zero-
tail Discrete Fourier Transform-spread-Orthogonal Frequency
Division Multiplexing (ZT-DFT-s-OFDM), and Cyclic prefix (CP)
DFT-s-OFDM schemes in the simulations section.

Index Terms—6G and Beyond, Waveform, Time-Frequency
Warping, massive machine-type communication, mMTC, IoT.

I. INTRODUCTION

THE number of internet of things (IoT) connected devices
is expected to grow exponentially in the next decade

serving various use cases with highly diverse requirements.
Machine Type Communication (MTC), with its massive and
low latency unlimited wireless connectivity, is a key driver in
this expanding trend. To support this massive MTC (mMTC)
vision, it is required to design ultra-low power receivers, highly
efficient sleep modes, and ultra-low-cost MTC devices. This
paper uses the concept of time-frequency warping [1] as a
waveform modifier on signals intended for relaxed synchro-
nization, energy efficiency, and low latency scenarios [2].
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Some of the mMTC use cases are swarm networking transport
systems, future factories, smart cities, zero-energy IoT, and
smart contracts of distributed ledgers [3]. In such applications,
synchronicity and orthogonality constitute a challenge due
to sporadic access in fast dormancy operations [4]. The key
requirements for sixth-generation wireless (6G) and beyond
massive machine and IoT waveforms are time localization,
spectral confinement, very short packet transmission, low
power consumption, and relaxed synchronization [5], [6]. We
propose a waveform that satisfies these requirements and gains
performance over conventional waveform candidates.

This paper is an extension of [1] that proposes a method to
create a spectrally efficient well-contained symbol in time and
frequency domains. The idea is to use high roll-off factors
for the raised-cosine (RC) shaped pulses near the edges of
the symbol and low roll-off factors for the inner pulses.
This is because, in a zero-tail DFT-s-OFDM-like symbol, the
outer pulses contribute more to the time domain zero tails
than the internal pulses. This high containment enhances the
performance in the presence of time dispersion or time and
frequency offsets because the power leaked from the edge
symbols would be minimum in the time domains. Then, the
pulses occupancy in the frequency domain is controlled by
introducing time-axis warping, which will align the spectral
occupancy of all the pulses in the frequency domain. As a
result, intersymbol interference (ISI) in the time and frequency
domains is reduced.

Our preliminary work in [1] did not show how to choose
the roll-off factors profile nor gave any guidance on the
warping function determination. In this study, we attempt to
introduce what is missing in that study but for SC-OFDM-
based waveforms instead of OFDM-based waveforms. We
propose methods to determine an optimized rolls-off factor α
profile, followed by warping function determination that fits
the decided α profile. The paper also explains some concepts
related to modifying the warping function to make a more
confined waveform.

The time-frequency warping modifier is used in the fields
of signal analysis and wavelet theory. In [7], Evangelista
extends the definition of dyadic wavelets to include fre-
quency warped wavelets. Moreover, the time-frequency plane’s
flexible orthogonal and non-orthogonal tilings were defined
using frequency warped wavelets. In [8], designing variable
warped filters is proposed to fit the frequency response of a
signal. Also, for electrocardiogram (ECG) pattern recognition,
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several works used warped time-frequency space to analyze
the ECG signals [9], [10]. Time warping analysis is also used
successfully in speech recognition [11], room acoustics [12],
and ultrasonic guided-wave characterization [13].

The base symbol that we will use is Zero Tail DFT spread
OFDM (ZT-DFT-s-OFDM) [14]; a variation of the (DFT-s-
OFDM) modulation, aiming to decrease the zero tails power.
DFT-s-OFDM is used as the modulation scheme for Long-
Term Evolution (LTE) uplink schemes because of its low peak-
to-average power ratio (PAPR), making it suitable for low-
power systems. On top of that, it will be ideal for the proposed
time-frequency warping method for ease of modulation. There
are different variations of DFT-s-OFDM [15]; a Unique Word
OFDM (UW-OFDM) replaces the cyclic prefix (CP) with
unique symbols in the time domain. ZT-DFT-s-OFM, on the
other hand, replaces CP with zero symbols.

In this paper, the pulses used for modulation can be sym-
metric or asymmetric RC pulses, with different roll-off factors
on each side. As will be shown, asymmetric RC pulses allow
for using low-power tails only where they are needed (at
the edges). The asymmetric windowing and pulses were used
in [16], [17] to reduce out-of-band emissions and increase
spectral efficiency.

Our contributions and key findings of this study are as
follows:
‚ Extending time-frequency warping concept to SC-OFDM

schemes to fit future requirements of highly contained,
energy-efficient waveforms. Zero tail DFT-s-OFDM is
used as the basic waveform shape in this study because
of its sinc-shaped pulses that we replace with the gener-
alized raised-cosine shaped pulses with different roll-off
factors (α). The usage of RC pulses ensures orthogonality
between pulses with various roll-off factors.

‚ A roll-off factor profile analysis is performed using the
diminishing marginal utility approach, and different util-
ity functions are explored. The analysis aims at deriving
an optimized roll-off factors profile.

‚ Insights on different concepts regarding the time-
frequency occupancy of a warped pulse and its rela-
tionship with the warping function are given. We show
that the first derivative of the warping function and
the positions of pulses relative to the warping function
affect the time-frequency occupancy of the pulse and,
consequently, the whole symbol.

‚ For further spectral containment, we propose an asym-
metrically shaped time-frequency warped raised-cosine
pulse. The pulse has different roll-off factors (α s) on its
sides; a higher α value is used towards the edge of the
symbol, and a lower α value is used towards the center
of the symbol.

‚ An analysis for determining the warping function based
on a pre-planned roll-off factors profile is presented.
The analysis uses linear programming to solve a multi-
dimensional problem that cannot be solved analytically.

‚ Transmitter and receiver schemes are proposed with im-
plementation suggestions for computational complexity
reduction. A discussion of system-level optimization us-
ing reinforcement learning (RL) and parametric trends is

introduced.
The rest of this paper is organized as follows; the time-

frequency warping theory is discussed in Section II. Roll-
off factors profile determination is discussed in Section III,
followed by the warping function concepts and design in Sec-
tion IV. The transceiver, modulator, and demodulator scheme
designs of the proposed waveforms are discussed in Section
V. Finally, an evaluation of the time-frequency waveform and
comparison with the conventional counterpart waveforms is
provided in Section VI.

II. WARPED WAVEFORM FORMULATION

In this section, axis warping unitary theory is briefly pre-
sented, and its effect is described when applied to the time-
frequency plane.

A. Axis Warping Theory

Axis warping transformation is a subclass of unitary trans-
formations. The unitary operator U is a linear transformation
that maps between two Hilbert spaces (i.e., U : L2pRq ÞÝÑ
L2pRq). Unitary transformations have the following character-
istics. They maintain inner products (i.e., xUs,Uhy “ xs, hy),
and they preserve energy (i.e., ‖Us‖2 “ ‖s‖2). Axis warping
is applied through the warping function w that maps the axis
x to the new axis wpxq:

w : R ÞÑ R, x ÞÑ wpxq , (1)

where w is a one-to-one, monotonic function. The warped
orthogonal axes x̃, and ỹ are related to the original axes x and
y through:

x̃ “ wpxq, ỹ “ y 9mpwpxqq , (2)

where m “ w´1 is the inverse function of w. Axis warping
of waveform s expressed as follows [18]:

rUsspxq “ | 9wpxq|1{2srwpxqs , (3)

where 9w represents the first derivative of the function w. The
warping transform allows for non-uniform axes manipulation
and provides a flexible method for controlling time-frequency
occupancy.

In the previous study [1], frequency axis warping was used
to dilate the higher roll-off factors subcarriers at the edges
of the OFDM-based symbol band, to decrease the out-of-band
emissions (OOBE) without losing spectral efficiency. This was
the method to ensure that all the subcarriers had the same time
domain occupancy. In this paper, the context is massive MTC-
type communication with low PAPR and high containment in
the time-frequency plane. Therefore, we propose applying the
time axis warping for an SC-OFDM-based waveform. Here
we use axis warping to dilate the time domain pulses at the
symbol edges to equalize the effect of the pulses having higher
roll-off factors at the symbol edges. The warping concept is
shown in Fig.1 and its comparison with filtering in a generic
x-y plane, where x and y can be used to represent time or
frequency interchangeably.

In the case of waveform filtering, the shape of the pulse is
similar for all pulses. The spacing between the pulses on the
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Fig. 1: Windowing versus Axis Warping with gradually chang-
ing roll-off factors.

x-axis is uniform, and the occupancy in the frequency domain
is similar for all of them. For the warped waveform case, the
pulse shape on the symbol’s edges has higher roll-off factors,
hence, lower tails on the x-axis. The pulses with higher roll-
off factors have higher occupancy on the y-axis. Therefore,
warping is used to shrink the x-y plane on the y-dimension by
dilating the x-dimension at the position of the high α pulse.
The warping function has to be designed to fit the roll-off
factors of the pulses, and the roll-off factors should be chosen
to have low power of tails without losing spectral efficiency.

B. Frequency Domain Deformation

Axis warping in the time domain creates deformation in the
frequency domain [19]. Let Hpfq be the frequency domain
response of the unwarped version of the studied waveform.
The frequency domain warping deformation results from the
operator:

Wt “ FWF:, (4)

where F, and F: are the Fourier and inverse Fourier transforms,
respectively. W is warping operator such that; rWhsptq “
a

9wptqhrwptqs. The first part of the Wt operator is

WF:pt, fq “
ż

R

a

9wptqδpwptq ´ τqej2πfτdτ

“
a

9wptqej2πfwptq.

(5)

Then,

FWF:pf, νq “
ż

R

a

9wptqej2πνwptqe´j2πftdt. (6)

So, the new shape of H after warping is found by

rFWF:Hspfq “
ż

R
Hpνq

ż

R

a

9wptqe´j2πpft´νwptqqdtdν.

(7)
The output of this operation can not be found analytically

for warped RC pulses, or windows [20]. Therefore in the
following sections, numerical methods will be used to cal-
culate the frequency domain leakage based on the previous
formulation.

III. ROLL-OFF FACTORS PROFILE DETERMINATION

In this section, we build our analysis based on RC pulses.
The side-lobes of the RC pulses at the band’s edge contribute
the majority of the out-of-band power, and as we move away

from the edge, this contribution decreases. As a result, having
pulses with higher α near the edges makes sense, because a
high roll-off factor translates into lower side lobes. The pulses
away from the edge, on the other hand, do not need to have
high α values.

When the first pulse on the edge has a roll-off factor of
α1 “ 1, the side-lobes of this pulse are suppressed the most.
The warping function should extend the x-axis by a factor of
p1`α1q to occupy the same window in the transform domain
y. This extension is a price to pay for side-lobe suppression.
Because all of the pulses near the edge contribute to out-of-
band power (or zeros time gap) with different weights, they
should all have suppressed side lobes with different α values.
As a result, each of them will incur an extension cost. This
extension adds up, resulting in a loss of spectral efficiency.
As a result, this expansion must be handled with care in order
to achieve the greatest out-of-band suppression with the least
amount of warping expansion. It would be inefficient to assign
high α values for those pulses as they move further away
from the edge because they start to contribute less to the
out-of-band power. This is precisely a case of Diminishing
Marginal Utility [21]. According to the economic principle of
diminishing marginal utility, as we spend more of a cost—in
this case, the roll-off factor of the pulses—the marginal utility
decreases. What decreases in our case is the reduced out-of-
band power contribution for each pulse. Roll-off factors will
be chosen in accordance with the law of equalizing marginal
utility. We define the utility as the suppression of the first
out-of-band side lobe and the cost as the warping function
expansion. The expansion paid for suppressing the nth lobe of
the nth pulse should be the same as that paid for suppressing
the first lobe of the first pulse.

u1
c1
“
u2
c2
“ ... “

un
cn
. (8)

Different criteria can be used to represent un and cn. In this
study, we will propose and solve three different criteria. un
denotes the power suppression of the first lobe just after the
last pulse (The edge of the symbol). The power of the first
lobe is the greatest of the side lobes. The worst-case scenario
is when all the side lobes of the pulses constructively interfere.
Assuming the worst case, the total power under the first lobe
PT is represented as.

PT pxq “ p|L1pxq| ` |L2pxq| ` ...` |Lnpxq|q
2, (9)

where Lnpxq represents the nth lobe amplitude value of the
nth pulse at x. Then, the total power under the first lobe is:

PT pxq “

ż

1stlobe

p|L1pxq|`|L2pxq|` ...`|Lnpxq|q
2dx. (10)

The power suppression caused by shaping the nth side-lobe
is calculated by subtracting the total power of the side-lobes
before and after shaping the nth one on the duration of the
first lobe after the edge.

un “

ż

1stlobe

p|L1pxq| ` |L2pxq| ` ...` |Lnpxq|q
2´

p|L1pxq| ` |L2pxq| ` ...` |Lsnpxq|q
2dx.

(11)



This can be reduced to:

un “

ż

1stlobe

p|Lnpxq|
2 ´ |Lsnpxq|

2q`

2p|Lnpxq| ´ |Lsnpxq|q
ÿ

m‰n

|Lmpxq|dx.
(12)

We will consider three different assumptions to solve Eq.
(8) and Eq. (12) for RC pulses.

1) Case 1: The the cost is represented as the -to be applied-

equivalent warping expansion cn “
1

1` αn
. un is taken from

Eq. (12). The equations are solved iteratively, and the solution
of the roll-off factor profile starting with α1 “ 1 is shown in
Fig. 2 for 6 and 12 pulses.

2) Case 2: Here we define a simpler utility function as the
suppression due to shaping the nth side-lobe by subtracting
only the nth pulse side-lobe power before and after shaping.

un “

ż

1stlobe

p|Lnpxq|
2 ´ |Lsnpxq|

2dx. (13)

The warping expansion is the same: cn “
1

1` αn
, and

α1 “ 1. Results of solution 2 are shown in Fig. 2 for 6 and
12 pulses.

3) Case 3: The assumption, in this case, is to contribute
all the pulses similar to the symbol’s 1st lobe power.

ż

1stlobe

|L1pxq|
2dx “ ...

ż

1stlobe

|Lnpxq|
2dx. (14)

This will give a steeper roll-off profile, as shown in Fig. 2.
We can observe that different un and cn criteria can result in
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Fig. 2: Roll-off factors profile with pulse 1 has α “ 1.

different trends in the α profiles. Each will lead to a different
zero-tails suppression, and different spectral efficiency, as
will be shown in the next sections, The optimality of the
roll-off factor profile will depend on the containment versus
spectral efficiency compromise. Next, we discuss the concepts
of designing the warping function based on a known roll-off
factors profile.

IV. WARPING FUNCTION DESIGN

This section discusses the concepts for designing the warp-
ing function with the pulse shapes to achieve a well-contained

waveform. The first idea is the slope of the warping profile; the
second is about the pulse position with respect to the warping
function. The third concept is the proposition of asymmetrical
pulses.

A. Introductory Concepts
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Fig. 3: Warping concept 1: different warping slopes, same roll-
off factor 0.33.

1) Concept 1: The effect of warping function slope profile:
The first derivative of the warping function at point x is
proportional to the inverse of the expansion in the x-axis
direction. In the time-domain pulses, the expansion is in the
time domain. In Fig. 3, there are four examples of the warping
functions first derivatives 9ωptq. The RC pulse has a roll-off
factor of α “ 0.33. By replacing t with ωptq, the time domain
of the warped RC pulse is represented as:



RCptq “

$

’

’

’

&

’

’

’

%

π

4
sincp

1

2α
q, ωptq “ ˘

1

2α

sincpωptqq
cosp

1

2α
q

1´ p2αωptqq2
otherwise,

(15)

while according to Eq. (7), the frequency domain representa-
tion RCpfq is formulated as:

RCpfq “
ż

R
Rpνq

ż

R

a

9wptq e´j2πpft´νwptqq dt dν , (16)

where

Rpνq “

$

’

’

&

’

’

%

1, |ν| ď
1´ α

2
1

2

`

1` cosp
π

α
r|ν| ´

1´ α

2
sq
˘

,
1´ α

2
ă |ν| ď

1` α

2
0 otherwise .

(17)
For the constant 9ωptq value case, we can observe a RC

window in the frequency domain with occupancy proportional
to that value. When 9ωptq is represented with a sigmoid
function,

9wpxq “ sigmoidpt{T q, (18)

where the variable T controls the second derivative :wptq, i.e.,
the rate of change of the warping function slope across the t
axis. A steep change in the slope of the warping function
can be accomplished with a low T value and vice versa.
We can see that the frequency domain window will have
spectral components from the warping high slope values and
the low slope value. Moreover, the second derivative of the
warping function also affects the resultant window shape. If
:ω is higher (low T ), the window occupancy is higher. This is
because the frequency domain representation is equivalent to a
convolution between the unwarped frequency domain window
and the chirp function modulated by ωptq as in Eq. (16). As the
chirp function has more occupancy and leaks in the frequency
domain [20], the convolution result will have a small leakage
outside the expected spectrum.

2) Concept 2: The effect of pulse position within the warped
time-frequency space: Now, consider the same warping func-
tion with the sigmoid shape shown in Fig. 4. The pulses shown
in the figure have the same roll-off factor α “ 0.33 but have
different positions. The pulse on the left is warped with higher
values of 9ω than the pulse on the right for the same warping
function. Due to this, the frequency domain occupancy of the
left pulse is higher than the pulse on the right. Therefore,
the designed warping function will have different effects on
adjacent pulses even if they have the same roll-off factors.

3) Concept 3: Pulse Shapes: We propose a signal based on
zero tail DFT-s-OFDM [14], but with different pulse shaping.
Due to spreading with the DFT operation, ZT-DFT-s-OFDM
uses sinc shaped pulses. In our proposed pulses, we aim
to have a pulse with adjustable tail power (time-frequency
occupancy). Raised-cosine pulses are a good candidate, as
roll-off factors control the pulse shapes. Also, different RC
pulses with different roll-off factors can coexist orthogonally.
It was proposed in [1], [22] to use pulses with high roll-off
factors (low power tails) at the edges of the symbol and pulses
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Fig. 4: Warping concept 2: One warping profile, different pulse
centers.

with low roll-off factors (high power tails) in the inner part of
the symbol. Here, we propose using the same concept with a
different pulse shape.

In this study, we refer to the conventionally raised cosine
pulse as a "symmetric" RC pulse, because later, we define
an asymmetric RC pulse. The symmetric RC pulse has an
adjustable transition band roll-off parameter αn, and unlike
sinc functions, the side lobes amplitude can be adjusted, and
the transition band’s rate of decay can be controlled. The
symmetric RC pulse shaping function in the time domain is
expressed as in Eq. (15).

Next, we define and motivate asymmetrically shaped RC
pulse P . The warping modifier compensates for the spectrum
expansion caused by applying roll-off factors. Due to that,
the warping function slope progresses smoothly over several
pulses; we will have different slopes on the two sides of the
time domain RC pulse. Hence, it is reasonable to have different
roll-off factors for the two sides of the pulse. The lower α is
assigned to the side towards the inner part of the waveform
(higher 9wptq), and the higher α will be assigned towards the
edge side of the waveform (lower 9wptq). This pulse shape
results in higher power containment in the frequency domain.

A symbol S of length L pulses, and modulated with N data
symbols arns as follows:

Spxq “
N
ÿ

n

arns Pnpx̃´ zh ´ nq, (19)

where n is the number of the data symbol, and zh is the
number of zero head symbols. The zero-tails are the rest of
the unmodulated symbols (zt “ L ´ N ´ zh). The warping
transform is unitary, hence, it is accompanied by an amplitude-
changing factor,

a

pwptqq, as in Eq. 5. However, if this factor
is incorporated into the proposed modulation, the warping
effect would also appear in the constellation of the modulated
data. It would result in varying amplitudes of the warped
pulses and hence different I/Q constellation representations.
To mitigate this effect, we maintain the same amplitude for all
the warped pulses, which violates one of the unitary conditions
of the warping transform by altering the energy of the pulses
but not their orthogonality.

The asymmetric RC pulse Pn is formulated as follows:
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Fig. 5: Warping Concept 3: Symmetric versus asymmetric
pulse shapes.

Pnpxq “

$

’

’

’

’

&

’

’

’

’

%

π
4 sincp 1

2α1,n
q ;x “ ´ 1

2α1,n

π
4 sincp 1

2α2,n
q ;x “ 1

2α2,n

sincpxq
cospπxα1,nq

1´p2xα1,nq2
;x ă 0

sincpxq
cospπxα2,nq

1´p2xα2,nq2
;x ě 0 ,

(20)

where α1,n is the roll-off factor of the left (negative) side
of the n’s pulse and α2,n is the roll-off factor of the right
(positive) side of the n’s pulse.

Fig. 5 shows an example of our used warped pulse
shape. The higher α “ 0.8, and the inner α values are
t0.8, 0.35, 0.15u. The three pulses share the same warping
profile, which has a lower slope on the left. We can see that
the spectrum shape of the two non-symmetric pulses has lower
leakage than the conventional symmetric one.

The leakage value cannot be solved analytically for such
a shape [20]. So, in the following analysis, numerical cal-
culations show how different inner roll-off factors can have
different leakages. The three pulses share the same warping
profile Eq. (18). The warping function has a lower slope on
the left pt ă 0q. The spectrum leakage values cannot be solved
analytically; therefore, next, we show the impact of changing
the inner roll-off factors numerically.

4) Concept 4: We have the asymmetrically defined RC
pulses in Eq. (20) with α1 “ 1. And we want to find the
impact of α2 on the spectral leakage for a warping function
that changes its slope from low at the α1 region to high at the
α2 region.

We sweep the values of α2 at different T values and
calculate the leakage ratio L outside the range r´0.5, 0.5s.

L “ 1´

ş0.5

´0.5

ş8

´8
Pα1,α2

pwptqqe´j2πftdtdf
ş8

´8

ş8

´8
Pα1,α2

pwptqqe´j2πft dtdf
. (21)

We observe from the results in Fig. 6 that the value of the
optimum α2 changes with the warping profile. However, there
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Fig. 6: Leakage versus inner roll-off factors.

is no obvious trend in the relationship between the inner α,
minimum leakage point, and the warping slope represented in
T . The reason for that is that the leakage value is determined
from the Fourier transform of a warped asymmetric pulse,
which involves complex constructive and destructive harmonic
interferences in the transform domain tails. This makes it a
nontrivial task to find a closed form for this trend. Therefore
the lowest leakage achieved at different inner roll-off factors
for different T values needs to be determined with an opti-
mization algorithm.

5) Concept 5: The warped pulses and the warping function
in a sampled system are defined at specific instances in the
time domain. The warping function shifts the peak of the
sinc or the RC pulse to a different position, resulting in the
data or information symbol being moved to a new position
in time. It will be demonstrated in the subsequent sections
that the warping function should be designed in such a way
that the new position precisely aligns with sampling instances.
Therefore, upsampling is necessary to achieve this goal. The

Fig. 7: Warping Concept 5: The effect of the oversampling
ratio.

upsampling ratio plays a crucial role in achieving a smooth
transition in the warped pulses and reducing the side lobes
in the transform domain. To illustrate this concept, Fig. 7,



shows two warped pulses with the same position and warping
function but different oversampling ratios.

The upsampling ratio plays a crucial role in achieving a
smooth transition in the warped pulses and reducing the side
lobes in the transform domain. To illustrate this concept, Fig. 7
shows two warped pulses with the same position and warping
function but different oversampling ratios.

The pulse with a higher sampling rate fs2 has six samples
before and seven samples after the peak, while for the lower
rate fs1, there are three samples before and after the peak,
with the fourth sample that counts for the warping effect
coming later in time. That is per 1T duration of the RCpt{T q
function. This lack of a smooth transition leads to unwanted
side effects in the frequency domain, resulting in a higher
frequency side-band leakage for the lower sampling rate.
Another solution for higher leakage at fs1 is to use a warping
function that changes its slope at a lower rate to be more
suitable for the low sampling rate. The following section
includes the waveform design optimization problem.

B. Warping Function Determination

This section presents an analysis of designing the warping
function based on the prior design of the roll-off factors profile.
The roll-off factor in Section III has higher values at the
waveform edges and lower values during the inner part. As a
result, the high α valued pulses will occupy more space in the
transform domain (frequency domain). The warping function
is designed to compensate for the high roll-off factors induced
expansion. Hence, the first derivative of the warping function
9wptq should progress from a low value at the edges to a higher

value at the middle.
The warping function slope transitions smoothly from a

high value in the middle to a low value at the edges of the
symbol. To have this smooth transition between two values,
we assume using sigmoid functions for this study. However,
other functions can be used, such as exponential functions
or higher-order polynomials, as long as smooth transition
and monotonicity are preserved. Our warping function is the
addition of two sigmoid functions:

9wptq “

˜

1

2
`
1

2
sigmoid

´ t´ t1
T

¯

¸

`

˜

1

2
´
1

2
sigmoid

´ t´ t2
T

¯

¸

.

(22)
Then by using the tanh function as the sigmoid function.

9wptq “

˜

´ tanh
´ t´ t1

T

¯

` tanh
´ t´ t2

T

¯

¸

sin ´ sout
2

` sout.

(23)
The parameters that shapes the warping function are 1) edge

slopes sout 2) inner slope sin 3) sigmoid centers t1, t2 4)
sigmoid progression T . The shape of the warped RC pulse in
the frequency domain is in Eq. (16). We define the ratio of
the spectrum leaked power out of the boundaries r´fm, fms

Ln “ 1´

şfm

´fm

ş8

´8
RCαnpwptqqe´j2πftdtdf

ş8

´8

ş8

´8
RCαnpwptqqe´j2πftdtdf

. (24)

We use linear programming to get the maximum spectral
efficiency with the minimum out-of-spectrum leakage [23].

Linear programming is a technique for optimizing a linear
function in order to achieve the best possible result. This linear
function or objective function is constrained by linear equality
and inequality. The best result is obtained by minimizing or
maximizing the objective function. We use the conventional
simplex method [24] to solve the linear programming opti-
mization:

max
sout,sin,t1,t2,T

˜

´ tanh
´ t´ t1

T

¯

` tanh
´ t´ t2

T

¯

¸

.

sin ´ sout
2

` sout

s.t. max
n

L ă ξ , L “ tLnuNn“1,

(25)
where ξ, the leakage bound per pulse, has a value that
approaches zero. Therefore, the condition (maxn L ă ξ)
ensures that the spectrum is bounded within the ratio limits ξ.

α1,out α2,out α3,out α4,out α5,out α6,out

1 0.48 0.34 0.27 0.17 0.08

TABLE I: Roll-off factors of the pulses from outside to inside.

Sin Sout tedge T

Sym. P 0.98 0.49 5.3 -5.3 1.8
Asym. P 0.98 0.49 5.7 -5.7 3
α1,in α2,in α3,in α4,in L D

1 0.48 0.34 0.27 0.02% 14.06
0.3 0.1 0.08 0.08 0.02% 13

TABLE II: Symmetric versus Asymmetric pulses solution 1
L=0.3%.

In the case of asymmetric pulses, extra parameters will
be added to the optimization problem. The inner α values
of the edge pulses have optimum values that change with
the warping profile, changing the optimization boundaries and
allowing for higher spectral efficiency. The rolls-off factors
profile generated from Eq. (14) is shown in Table I, for six
pulses. This profile is mirrored and used for the next six pulses.
In Table II we show a solution for a 12-pulses waveform with
RC and asymmetric RC pulses. The value D represents the
warping expansion in the time domain from the first pulse to
the last pulse:

D “ w´1p´5.5q ´ w´1p5.5q. (26)

In the absence of any warping, for 12 pulses, this value
will be 11T . By substituting Eq. (22) we plot the slope of the
warping profile for the two solutions as shown in Fig. 8.

To perform the warping with no interpolation errors, the
sampling duration Ts should be less than the data symbol
duration. The time samples mTs should be mapped to the
integer n in the warped domain, where m is an integer, and n
is the number of the pulse in the pulse stream. Otherwise, there
will be sampling offsets, and inter-symbol (pulse) interference
will occur. We propose to fit the above warping function to
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Fig. 9: Warping function interpolation for 12 pulses.

a piecewise spline warping function to maintain orthogonality
between pulses.

The spline interpolator uses a piece-wise polynomial to fit
small subsets of the interpolated function between specific
values called the knot samples. The spline segments are low-
degree polynomials which makes it better than using a single
high-degree polynomial that fits all the points. For n pulses, we
need n`1 polynomial segments and n knots, and the simplest
polynomials are the cubic splines with the conditions:

q1ipxiq “ q1i`1pxiq

q2i pxiq “ q2i`1pxiq,
(27)

where q1i and q2i are the first and second derivative of the
segment qi at the knot xi. In our case, the knot samples are
the points where the pulses exist on the oversampled axis.
As shown in the example in Fig. 9, the new spline warping
function maps the discrete time domain samples xt “ w´1pnq
to the nearest integer values and the warped values wpw´1pnqq
to the nearest n. In this example, a length of 128 samples is
intended to represent the warped symbol, which will require
an inverse Fast Fourier transform (IFFT) length of 128 at the
receiver, as will be discussed in the following section.

V. TRANSCEIVER DESIGN

This section proposes a transceiver design for the presented
time-frequency warped waveform. We show the waveform
representation along the transceiver chain, along with the
transceiver blocks needed to accomplish the modulation and
demodulation. The sampled warping function at the sampling
instances, pwpxtq ; xt P Zq, should have integer values at the
sampling points w´1pnq. Otherwise, interpulse interference
will occur as the peaks and the zeros of the pulses will fall
in between sampling points. Therefore, the first derivative of
the warping function 9wpxq is quantized to match the above
condition. And the warping function becomes a piecewise
function that follows a sigmoid profile. We show in Fig. 11
the signal representation at different stages of the transceiver
chain.

A. Transmitter

Σ

a[1] P1( x - nh)
~

a[2] P2( x - nh -1)
~

a[N] PN( x -nh-N+1)
~

...

Fig. 10: Proposed transmitter block diagram.

The transmitter is implemented using a filter bank scheme,
as shown in Fig. 10 because there are several pulse shapes
included in the same waveform. The complex data symbols
arns are modulated by the pulse shapes at each branch then
the results are added using a summation block, satisfying the
modulation in Eq. (19) and Eq. (20). Each branch is shaped
with the corresponding pulse Pnpx̃´ n´ zhq, by considering
the spacing of zero heads and zero tails. The sampling rate
of the filter is higher than the data symbol rate to satisfy
the warping function’s characteristics. As mentioned above,
to define the warped axis x̃ “ wpxtq, a piecewise cubic spline
is used.

x̃ “

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

a0x
3
t ` b0x

2
t ` c0xt ` d0 ; 0 ă w´1pxtq ď 1

a1x
3
t ` b1x

2
t ` c1xt ` d1 ; 1 ă w´1pxtq ď 2

...
anx

3
t ` bnx

2
t ` cnxt ` dn ;n ă w´1pxtq ď n` 1

...

,

(28)
where the piecewise intervals are between the spline knots
while the parameters, an, bn, cn, and dn satisfy the conditions
in Eq. (27),

We can observe the shape of the individual waveform pulses
and their positions in the oversampled time domain in Fig. 11a.
TN represents the duration of the Nyquist rate.
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Fig. 11: Wavefrom stages along the transceiver chain.

B. Receiver

The receiver scheme used in our work is identical to the
DFT-s-OFDM receiver but with a higher sampling rate to
account for the nonuniform spacing between the symbols. The
reception window is rectangular-shaped, as defined by the FFT
operation, which means that the receiver filter is unmatched
with the raised cosine-shaped filter of the transmission pulses.
However, the received symbols are free of ISI. The ISI-free
property holds because the transmitted pulses are designed
to be orthogonal (ISI-free) [25], [26]. The reason that the
reception filter is unmatched is that the transmitted symbol has
several roll-off factors, hence the difficulty of being matched
to all of them.

As shown in Fig. 12, after single to parallel conversion,
the signal is transformed to the frequency domain using
a fast Fourier transform (FFT) block. The signal is then
equalized via a frequency domain equalization (FDE) block.
Then transformed back to the time domain via an IFFT
block. The estimates of the data symbols are then extracted
after nonuniform downsampling with the exact nonuniform
mapping at the transmitter.

When the signal is in the air, the multipath channel affects
the frequency domain shape; also, the noise will be added,
as shown in Fig. 11b. We keep showing the empty sidebands
because the receiver captures the signal with oversampling V .
The signal is received in the time domain, hence, Fig. 11b
represents the output of the receiver FFT. The DFT operation
run by the FFT block results in the received frequency domain

representation

Rpxf q “
V N´1
ÿ

xt“0

rpxtq.e
´j 2π

VN xfxt . (29)

Practically, the sidebands will not be zero; but they contain
the neighboring transmissions, and they will be filtered out.
Therefore, the FFT output of the center band is the frequency
bins that we will keep, and the other side frequency bins are
discarded. Note that, in Fig. 12, the FFT block has an "FFT-
shift" operation embedded. An FFT-shift operation rearranges
the frequency bins to put the zero-frequency bin in the middle
of the output array. The same is done for the IFFT block input.
For an xf range r0, V N ´ 1s ,in Eq. (29), we keep the bins
r0, N ´ 1s Y rV N ´N, V N ´ 1s.

To reduce the receiver complexity, FFT pruning [27] is used
for the non-used bins. FFT pruning is a technique to efficiently
compute the discrete Fourier transform (DFT) for a subset of
input points or output points or a subset of both. Further details
are in the following sections.

I-FFT

a[1]

a[2]

a[N]

...

FFT FDE

......

S/P

...
...

...

...

...

...
...

a[3]...

t

Fig. 12: Proposed receiver block diagram. 1

1 The FFT and IFFT blocks have an "FFT-shift" operation
embedded.

FDE can be performed either using minimum mean square
error MMSE or zero-forcing equalization, but comparing the
equalizers is outside the scope of the paper. For zero-forcing
equalization, the resultant vector is

Repxf q “
Rpxf q

Hpxf q
s.t. xf “ r0, 2N ´ 1s. (30)

Additionally, the choice between time domain equalization
(TDE) and frequency domain equalization (FDE) depends on
the specific characteristics of the wireless channel and the
system requirements. Although the DFT-s-OFDM scheme is
capable of and compatible with frequency domain equaliza-
tion, the system can still equalize using the time domain
equalization schemes. Nevertheless, the unequal spacing of the
warped symbols makes it difficult to space the channel impulse
response taps with the symbol rate. However, it is possible to
space them with the oversampling rate since it is equispaced.
This might entail the usage of a training sequence that differs
in its characteristics from our proposed warped waveform.

The resultant values of the frequency bins are shown in Fig.
11c. This spectrum has in its content nonuniformly sampled
information in the time domain that we want to retrieve. A
nonuniform IFFT can be used for this task [28], [29]. However,
existing nonuniform FFTs are essentially a combination of a
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Fig. 13: Splitting modulation regions for lower computational complexity.

local interpolation scheme and the standard FFT, which would
introduce interpolation errors in the resultant vector.

Instead of interpolation, we will realize the nonuniform
samples via high-resolution transform content by pruning
[30]. This enables the extraction of the samples at the pulse
positions predefined from the warping function. Further details
on the pruning method and its computational complexity are
presented next. The IDFT operation at the IFFT block retrieves
the equalized waveform in the time domain,

repxtq “
ÿ

xfPbaseband

Repxf q.e
j 2π
VN xtxf , (31)

where the output of the FDE block is assigned to the
baseband P r0, N ´ 1sY rV N ´N,V N ´ 1s interval. We are
interested in the output samples at xt “ w´1pnq. We show
the corresponding positions of those received symbols ârns on
the oversampled warped pulses output by the IFFT block, in
Fig. 12. Therefore, the IFFT block will benefit from pruning
at its input and output. Further, the computational complexity
reduction of pruning is presented in the next subsection.

C. Computationally Efficient Methods

This section proposes methods for efficient computational
complexity at the transmitter and the receiver. First, we pro-
pose the availability to reduce the complexity of the transmitter
filter bank by considering the 9wpxtq function with a flat
middle. Then we give further details on the pruned FFT and
IFFT blocks at the receiver.

1) Transmitter: For symbols with a relatively high number
of pulses, a middle region of pulses has the lowest α value,
which is constant for this region of pulses. The result of this is
the availability of a warping function with the same slope over
this region, taking into consideration the duration of the effect
of these pulses on the time axis. Fig. 13 shows the middle
pulses with the solid red line and the edge pulses in the blue
dotted line. The constant 9wpxtq region extends to include the
middle pulses with their tails. This extra duration will depend
on the minimum α value. The middle pulses are not warped;
therefore, they can be modulated by a parallel structure of the
DFT-s-OFDM modulator, as shown in Fig. 14. The DFT-s-
OFDM part has a long IFFT output to match the sampling
rate of the filter bank part responsible for the warped pulses.

The number of filter bank branches is the number of the
edge pulses 2E. The summation block adds the two streams
of the filter bank structure and the DFT-s-OFDM structure,
and the edge pulses’ corresponding positions are left empty

Σ

a[1] P1( x - nh)
~

a[ ] P ( x - nh
~

a[N] PN( x -nh-N+1)
~

...
...

- E+1)E

a[ P ( x - nh
~

- E+1)N-E+1]

... P/S

...

...

...

IFFT

...

FFT

...

a [ E+1]

a[ N-E]

E

N-E+1

Fig. 14: Splitting modulation regions transmitter scheme.

in the DFT-s-OFDM structure. A block between the FFT and
the IFFT is responsible for the pulse shaping with the middle
α value. The block input and output sizes are as follows:

‚ The FFT has N inputs and 2N outputs to account for the
windowing space.

‚ The windowing block has 2N inputs and 2N output.
‚ The IFFT block has 2N inputs and V.N outputs, where
V is the upsampling rate.

Splitting the modulation regions as proposed reduces the
computational complexity due to using the efficient FFT and
the IFFT blocks. Furthermore, the IFFT block can be more
efficient if pruning is used to exclude V N ´ 2N inputs from
the IFFT butterfly structure. We assume a radix-2 decimation
in frequency (DIF)-IFFT with Skinner pruning [31] for this
block. FFT pruning for N inputs and L outputs has computa-
tional complexity OpNlogLq. The computational complexity
of the proposed two-mode transmitter is OpV N log N `

V NEq instead of OpV N2q for the full filter bank scheme.
The complexity of the transmitter is plotted in Fig.15 as

a function of N for various V and E values. The upper
two curves show a quadratic increase in power, while the
lower three curves correspond to the proposed modulation
splitting approach. The proposed reduction is valid in the
regions N ą 2E, and it appears to branch off from the higher
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Fig. 16: Receiver computational complexity.

complexity curve with the same V value. This indicates that
beyond a certain value of E, determined by the warping profile,
it is advantageous to use the proposed modulation splitting
technique.

2) Receiver: The receiver block in Fig. 12 has two blocks
that can benefit from pruning. The block input and output sizes
are as follows:
‚ The FFT of size V N has V N inputs and 2N outputs to

account for the windowing space.
‚ The FDE block has 2N inputs and 2N output.
‚ The IFFT of size V N has 2N inputs and N outputs,

where V is the upsampling rate.
The computational complexity reduces to OpV NlogN{V q
instead of OpV NlogV Nq (see Eq. (4) in [30], assuming
2log2p2Nq ą log2pV Nq). A pruned FFT can either be DIT
or DIF type. We propose a radix-2 DIF FFT with Skinner’s
pruning at the output for the FFT block. For the IFFT block,
we propose a radix-2 DIT IFFT with Markel’s pruning [32] at
the input and Skinner’s pruning at the output.

For the receiver, the pruning reduction is shown in Fig. 16 .
We can observe that the complexity increases with V, but the
pruning becomes more effective at higher V.

D. System Level Optimization (RL State Action Space)

The design space, degrees of freedom, and flexibility are
high in the proposed waveform. In this section, we discuss the
system parameter trends. Then we introduce a reinforcement

learning-based optimization approach to flexibly design the
proposed waveform between a transmitter and a receiver. On
an arbitrary link between a transmitter and a receiver, there
are a group of optimizable tradeoffs that are dependent on
the receiver and transmitter requirements, capabilities, and the
communication scenario priorities.

Power consumption Pw, spectral efficiency Se, out-of-band
emission Ef , time domain zeros suppression Ez , bit error
rate BER, and tolerance to temporal τs shifts are among the
parameters that need to be optimized over a communication
link. A utility function representing the link requirements
denoted by UpPw, Se, Ef , Ez, BER, τsq, at specific values
of the above parameters, has the gradient ∇U corresponding
to the weight or the importance of each requirement in relation
to the others.

1) Parametric Trends: Here we discuss the relationship
between three main parameters and the rest of the system’s
variables; oversampling rate, roll-off factor profile, and the
number of pulses.

The oversampling enables an interpolation-free receiver for
the warped waveform. With higher oversampling, we can have
less abrupt transitions for the discrete warping function, hence,
lower frequency OOBE. Moreover, this can allow a steeper
warping function, which allows for a steeper roll-off factor
profile. And a symbol with a steep roll-off factor profile (low T
parameter in Eq. (25)) can be well-contained with short bursts
of pulses N , hence lower latencies. Given that the pulses can
carry higher modulation orders, the drawback of oversampling
is the increased complexity of the transmitter, the receiver, and
the corresponding energy expenses.

The roll-off factor profile controls the compromise of higher
spectral efficiency versus higher containment due to lower
time-domain zero tails, given that the warping function con-
forms to the same spectral window for all the pulses. Low
time-domain zero tails are better for temporal shift offsets.
But, again, the steep α profile may need a higher V .

When low latency and short bursts are not needed, a higher
number of pulses can allow higher spectral efficiency. The
reason for that is that more inner spectrally efficient pulses
can be packed along with the edge lower spectrally efficient
pulses, as in Section V.C.1. Therefore, on average, the spectral
efficiency of the whole symbol will be higher. On top of that,
a relaxed roll-off factor profile and warping function can be
used (high T parameter in Eq. (25)). Hence, a lower V can be
acceptable. However, increasing N will increase the FFT/IFFT
sizes at the receiver and, consequently, the complexity. This
means that there will be a sweet spot for the N versus V
depending on the link requirements.

Higher spectral containment and lower zero tails lead to
lower interference levels between adjacent symbols in time
and frequency domains. This translates into lower BER in the
presence of adjacent interferers, as shown in the Simulations
Section. The gain in throughput will depend on the SNR
level of operation, higher modulation order, and error coding
scheme, Therefore, we propose next the RL-based optimiza-
tion method that customizes the waveform parameters based
on the link needs.



2) RL Based Optimization: In this section, we propose a
state-action space for the above optimization problem in a
reinforcement learning context. RL is a powerful instrument
that can reach policies and methods that go beyond simple
human decision-making procedures [33], [34]. The agents
in this paradigm use a comprehensive state-action reward
function or table (Q-table), which is a mapping of actions
with predicted rewards. Based on this, the agent chooses one
of the potential actions. As a result, it transitions to a new
state with a different reward. The agent’s ultimate purpose
is to collect as much cumulative reward as possible. RL has
been used in communication systems for different optimization
problems [35], [36], [37]. In this section, we are not proposing
a specific RL learning algorithm, which can be explored in a
future study; however, we are limiting our suggestions to the
state-action space design. The RL problem is well described
by a Markov Decision Process (MDP). MDP systems obey the
Markov property where the transitions of the process depend
only on the current state and actions and not the prior history.
The MDP is described by the tuple ă S,A,R, T, γ ą, where
the elements of the tuple are:
‚ S is the set of all valid states that can be discrete or

continuous.
‚ A is the set of all valid actions.
‚ R : S ˆ A ˆ S ÞÑ R is the reward function, with rt “
Rpst, at, st`1q, and t is the time step unit.

‚ T : S ˆ A ÞÑ T ps1q is the transition probability to state
s1 if action a taken at state s.

‚ γ P r0, 1s is the discount rate mapping to the future
rewards.

Action-Value Functions: The action-value function (Q-
function) represents the expected return of the state-action pair
ps, aq, under policy π. Actions are extracted from the value
functions such that we maximize the expected returns.

Qπps, aq “ E
”

ÿ

tě0

γtRpst, at, st`1q | at „ πp¨|stq,

s0 “ s, a0 “ a
ı

.

(32)

The above equation means that the expected return is
determined from all of the future state action routes decided
by the policy and discounted by the factor γ. The Q-function
is updated when transitioning from state-action ps, aq to new
state s1, and a reward r is received

Qps, aq ÐÝ p1´ αqQps, aq ` αrr ` γmax
a1

Qps1, a1qs, (33)

where, α is the learning rate. Next state s1 is sampled from
the environment’s transition rules s1 „ P :“ s1 „ P p¨|s, aq.
The next action is sampled from the policy rules a1 „ π :“
a1 „ πp¨|s1q.

In our learning system, rewards are calculated at the receiver
and transmitter, reflecting the system preferences. The Q-
function is shaped by the rewards to guide the agents toward
the maximum reward.

State-Action Space: For an efficient learning process, it is
essential to represent an abstract learning problem with low
state-action dimensionality [38]. We consider the warping and
roll-off profiles in Fig. 17 with a reduced representation rather

xt

w(xt)

n

n+1

n+2

n+3
a2

Fig. 17: Learning actions shown on warping and roll-off profile
segments.

than the ones defined above equations, Eq. (8), and Eq. (25).
The system designer can choose from several options[39],
[40], Cubic Spline, B-spline, Bézier Curve, NURBS Curve,
etc. Then choose the minimum number of controlling nobs
for that curve, keeping the rules of monotonicity.

In Fig. 17, we assume cubic splines with three knots; the
central knot’s position corresponds to the central pulse, and
the edge knots’ positions correspond to the edge pulses. The
curves are symmetric around the central knot, and we will fix
the warping function and roll-off factor values of the central
knot. What remains is to control the edge knot positions
and the amount of curvature. The curvature corresponds to
the T parameter in Eq. (25). The figure shows the spline
segment between the central knot and one of the edge knots.
Moreover, if we fix the spline curvature parameter, we will
only have the position of edge knots as an RL state s1, s2,
and incrementations as actions a1, a2.

The oversampling ratio should also be an essential state that
affects the computational complexity, power consumption, and
out-of-band emission. Therefore, we consider it as a state s3,
and the action related to it as incrementing it positively or
negatively a3. In the case of the warping function, the RL
spline is only to be used as a guide form which a rounding
operation should determine the position of the knots, in Eq.
(28), at w´1pnq. The new knots should be at the nearest
sample point grid, as shown in Fig. 17. Finally, the number
of pulses N can be a parameter that contributes to optimizing
the latency versus computational complexity compromise. We
can summarize the proposed states and actions as:
‚ States: s1 : s1 P xt, s2 : s2 P r0, 1s, s3 : s3 “ V, s4 :
s4 “ N .

‚ Actions: a1 “ ˘Ts, a2 “ ˘δα : δα ! 1, a3 “

˘1, a4 “ ˘1.

VI. SIMULATION & RESULTS

Based on the context of mMTC, we want to evaluate
the proposed waveform in a harsh situation requiring well-
contained symbols. We compare different variations of ZT-
DFT-s-OFDM, CP-OFDM, and CP-DFT-s-OFDM waveforms.
DFT-s-OFDM-based schemes are chosen for comparison be-
cause of their similarity in the time-frequency domain oc-
cupancy with the proposed waveform; they have comparable
PAPR values. Zero tail schemes are selected because the low



IFFT
size

D
FT

size

rz
h
,
z
t s

C
P

length
(sam

ples)

G
uard

duration
(sam

ples)

ZT-DFT-s-OFDMz“2 128 16 [2,2] - 32
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Warped Symm. - - [1,1] - 24
Warped Asymm. - - [1,1] - 24

TABLE III: Simulated Waveforms Parameters.

tail power causes a reduced OOBE in the presence of time
offsets, making it relative to the proposed and fitting the
mMTC applications. Finally, we compare with CP-OFDM,
which is always used as a baseline for any new waveform.
The parameters of the simulated waveforms are listed in Table
III.

The roll-off factors profile of the warped symbols are taken
from Table I, and the inner α values for the asymmetric
pulses are taken from Table II. The warping parameters for
the waveform of the symmetric pulses are taken from Table II.
In this evaluation, the asymmetric pulse waveform’s warping
parameters are the same as those used for the symmetric
pulses. The difference between the two waveforms will be
reflected in the lower OOBE for the asymmetric pulses.

This section has spectral and temporal shape evaluations
first. Then in the second subsection, bit error rate (BER)
versus signal to interference noise ratio (SINR) evaluations,
where interference is generated from adjacent symbols of the
same type, in time and frequency. Finally, the third subsection
evaluates the BER when the time domain interferer is offset
in time and overlaps with the victim symbol.

A. Waveform Time-Frequency Containment

The symbols are compared in Fig. 18 for the time domain
amplitude profile and Fig. 19 for the spectral power profile.
We can observe that the warped waveform in Fig. 18c is
dilated in the time domain such that the 12 pulses occupy
more time domain samples than the other waveforms, but it
has lower power tails compared to ZT-DFT-s-OFDM. For ZT-
DFT-s-OFDM in Fig. 18a and 18b, the tail power for the last
zero decreases with increasing the number of guard zeros,
but it does not reach the level of the warped waveforms.
The symmetric and asymmetric pulses have almost the same
amplitude density in the time domain.

The spectral power density of the CP-OFDM and CP-DFT-
s-OFDM has the highest OOBE due to the rectangular window
shape in the time domain. The zero tail-based waveforms have
lower OOBE and their occupancy increases with increasing the
gap duration in the time domain. This is because increasing
the zero heads and tail zh, zt for the same symbol duration
squeezes more pulses in time. We can observe that the power
dropoff for the warped waveforms can achieve lower than
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Fig. 18: Time domain amplitude density.
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Fig. 19: Frequency domain power spectral density.

the conventional ZT-DFT-s-OFDM in case of choosing a low
enough value of the optimization parameter L in Eq. (25)
For further clarification, we show in Fig. 20 the spectral
shape of the interference from a higher power symbol to our
victim symbol. The interferer symbols share the same center
frequency. We can observe that the warped waveforms have the
lowest frequency domain intersymbol interference even with
the shown 3 dB power imbalance.

B. Delay Spread Effect on Performance

In this subsection, we evaluate the BER performance based
on the time-frequency resource grid mapping shown in Fig.
21. The evaluated waveform is affected by time and frequency
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domain interferers. Hence, the performance results are interfer-
ence limited and will show a noise floor that corresponds to the
interference-induced BER degradation at almost zero additive
white Gaussian noise (AWGN). The channel model is a simple
small-scale fading model with exponentially decaying power
delay profile spread [41]. τrms is the root means square (rms)
delay coefficient. No large-scale fading is considered in this
simulation.

Time domain inter-symbol interference (ISI) between two
ZT-DFT-s-OFDM symbols occurs when they are sent right
after each other. ISI is present due to the concatenation of the
two symbols. In the presence of a time-dispersive channel, the
zero-tails from the first symbol leak power into the second
symbol. Therefore, the second symbol’s bit error rate (BER)
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Fig. 22: BER versus SNR for ZT-DFT-s-OFDM symbol and
an equivalent warped symbol at different power imbalance and
frequency spacing values.

decreases with the delay coefficient and the power imbalance
Pimb between the two symbols.

The interference in the frequency domain comes from
similar symbols with center frequency shifted with the same
amount for all the evaluated waveforms, which evaluates their
spectral occupancies.

Zero-forcing frequency domain equalizer is used for the
next BER versus signal-to-noise ratio (SNR) simulation. The
High order quadrature amplitude modulation (512 QAM)
modulation is used, and a root means square delay spread of
4Ts is assumed. Also, the power ratio between the interferer
and the evaluated symbol has two values of 0 dB and 3 dB.
The results are summarized in Fig. 22.

All the results shown next are specific to the generated warp-
ing function of the 12-pulse waveform and will be different for
different warping functions or pulse numbers. We can observe
from Fig. 22 three different cases of power imbalances, and
center frequency of interferer fic. The results are itemized as
follows:
‚ For frequency Pimb = 0 dB, time Pimb = 0 dB, and
fic= 25 bins: BER of warped asymmetric pulses has a
performance floor 5 dB lower than the case of ZT-DFT-
s-OFDM, zt= zh= 4.

‚ For frequency Pimb = 0 dB, time Pimb = 3 dB, and



5 10 15 20 25 30

time offset (t
s

samples)

1

2

3

4

5

6

7

8

rm
s

(t
s)

BER
asymm.

(dB)

-35

-30

-25

-20

-15

5 10 15 20 25 30

time offset (t
s

samples)

1

2

3

4

5

6

7

8

rm
s

(t
s)

BER
zt=4

(dB)

-35

-30

-25

-20

-15

5 10 15 20 25 30

time offset (t
s

samples)

1

2

3

4

5

6

7

8

rm
s

(t
s)

BER
zt=4

/BER
asymm.

(dB)

-2

0

2

4

6

8

5 10 15 20 25 30

time offset (t
s

samples)

1

2

3

4

5

6

7

8

rm
s

(t
s)

BER
zt=3

/BER
asymm.

(dB)

-2

0

2

4

6

8

5 10 15 20 25 30

time offset (t
s

samples)

1

2

3

4

5

6

7

8

rm
s

(t
s)

BER
CPDFTsOFDM

/BER
asymm.

(dB)

2

4

6

8

10

12

14

16

Fig. 23: BER floors, and performance gains in a loosely synchronized grid.

fic=25 bins: BER of warped asymmetric pulses has a
performance floor 7 dB lower than the case of ZT-DFT-
s-OFDM, zt= zh= 4.

‚ For frequency Pimb = 3 dB, time Pimb = 3 dB, and
fic= 26 bins: BER of warped asymmetric pulses has a
performance floor 3.5 dB lower than the case of ZT-DFT-
s-OFDM, zt= zh= 4. The asymmetric warped pulses have
almost the same performance.

‚ For frequency Pimb = 3 dB, time Pimb = 3 dB, and
fic= 27 bins: BER of warped symmetric pulses has a
performance floor 7 dB lower than the case of ZT-DFT-
s-OFDM, zt= zh= 4.

We notice that the symmetric warped pulses have a higher
BER floor due to the higher spectral OOBE than the asymmet-
ric pluses case. Except for the case of frequency Pimb= 3 dB,
and fic= 26 bins, where the shape of the frequency domain
drop causes the symmetric pulses to have better performance
for the generated warping function. Also, as we increase the
zero gap duration for ZT-DFT-s-OFDM symbols, the tail’s
power decrease, and the BER is enhanced.

C. Non-Perfect Synchronization Effect on Performance

In this section, non-perfect synchronization is assumed to
show the tolerance of the proposed method for a loosely
synchronized resource grid. We determine the gain in BER
for the warped waveform over the ZT-DFT-s-OFDM and CP-
DFT-s-OFDM for 512-QAM modulation at SNR= 50 dB. A 0
dB power imbalance in time and frequency domains between
the main symbol and the interferer symbols is assumed. The
previously used symbols are reused for this subsection. The
interferer symbol in the time domain is shifted and overlaps
the evaluated symbol with a time offset (ts samples). In other

words, the interferer’s zero heads overlap the victim’s zero
tails. Also, there is a time dispersive channel with a root means
square delay coefficient τrms.

The BER floors are evaluated across the time offset and
τrms for the warped asymmetric pulses symbol and ZT-DFT-
s-OFDM zh “ 4, and shown in the upper two plots of Fig. 23.
Then we compare the noise floors of the warped asymmetric
pulses symbol with ZT-DFT-s-OFDM zh “ 4, zh “ 3, and
CP-DFT-s-OFDM. The lower three plots show the reduction
in noise floor for the asymmetric pulses warped waveform.

The value of the gain is simulated over the range of positive
time offset r0, 30s Ts, and rms delay spread r0, 4s Ts. The
positive time offset causes ISI, degrading the BER perfor-
mance. However, we observe a gain of up to 3 folds when
compared with ZT-DFT-s-OFDM zh “ 4, a gain of 5 folds
when compared with ZT-DFT-s-OFDM zh “ 3, and more
than 20 folds for the rectangular windowed shaped CP-DFT-
s-OFDM. These results were expected because time offset and
delay spread increases the leakage of tails and decrease BER
consequently. But this affects the warped waveform less than
the conventional waveform because it is well-contained.

D. Design With Higher N

In this section, a warped waveform with a higher number
of pulses is compared with various ZT-DFT-s-OFDM config-
urations. To simplify the demonstration, we only select the
most competent waveforms based on our setup. We compare
the proposed asymmetric pulse warped waveform with the ZT-
DFT-s-OFDM variations using the same interference setup as
above. We provide a numeric example of the proposed mixed
modulation architecture for the warped waveform, as described
in Section V.C.1. The waveform being evaluated consists of
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PSD for N=76 Waveforms.

76 data symbols and corresponding pulses. The roll-off factors
for this waveform are as follows:
αout “[1 , 0.48, 0.34, 0.27, 0.21, 0.17, 0.12, 0.09, 0.09,

0.09, ... , 0.09, 0.09, 0.09, 0.12, 0.17, 0.21, 0.27, 0.34, 0.48,
1 ],
αin=[0.22, 0.15, 0.09, 0.09, 0.09, ... , 0.09, 0.09, 0.15, 0.22].
The warping function is a spline piecewise function with

anchor points as follows:

w´1pn; n P r1, 2, . . . , 82sq “ r1, 12, 23, 33, 41, 49, 56,

63, 69, 75, 81, 87, 93, 99, 105, 111, 117, 123,

129, 135, 141, 147, 153, 159, 165, 171, 177, 183,

189, 195, 201, 207, 213, 219, 225, 231, 237, 243,

249, 255, 261, 267, 273, 279, 285, 291, 297, 303,

309, 315, 321, 327, 333, 339, 345, 351, 357, 363,

369, 375, 381, 387, 393, 399, 405, 411, 417, 423,

429, 435, 441, 447, 453, 459, 465, 471, 478, 485,

492, 501, 511, 522s.

The right-hand side of the diagram represents the positions
of the samples to which the warped pulses are assigned. Noting
that the first pulse is at pn “ 4, wpnq “ 33q and the last pulse
at pn “ 79, wpnq “ 492q. The warping function used here
allows for E=20 for the filter bank scheme and V=6 for the
parallel DFT-s-OFDM scheme. The sizes block of the DFT-s-
OFDM scheme are:

NDFT “ pN ´ 2pE ´ zeqq “ p76´ 2p20´ 14qq “ 64

Nwindow “ 2NDFT “ 128

NIFFT “ pN ´ 2pE ´ zeqq ˆ V “ 384,

where ze denotes the zero inputs in the DFT-s-OFDM branch

used to account for overlap between the two schemes and
to create space for the tails of the inner pulses. The output
spectrum of the DFT is extended by replication to accom-
modate for the windowing. Alternatively, we can use a DFT
of size 2pN ´ 2pE ´ zeqq but with inputs spaced by a zero
between each symbol. We note that the size of the IFFT vector
is less than the filter bank output of size 522. The IFFT output
will be zero-padded and positioned where the pulses should
fit between the edge pulses.

The length of the warped waveform in samples is 522.
Therefore, we compare it with ZT-DFT-s-OFDM waveforms
of the same length. The DFT size is pN ` zh ` ztq, and the
IFFT size is 522.

We illustrate the zero tails and the out-of-band frequency
domain occupation for the simulated variations in Fig. 24.
We observe that as we increase the zero tails of the ZT-
DFT-s-OFDM symbols, it takes up more bandwidth. This is
because packing more pulses in the same duration leads to a
compromise between the time and frequency occupancy.
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Fig. 25: BER versus SNR for (N=76) warped asymmetric pulse
symbol and ZT-DFT-s-OFDM (ZT), with different zero tails
at different modulation orders.

In Fig. 25, we evaluate the BER performance based on the
time-frequency resource grid mapping shown in Fig. 21, which
is the same as in Section VI.B. We use a delay spread of
τrms “ 6 Ts, time and frequency power imbalances of 0 dB
each, and fic “93 bins. We compare the proposed warped
asymmetric pulses with ZT-DFT-s-OFDM. We observe that
the proposed waveform has lower BER floors because it is
less affected by side interferers in time and frequency domains.
This is valid for the same time-frequency occupancy assigned
to both of the competing waveforms.

VII. CONCLUSION

In this paper, a novel time-frequency axis warped
waveform is proposed for low-power, well-contained, and
synchronization-relaxed mMTC, IoT, and sensor network ap-
plications, where symbols are in short bursts with high QAM
orders. Our waveform has low PAPR because it is based on the
SC-OFDM scheme; it is well-contained in time and frequency
domains, thanks to the proposed pulse shapes and axis warping
procedure. We use asymmetric RC pulse shapes to increase



spectral containment, where a low power tail (high α) is used
toward the edges and a high power tail (low α) is used toward
the middle. A warping operation is used to dilate the symbol
in the time domain so that all the pulses can occupy the same
spectral window.

We evaluate our waveform and compare it to ZT-DFT-s-
OFDM in the delay spread ISI scenario and time offset ISI
scenario. In both cases, we observe gains for different power
imbalances, frequency domain spacing, and high QAM orders
due to the well-containment of the warped waveforms.

As a final thought, the results in this paper are specific to
the warping functions and roll-off factors profiles generated
for the 12-pulse, and 76-pulse symbols. We chose a 12-pulse
symbol because it is more presentable on paper with the length
of roll-off and warping functions. Then we design and evaluate
a longer warped waveform to provide a numeric example for
the lower complexity mixed modulation scheme.
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