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Abstract

Reconfigurable intelligent surface (RIS)-aided terahertz (THz) communications have been regarded as a promising

candidate for future 6G networks because of its ultra-wide bandwidth and ultra-low power consumption. However,

there exists the beam split problem, especially when the base station (BS) or RIS owns the large-scale antennas, which

may lead to serious array gain loss. Therefore, in this paper, we investigate the beam split and beamforming design

problems in the THz RIS communications. Specifically, we first analyze the beam split effect caused by different

RIS sizes, shapes and deployments. On this basis, we apply the fully connected time delayer phase shifter hybrid

beamforming (FC-TD-PS-HB) architecture at the BS and deploy distributed RISs to cooperatively mitigate the beam

split effect. We aim to maximize the achievable sum rate by jointly optimizing the hybrid analog/digital beamforming,

time delays at the BS and reflection coefficients at the RISs. To solve the formulated problem, we first design the

analog beamforming and time delays based on different RISs’ physical directions, and then it is transformed into
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an optimization problem by jointly optimizing the digital beamforming and reflection coefficients. Next, we propose

an alternatively iterative optimization algorithm to deal with it. Specifically, for given the reflection coefficients, we

propose an iterative algorithm based on the minimum mean square error technique to obtain the digital beamforming.

After, we apply Lagrangian dual reformulation (LDR) and multidimensional complex quadratic transform (MCQT)

methods to transform the original problem to a quadratically constrained quadratic program, which can be solved

by alternating direction method of multipliers (ADMM) technique to obtain the reflection coefficients. Finally, the

digital beamforming and reflection coefficients are obtained via repeating the above processes until convergence.

Simulation results verify that the proposed scheme can effectively alleviate the beam split effect and improve the

system capacity.

Index Terms

THz, beam split, reconfigurable intelligent surface, hybrid beamforming, time delay.

I. Introduction

To satisfy the requirement of the rapid growth of wireless data rates, terahertz (THz, 0.1-10 THz) with

tens of GHz bandwidth are considered as one of the promising technologies for future 6G networks [1]-

[4]. Nevertheless, THz signals usually suffer from severe attenuation and poor diffraction, which leads

to the small coverage and short transmission distance. To address these issues, massive multiple-input

multiple-output (mMIMO) technique can be applied to generate high-gain directional beams. However, the

power consumption for conventional fully-digital structure is large due to the numerous radio frequency

(RF) chains [5]. Fortunately, several hybrid analog/digital beamforming structures are developed [6], [7],

where all antennas are connected to a reduced number of RF chains via phase shifters (PSs). In this

way, the beamforming system is decomposed into a low-dimensional digital beamforming and a high-

dimensional analog beamforming. Consequently, the required number of RF chains is effectively reduced,

which significantly decreases the power consumption [6]. Furthermore, a large system capacity can still be

obtained by optimizing the hybrid beamforming [7]. Additionally, the poor diffraction problem still makes

THz signals vulnerable to the obstruction. This results in a weak signal reception when there is no line-of

sight (LoS) link. To solve this issue, reconfigurable intelligent surface (RIS) comprised of a large number of

low-power passive elements can be deployed to generate a extra virtual LoS link between the base station

(BS) and users. By adjusting the reflection coefficients of the RIS, the signal reception can be improved

leading to the overall system-level performance improvement [8], [9].

Generally, the multiple carriers transmission techniques (e.g., orthogonal frequency division multiplexing,

OFDM) are usually applied to overcome the frequency selective fading, especially for the ultra-wide

bandwidth THz communications. However, a beam split problem, namely the beams of different subcarriers
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toward to different directions, results in the serious array gain loss for the hybrid analog/digital beamforing

structure [10]. This is due to the frequency-independent property of PSs, where the phases controlled by

PSs are common for all subcarriers. Furthermore, there may also exist beam split for the RIS. Therefore,

overcoming this effect is significant challenge for the implementation of THz RIS communications. In this

paper, we will focus on the above problem for the wideband THz RIS communications with beam split.

A. Related Works

Currently, there have been several works investigating the beam split problem. Initially, [11] proposed a

hybrid beamforming scheme and [12] designed a codebook-based beam selective scheme for reducing

the array gain loss in the millimeter wave communication system. However, due to the much larger

bandwidth of THz signals, the performance gain with above schemes in wideband THz communications

is very limited. [13] proposed a double PSs-based hybrid analog/digital beamforming structure, and a

hybrid analog and digital beamforming scheme was proposed to maximize the system capacity. Different

from the conventional fully connected antenna structure, it needs more PSs for the proposed structure

in [13] and leads to higher power consumption and hardware complexity. Later, researchers propose to

apply time delayers (TDs) between RF chains and PSs, effectively relieving the beam split effect because

of their frequency-dependent property [14]-[16]. For example, [14] proposed a dynamic subarray with

fixed-true-time-delay structure, where the low-resolution discrete time delays are applied. The proposed

scheme in [14] can effectively improve the system energy efficiency, but the beam split effect can not

be solved well. Contrarily, [15] proposed a TD-based subarray hybrid beamforming structure, where each

subarray is connected to a separate RF chain and each PS is connected to one TD. Furthermore, the time

delay can be adjusted continuously. Whereas, the structure includes a lot of PSs, which results in the huge

power consumption and complicated hardware design. Thus, [16] proposed a TD-based hybrid beamforming

architecture, where PSs are connected to RF chains only through a few TDs. After that, an effective scheme

based on jointly optimizing time delay, analog and digital beamforming was proposed.

Although the above works considering the beam split effect, the RIS and corresponding effect are not

investigated. Nowadays, several works have started to study the RIS-based THz communications. In [17],

the authors aimed to maximize the achievable rate under a hybrid analog/digital beamforming architecture

and proposed a deep learning-based multiple discrete classification hybrid beamforming scheme. [18]

proposed two effective hierarchical codebooks and beamforming design schemes to obtain a near-optimal

performance. [19] investigated a novel hybrid beamforming architecture, where the digital beamforming

matrix at the BS and analog beamforming matrices at the RISs, for the multi-hop RIS-aided networks

at THz-band frequencies. In addition, to maximize the weighted achievable rate by jointly optimizing
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the hybrid beamforming at the BS and reflection coefficients at the RIS, [20] proposed an alternatively

iterative optimization algorithm. For characterizing the capacity of the RIS-enabled THz MIMO system, an

adaptive gradient descent method was proposed via dynamically updating the step size at each iteration [21].

However, [17], [18], [19] only consider the single subcarrier. Although [20], [21] consider the wideband

multiple subcarriers, the beam split problem is not investigated. Therefore, there has not been the related

work jointly considering the beam split effect and beamforming design problems in wideband THz RIS

communications. Besides, several practical RIS reflection models have been derived to obtain the phase-

amplitude-frequency relationship of the reflected signals. For example, the authors of [22]-[24] derived

that the practical RIS reflection model is composed of complex arc-tangent function and Witch of Agnesi

function. So far, the obtained practical RIS reflection models are based on low frequency. Thus, for the

THz frequency, we first study the RIS beam split with the ideal reflection model and obtain an upper bound

of the system performance, similar to THz RIS research works [18], [19], [25].

B. Main Contributions

In this paper, we firstly analyze the beam split effect for the wideband THz RIS communications. To

alleviate this effect, we then investigate the joint beamforming design problem. The main contributions are

summarized as follows:

• We construct the wideband THz RIS channel model and analyze the beam split effect. Specifically, we

firstly derive the achievable array gain at different subcarriers. To understand the system behaviour, we

analyze and discuss the array gain loss of the system. Finally, to address and understand the system

behaviour under various configurations, we study the beam split effect under different RIS sizes, shapes

and deployments by theoretical analysis and simulations.

• To reduce the beam split effect, we introduce the fully connected time delay phase shifter for hybrid

beamforming (FC-TD-PS-HB) architecture at the BS and distributed RISs deployment. On this basis,

we formulate a sum rate maximization problem via jointly optimizing the hybrid analog/digital beam-

forming, time delays at the BS and reflection coefficients at the RISs. Due to high complexity of the

formulated problem, we first design the analog beamforming and time delays according to the different

RISs’ physical directions, and then the original problem is converted to an optimization problem by

jointly optimizing the digital beamforming and reflection coefficients.

• We propose an alternatively iterative optimization scheme. Specifically, we firstly fix the reflection

coefficients, based on the equivalence between the sum rate maximization and sum mean square error

(MSE) minimization, we propose a minimum mean square error (MMSE)-based iterative algorithm

for digital beamforming. Next, we utilize Lagrangian dual reformulation (LDR) to decouple the
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Fig. 1: (a) The system model for wideband THz centralized RIS communications. (b) The system model

for wideband THz distributed RIS communications.

logarithms and apply multidimensional complex quadratic transform (MCQT) method to address the

non-convexity problem of the high-dimensional fractions. After that, the original problem is transformed

in a quadratically constrained quadratic program (QCQP) problem, which is solved by alternating

direction method of multipliers (ADMM) technique. Finally, the above procedures are repeated until

convergence, and the final solutions are obtained.

Notations: Lower-case and upper-case boldface letters represent vectors and matrices, respectively. (·)T , (·)H

denote the transpose and Hermitian transpose, respectively. | · | denotes the absolute operator. ∥·∥ is the

Frobenius norm. IN denotes the identity matrix of size N × N. diag(·) represents diagonal operation. Cx×y

denotes the space of x × y complex matrix. Re(·) means real number operation, CN (A, B) represents the

Gaussian distribution with mean A and covariance B.

II. ChannelModel and Beam Split Effect Analysis

In this section, we first give the channel model for wideband THz RIS communications, and then analyze

the beam split effect at the BS and RIS.

A. Channel Model

We investigate a wideband THz RIS communication system with hybrid beamforming architecture at the

BS1. The BS is equipped with the uniform linear array with NTX antennas and NRF (NTX ≥ NRF) RF chains to

1The fully connected and sub-array hybrid structures at the BS are two classic antenna structures. Generally, the design and beamforming

optimization of the fully connected hybrid structure are more complex and challenging than that of the sub-array hybrid structure. Therefore,

we mainly consider the fully connected hybrid structure, and the corresponding design and analysis can be directly applied to the sub-array

hybrid structure.
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serve K single-antenna uesrs. The RIS is consisted of a uniform planar array with NRIS = Mx×My elements,

where Mx and My represent the number of rows and columns, respectively. We define Mx = {1, · · · ,Mx},

My = {1, · · · ,My} as the index sets of elements on rows and columns [26]. In fact, there are already some

existing works that proposed many effective channel estimation algorithms for RIS-based system, e.g., [27]

proposed a parallel factor analysis (PARAFAC)-based method. Since channel estimation is not main focus

of this work, then, we assume that the channel information is obtained by existing channel estimation

algorithms. Additionally, we assume that the direct links from the BS to users are blocked by obstacles, as

shown in Fig. 1. Consequently, the equivalent channel hm,k between the BS and the k-th user on the m-th

subcarrier can be represented as

hm,k = fm,kΦGm, (1)

where fm,k ∈ C
1×NRIS denotes the channel between the RIS and the k-th user on the m-th subcarrier, Gm ∈

CNRIS×NTX represents the channel from the BS to RIS on the m-th subcarrier.Φ = diag
(
φ1,1, · · · , φmx,my

, · · · , φMx,My

)
is the RIS reflection coefficients matrix, where φmx,my

= εmx,my
e jϕmx ,my with mx ∈ Mx, my ∈ My and

εmx,my
∈ [0, 1], ϕmx,my

∈ [0, 2π) respectively represent the reflection amplitude and phase. We define

φ =
[
φ1,1, · · · , φmx,my

, · · · , φMx,My

]T
as the reflection coefficients vector of the RIS.

We apply the Saleh-Valenzuela THz channel model [28]. The frequency at the m-th subcarrier is fm =

fc+
B
M

(
m − 1 − M−1

2

)
,m = 1, 2, · · · ,M, where fc and B are the central frequency and bandwidth, respectively.

Therefore, the frequency-domain channel matrix Gm of the BS-RIS link can be expressed as

Gm =

L1∑
l1=1

αl1e
− j2πτl1 fmb

(
ul1 , vl1

)
a
(
θl1

)H , (2)

where L1 represents the number of paths, αl1 and τl1 respectively denote the gain and delay of the l1-th

path, a
(
θl1

)
and b

(
ul1 , vl1

)
respectively denote the array steering vectors at the BS and RIS, which can be

denoted as

a
(
θl1

)
=

1
√

NTX

[
1, . . . , e j2πd fm

c nTX sin θl1 , . . . , e j2πd fm
c (NTX−1) sin θl1

)]T
, (3)

b
(
ul1 , vl1

)
=

1
√

NRIS
[1, . . . , e j2πd fm

c (mx sin ul1 sin vl1+my cos vl1 ), . . . , e j2πd fm
c ((Mx−1) sin ul1 sin vl1+(My−1) cos vl1 )]T . (4)

Here, we assume the elements of RIS lying on the y and z-axes [29], d denotes the element spacing and

is usually set as d = λc/2, where λc means the wavelength of the central frequency fc. θl1 ∈ [−π/2, π/2] is

the physical direction of the l1-th path departing from the BS, and ηl1,m =
fm
fc

sin θl1 is denoted as the spatial

direction. ul1 ∈ [−π/2, π/2] and vl1 ∈ [0, π] represent the azimuth and elevation angles of arrivals (AOAs)
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at the RIS for the l1-th path, respectively. Next, the frequency-domain channel vector between the RIS and

the k-th user can be expressed as

fm,k =

L2∑
l2=1

αr,l2e
− j2πτl2 fmb

(
uk

l2 , v
k
l2

)T
, (5)

where L2 represents the number of paths, αl2 and τl2 respectively denote the gain and delay of the l2-th

path, uk
l2
∈ [−π/2, π/2] and vk

l2
∈ [0, π] represent the azimuth and elevation angles of departures (AODs)

from the RIS for the l2-th path, respectively.

B. Beam Split Effect Analysis

In this subsection, we analyze the beam split effect at the BS and RIS. In fact, there have been several

works investigating the beam split effect at the BS, such as literature [14]-[16]. The main reasons are

the ultra-wide bandwidth of the THz signals and the large-scale antennas at the BS. When the hybrid

beamforming structure at the BS is applied, the frequency-independent property of PSs leads to the array

gain loss [16]. Meanwhile, the RIS may also exist beam split. Here, we mainly analyze the beam split

effect at the RIS, and that at the BS can refer to [14]-[16].

We first analyze the beam split effect under different RIS sizes (elements), and then investigate that

under different RIS shapes and deployments. For the sake of analysis, we consider the single-antenna BS

and single user. Let g(t) and f(t) denote the time-domain channel vectors of the BS-RIS link and RIS-user

link, respectively. Then, we denote τl1,mx,my
as the time delay of the l1-th path spanning from the BS to the

(mx,my)-th element of the RIS and τl2,mx,my
as the time delay of the l2-th path spanning from the (mx,my)-th

element of the RIS to the user. Based on the far-field assumption that the RIS planar size is much smaller

than the distance between the transmitter and receiver, the path delay τl1,mx,my
and τl2,mx,my

can be written as

τl1,mx,my
= τl1 +

d (mx − 1) sin ul1 sin vl1 + d
(
my − 1

)
cos vl1

c

= τl1 +
(mx − 1) ūl1 +

(
my − 1

)
v̄ll

fc
,

(6)

τl2,mx,my
= τl2 −

d (mx − 1) sin ul2 sin vl2 + d
(
my − 1

)
cos vl2

c

= τl2 −
(mx − 1) ūl2 +

(
my − 1

)
v̄l2

fc
,

(7)

where mx ∈ Mx, my ∈ My, τl1 ≜ τl1,1,1 and τl2 ≜ τl2,1,1 for notational simplicity. We define ūl1 =
sin ul1 sin vl1

2

and v̄l1 =
cos vl1

2 as the normalized elevational and azimuth AOAs at the RIS, respectively. ūl2 =
sin ul2 sin vl2

2 and

v̄l2 =
cos vl2

2 , respectively, are denoted as the normalized elevational and azimuth AODs at the RIS. Therefore,
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the impulse response of the channel from the BS to the (mx,my)-th RIS element and the channel from the

(mx,my)-th RIS element to the user can be expressed as [30]

gmx,my
(t) =

L1∑
l1=1

αl1e
− j2π fcτl1 ,mx ,myδ

(
t − τl1,mx,my

)
, (8)

fmx,my
(t) =

L2∑
l2=1

αl2e
− j2π fcτl2 ,mx ,myδ

(
t − τl2,mx,my

)
. (9)

The received reflecting signal via the (mx,my)-th RIS element at the user can be represented as

ymx,my
(t) = fmx,my

(t) ∗ φmx,my
gmx,my

(t) ∗ s(t) + n(t). (10)

Substituting (8) and (9) into (10), we have

ymx,my
(t) = φmx,my

L1∑
l1=1

L2∑
l2=1

αl1αl2e
− j2π fcτl1 ,mx ,mye− j2π fcτl2 ,mx ,my s

(
t − τl1,mx,my

− τl2,mx,my

)
+ n(t)

= φmx,my
h̄mx,my

(t) ∗ s(t) + n(t),

(11)

where h̄mx,my
(t) is the (mx,my)-th cascaded BS-RIS-user element channel impulse response and can be

represented as

h̄mx,my
(t) =

L1∑
l1=1

L2∑
l2=1

αl1αl2e
− j2π fcτl1 ,mx ,mye− j2π fcτl2 ,mx ,myδ

(
t − τl1,mx,my

− τl2,mx,my

)
. (12)

Taking the Fourier transform to (12), the frequency response of the (mx,my)-th cascaded BS-RIS-user

element channel can be denoted as

h̄mx,my
( f ) =

L1∑
l1=1

L2∑
l2=1

αl1αl2e
− j2π fcτl1 ,mx ,mye− j2π fcτl2 ,mx ,mye− j2π f(τl1 ,mx ,my+τl2 ,mx ,my), (13)

where f ∈ [0, B]. Then, substituting (6) and (7) into (13), we have

h̄mx,my
( f ) =

L1∑
l1=1

L2∑
l2=1

ᾱl1ᾱl2e
− j2π(mx−1)(ūl1−ūl2)

(
1+ f

fc

)
e− j2π(my−1)(v̄l1−v̄l2)

(
1+ f

fc

)
e− j2π f(τl1+τl2)

=

L1L2∑
l3=1

cl3e
− j2π(mx−1)ul3

(
1+ f

fc

)
e− j2π(my−1)vl3

(
1+ f

fc

)
e− j2π f τl3

=

L1L2∑
l3=1

cl3e
− j2π

(
1+ f

fc

)
[(mx−1)ul3+(my−1)vl3]e− j2π f τl3 ,

(14)

where ᾱl1 = αl1e
− j2π fcτl1 , ᾱl2 = αl2e

− j2π fcτl2 , and we define cl3 = ᾱl1ᾱl2 , vl3 = v̄l1 − v̄l2 , ul3 = ūl1 − ūl2 ,

τl3 = τl1 + τl2 , l3 ∈ {1, 2, · · · , L1L2}. Stacking h̄mx,my
( f ) from the RIS elements into a vector yield, we have

h̄( f ) =
[
h̄1,1( f ), · · · , h̄mx,my

( f ), · · · , h̄Mx,My
( f )

]T
, namely

h̄( f ) =
L1L2∑
l3=1

cl3b̄
(
ul3 , vl3

)
e− j2π f τl3 , (15)
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where

b̄
(
ul3 , vl3

)
=

[
1, · · · , e− j2π

(
1+ f

fc

)
((mx−1)ul3+(my−1)vl3), · · · , e− j2π

(
1+ f

fc

)
((Mx−1)ul3+(My−1)vl3)

]T
, (16)

is the spatial-domain steering vector. Different from the channel models widely used in [31], the steering

vectors in (16) is frequency-dependent.We denote u = 2ul3 , v = 2vl3 for simplicity, and assume εmx,my
= 1,

mx ∈ Mx, my ∈ My. In addition, due to the severe loss induced by the scattering, the THz communications

heavily depend on the LoS path [32], and thus we set L1 = L2 = 1. Next, we define Γ ( f , u, v, ϕ) as the

array gain at arbitrary frequency f with equivalent direction (u, v), which can be written as

Γ
(

f , u, v, ϕ, Mx,My

)
=

∣∣∣∣∣∣∣∣
Mx∑

mx=1

My∑
my=1

e j
{
ϕmx ,my−π

(
1+ f

fc

)
[(mx−1)u+(my−1)v]

}∣∣∣∣∣∣∣∣ . (17)

We assume that the equivalent direction u = u0, v = v0 for the central frequency, i.e., f = fc. One can observe

that the array gain Γ
(

f , u0, v0, ϕ,Mx,My

)
reaches its maximum value when ϕmx,my

− π
(
1 + fc

fc

)
[(mx − 1) u0

+
(
my − 1

)
v0] = 0, namely ϕ̄mx,my

= 2π[(mx − 1) u0+
(
my − 1

)
v0]. Therefore, the optimal reflection coefficients

vector can be expressed as

φ̄ =
[
1, · · · , e j2π[(mx−1)u0+(my−1)v0], · · · , e j2π[(Mx−1)u0+(My−1)v0]

]T
. (18)

Next, we give the array gain at arbitrary equivalent direction (u, v) and frequency f by setting φ = φ̄, and

have

Γ
(

f , u, v, ϕ̄,Mx,My

)
=

∣∣∣∣∣∣∣∣
Mx∑

mx=1

e jπ
{
(mx−1)

[
2u0−

(
1+ f

fc

)
u
]} My∑

my=1

e jπ
{
(my−1)

[
2v0−

(
1+ f

fc

)
v
]}∣∣∣∣∣∣∣∣ . (19)

It is easy to found that when 2u0−
(
1 + f

fc

)
u = 0, 2v0−

(
1 + f

fc

)
v = 0 is satisfied, i.e., the equivalent direction

(u, v) = ( 2(
1+ f

fc

)u0,
2(

1+ f
fc

)v0), and the array gain reaches its maximum value. For a narrowband system, the

signal frequency f satisfies f ≈ fc across the entire bandwidth B, and thus the equivalent direction satisfies

(u, v) = (u0, v0), i.e., the beams at all subcarriers toward to the same direction (u0, v0). Therefore, there is no

array gain loss. However, for a wideband system, the signal frequency f can not be approximated as fc,

which means that the beams reflected by the RIS may split into different physical directions over different

subcarriers, which leads to the serious array gain loss.

Then, we analyze the beam split effect under different number RIS sizes and shapes. We first derive

the array gain at equivalent direction (u0, v0) and arbitrary frequency f by setting φ = φ̄, which can be

calculated as

Γ
(

f , u0, v0, ϕ̄,Mx,My

)
=

∣∣∣∣∣∣∣∣
Mx∑

mx=1

e jπ{(mx−1)û}
My∑

my=1

e jπ{(my−1)v̂}

∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣
sin

(
πMx

2 û
)

sin
(
π
2 û

) sin
(
πMy

2 v̂
)

sin
(
π
2 v̂

)
∣∣∣∣∣∣∣∣ ,

(20)
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Fig. 2: The function f (Mx) against the number of rows Mx. (a) a = 0.005. (b) a = 0.01.

where û =
(
1 − f

fc

)
u0, v̂ =

(
1 − f

fc

)
v0. Based on the above analysis, we compare the beam split effect under

different shapes with the total number of fixed RIS elements MxMy. Thus, the array gain can be expressed

as

Γ
(
Mx,My

)
=

∣∣∣∣∣∣∣∣sin (aMx)
sin a

sin
(
bMy

)
sin b

∣∣∣∣∣∣∣∣ , (21)

where a = πû
2 , b = πv̂

2 . To make it more obvious that the relationship between array gain and RIS shapes,

we first define

f (Mx,My) =
∣∣∣sin(aMx) sin(bMy)

∣∣∣ . (22)

Since the total number of RIS elements MxMy is fixed, we assume MxMy = z, and then (22) can be

transformed as

f (Mx) =
∣∣∣∣∣sin(aMx) sin(b

z
Mx

)
∣∣∣∣∣ . (23)

Since the sin is a non-monotonic function, it is extremely difficult to directly give the optimal Mx by theory

proof when f (Mx) reaches its maximum value. Generally, it is obvious that a and b are very small for the

THz communication, and we first assume that they are very small values with a = b. Next, we give the

optimal Mx by the following simulation. Fig. 2 depicts the function f (Mx) against the number of rows Mx

when a = 0.005 and a = 0.01, and z is set as 1600. From Fig. 2 (a) and (b), it can be observed that the

function f (Mx) reaches its maximum value when Mx = My = 40. These results indicate that the array gain

loss under the square shape being smaller than that under the rectangular shape. Note that the conclusion

is based on the above reasonable assumption.
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Moreover, Fig. 3 shows the normalized array gain under five square RISs with different elements, where

fc = 100 GHz, B = 10 GHz, M = 128, (u0, v0) = (0.5, 0.5). One can observe that as the number of RIS

elements increases, the array gain loss becomes larger for each subcarrier, which means that there exists

serious beam split. The main reason is that more elements lead to larger signal delay, and thus bringing

larger beam split according to [33]. Additionally, we show the normalized array gain under different RIS

shapes based on the same number of elements as illustrated in Fig. 4. Without loss of generality, we give

all possible RIS shapes. From Fig. 4, we can find that the array gain loss under the square shape is smaller

than that under the rectangular shape. Furthermore, more flat shape leads to larger array gain loss.
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Fig. 3: Normalized array gain under different RIS sizes.
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Fig. 4: Normalized array gain under different RIS shapes.

In addition, it can be seen from (6) and (7) that more elements at the RIS lead to a larger signal delay,

which further amplifies the beam splits effects. Generally, the RIS is a planar structure, and the horizon and
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elevation directions can both form the beam split, aggravating the effects. Thus, the centralized RIS can be

replaced with small-size distributed RISs to alleviate the beam split. To further illustrate the effectiveness

of distributed RIS, we analyze the condition that the centralized RIS is equally divided into S distributed

RISs. The above deployment strategies may lead to different channel conditions, which results that the

obtained normalized array gains are not based on the same condition. Therefore, we approximate that RISs

are co-located, and the array gain for the distributed RIS deployment can be expressed as

Γd

(
f , u0, v0, ϕ̄,Ms,x,Ms,y

)
=

S∑
s=1

∣∣∣∣∣∣∣∣
Ms,x∑

ms,x=1

e jπ{(ms,x−1)û}
Ms,y∑

ms,y=1

e jπ{(ms,y−1)v̂}

∣∣∣∣∣∣∣∣
=

S∑
s=1

∣∣∣∣∣∣∣∣
sin

(
πMs,x

2 û
)

sin
(
π
2 û

) sin
(
πMs,y

2 v̂
)

sin
(
π
2 v̂

)
∣∣∣∣∣∣∣∣ .

(24)

Fig. 5 plots the normalized array gain under different RIS deployments, where we set fc = 100 GHz, B = 10

GHz, M = 128, (u0, v0) = (0.5, 0.5). Scheme 1 is a 16×16 centralized RIS deployment. Schemes 2 and 3 all

includes 4 distributed RISs, their difference is that each one in Scheme 2 is a 8× 8 square RIS, while each

one in Scheme 3 is a 16 × 4 rectangular RIS. One can observe that the beam split effect under distributed

RISs deployment is smaller than that under centralized RIS deployment. Additionally, we can find that the

array gain under Scheme 2 is higher than that under Scheme 3. The results are consistent with Fig. 4.

20 40 100 12060 80 
Subcarrier number m

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

N
or

m
al

iz
ed

 a
rr

ay
 g

ai
n

Scheme 1-Centralized RIS 1x(16x16)
Scheme 2-Distributed RIS 4x(8x8)
Scheme 3-Distributed RIS 4x(16x4)

Fig. 5: Normalized array gain under different RIS deployments.

According to the above analysis, we can find that the beam split effect at the RIS is related with the RIS

sizes, shapes and deployments. The above conclusions can guide us how to solve or reduce the beam split

effect at the RIS side, and next we will investigate the beamforming design problem for the wideband THz

RIS communications.
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III. SystemModel and Problem Formulation

In this section, we investigate the beamforming design problem for the wideband THz RIS communica-

tions. For overcoming the beam split effect, we adopt the FC-TD-PS-HB structure at the BS and distributed

square RISs deployment scheme. For such scheme, we can apply the central control unit to manage the

resource scheduling and allocation in the real system, and we can also obtain the channel state information

based on the PARAFAC-based scheme[27]. On this basis, we study the beamforming design problem.

A. System Model

We assume that there are R distributed RISs as shown in Fig. 1(b), and thus the equivalent channel hm,k

between the BS and the k-th user on the m-th subcarrier is expressed as

hm,k =

R∑
r=1

fr,m,kΦrGr,m, (25)

where fr,m,k ∈ C
1×NRIS denotes the channel between the r-th RIS and the k-th user on the m-th sub-

carrier, Gr,m ∈ C
NRIS×NTX represents the channel from the BS to the r-th RIS on the m-th subcarrier.

Φr = diag
(
φr,1,1, · · · , φr,mx,my

, · · · , φr,Mx,My

)
, r ∈ R, mx ∈ Mx,my ∈ My is the diagonal reflection coefficients

matrix of the r-th RIS with φr,mx,my
= εr,mx,my

e jϕr,mx ,my . We define R = {1, · · · ,R} as the index set of RISs, and

assume that all RISs own the same size. The channel matrix Gr,m from the BS to the r-th RIS and channel

vector fr,m,k from the r-th RIS to the k-th user on the m-th subcarrier can be expressed as

Gr,m =

L1∑
l1=1

αr,l1e
− j2πτl1 fmb

(
ur

l1 , v
r
l1

)
a
(
θr

l1

)H
, (26)

and

fr,m,k =

L2∑
l2=1

αr,l2e
− j2πτl2 fmb

(
ur,k

l2
, vr,k

l2

)T
, (27)

respectively.

As illustrated in Fig. 6, each RF chain is connected to KT TD elements and each TD element is connected

to P = NTX/KT frequency-independent PSs. Generally, the number of RF chains is larger than that of RISs,

namely NRF ≥ R. For convenience, in this paper, we assume NRF = R, and thus each RIS can be served by

the analog beamforming generated by the unique RF chain [34]. The received signal of the k-th user on

the m-th subcarrier can be written as

ym,k = hm,kFAdm,ksm,k +

K∑
j=1, j,k

hm,kFAdm, jsm, j + nm,k, (28)

where FA = FFT and F ∈ CNTX×KTNRF = [F1, · · · ,Fn, · · · ,FNRF] is analog beamforming matrix, Fn ∈ C
NTX×KT =

diag([cn,1, cn,2, · · · , cn,KT]) denotes the analog beamforming matrix generated by the PSs connecting to the
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Fig. 6: FC-TD-PS-HB architecture.

n-th RF chain via TDs. FT ∈ C
KTNRF×NRF = diag

([
e− j2π fmt1 , e− j2π fmt2 , · · · , e− j2π fmtNRF

])
is the time delay matrix,

where tn ∈ C
KT×1 =

[
tn,1, tn,2, · · · , tn,KT

]T is time delay vector realized by KT TD elements connecting to the

n-th RF chain. In addition, dm,k ∈ C
NRF×1 denotes digital beamforming vector. nm,k ∼ CN

(
0, σ2

m,k

)
is the

additive zero average white Gaussian noise (AWGN) with variance of σ2
m,k at the k-th user on the m-th

subcarrier, and sm,k denotes the transmit symbol to the k-th user on the m-th subcarrier with E
[∣∣∣sm,k

∣∣∣2] = 1.

Then, the SINR of the k-th user on the m-th subcarrier can be calculated as

γm,k =

∣∣∣hm,kFAdm,k

∣∣∣2∑K
j=1, j,k

∣∣∣hm,kFAdm, j

∣∣∣2 + σ2
m,k

, (29)

and the achievable rate is

Rsum =

K∑
k=1

M∑
m=1

log2
(
1 + γm,k

)
. (30)

B. Problem Formulation

We assume that RISs can be controlled independently, and the reflection coefficients satisfy

S ≜
{
φr,mx,my

||φr,mx,my
|≤ 1

}
, r ∈ R,mx ∈ Mx,my ∈ My. (31)
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Consequently, the optimization problem of maximizing the achievable sum rate can be formulated as

P1 : max
Φ,FA,dm,k

Rsum (32a)

s.t.
K∑

k=1

M∑
m=1

∥∥∥FAdm,k

∥∥∥2
≤ Pmax , (32b)

∣∣∣φr,mx,my

∣∣∣ ≤ 1,∀r ∈ R,mx ∈ Mx,my ∈ My, (32c)∣∣∣cn,kt

∣∣∣ = 1
√

NTX
, n = 1, 2, . . .NRF, kt = 1, 2, . . . ,KT, (32d)

where Pmax is the maximum available transmit power and Φ = diag (Φ1, . . . ,ΦR). P1 aims to jointly

optimize the reflection coefficients matrix Φ, frequency-dependent analog beamforming matrix FA and

digital beamforming vector dm,k for maximizing the achievable sum rate. (32b) is the total transmit power

constraint, (32c) is the constraint for each reflection coefficients, and (32d) is the amplitude constraint of

analog beamforming. Due to the non-convex objective function (32a) and amplitude constraint (32d), the

joint optimization problem is difficult to be solved directly. In the next section, we propose an effective

algorithm to address it.

IV. Problem Solution

To solve P1, we first design the analog beamforming and time delays based on the different RISs’

physical directions, and then propose an alternatively iterative optimization algorithm to obtain the digital

beamforming and reflection coefficients.

A. Optimization of FA (F and FT)

We first design the frequency-dependent analog beamforming matrix FA = FFT, which can be realized by

PSs and TDs. Let the n-th column beamforming vector of FA to serve the r-th RIS on the m-th subcarrier,

we define it as F n,m = Fne− j2π fmtn . According to [10], [35], the PSs can be used to generate beams aligned

with RISs’ physical directions by adjusting their phase shifts, and the TDs can be used to rotate beams at

different subcarriers to the RISs’ physical directions by adjusting their time delays. Specifically, the array

steering vector a
(
ηr

l1,c

)
is a constant-magnitude phase-only one which can be applied as columns of F,

where F = [F1, · · · ,Fn, · · · ,FNRF] and Fn is given by

Fn = diag
([

a1→P

(
ηr

l1,c

)
, . . . , a(KT−1)P→KTP

(
ηr

l1,c

)])
. (33)

However, for most subcarriers, the beams generated by PSs cannot be aligned with the r-th RIS’s spatial

direction ηr
l1,c

, where ηr
l1,c

is the spatial direction of the l1-th path departing from the BS to the r-th RIS at
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the central frequency fc. Furthermore, the beam on the m-th subcarrier will be aligned with the frequency-

dependent spatial direction ηr
l1,m

, which is

ηr
l1,m = ( fc/ fm)ηr

l1,c. (34)

To alleviate the beam split effect of the n-th beam transmitted to the r-th RIS, the TDs network is deployed

to rotate the spatial direction from ηr
l1,m

to ηr
l1,c

, which is realized by a extra phase shift ζn,m, where ζn,m =

( fm/ fc − 1)Pηr
l1,c

. Consequently, for the n-th beam generated for the r-th RIS, the time delays should be

e− j2π fmtn =
[
1, e jπζn,m , e jπ2ζn,m , · · · , e jπ(KT−1)ζn,m

]T
. (35)

And the time delays vector tn can be expressed as

tn ∈ C
KT×1 = [0, znTc, . . . , znTc (KT − 1)]T , (36)

where zn = −
P sin ηr

l1 ,c

2 represents the number of periods and Tc is the period of the central frequency.

Based on (33) and (35), the frequency-dependent beamforming vector F n,m = Fne− j2π fmtn can generate

beam aligned with the r-th RIS’s physical direction at all subcarriers. We can observe that zn only depends

on P and spatial direction ηr
l1,c

at the central frequency fc. This denotes that an identical time delay can make

up for the beam split over the whole bandwidth. Numerical results further demonstrate the effectiveness of

the proposed scheme in Sec. V.

B. Optimization of dm,k with Fixed Φ

After obtaining the analog beamforming matrix FA, we optimize the digital beamforming vector dm,k

with fixed Φ. The equivalent channel vectors for the k-th user on the m-th subcarrier can be written as

ĥm,k = hm,kFA. Besides, based on the extension of the Sherman-Morrison-Woodbury formula [36]

(V + XYZ)−1 = V−1 − V−1X
(
I + YZV−1X

)−1
YZV−1, (37)

we have (
1 + γm,k

)−1
= 1 −

∣∣∣ĥm,kdm,k

∣∣∣2∑K
j=1

∣∣∣ĥm,kdm, j

∣∣∣2 + σ2
m,k

. (38)

If MMSE detection technique [37] is used to obtain the original signal sm,k from ym,k, the detection problem

can be formulated as

uopt
m,k = arg min

um,k
ϵm,k, (39)

where

ϵm,k = E
[∥∥∥um,kym,k − sm,k

∥∥∥2

2

]
, (40)
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is the MSE, and um,k is the channel equalization coefficient. Substituting (28) into (40), we have

ϵm,k =

K∑
j=1

∣∣∣um,kĥm,kdm, j

∣∣∣2 − 2 Re
{
um,kĥm,kdm,k

}
+

∣∣∣um,k

∣∣∣2 σ2
m,k + 1. (41)

Then, taking the partial derivatives to (41) with respect to um,k and setting the result to zero, the optimal

equalization coefficient uopt
m,k can be calculated as

uopt
m,k =

ĥm,kdm,k∑K
j=1

∣∣∣ĥm,kdm, j

∣∣∣2 + σ2
m,k

. (42)

Substituting (42) into (41), the MMSE can be obtained as

ϵ
opt
m,k = 1 −

∣∣∣ĥm,kdm,k

∣∣∣2∑K
j=1

∣∣∣ĥm,kdm, j

∣∣∣2 + σ2
m,k

, (43)

which is equal to
(
1 + γm,k

)−1. Consequently, we have(
1 + γm,k

)−1
= min

um,k
ϵm,k. (44)

Then, the achievable rate of the k-th user on the m-th subcarrier can be expressed as [38]

log2
(
1 + γm,k

)
= max

um,k

(
− log2 ϵm,k

)
. (45)

Next, we give the following Proposition 1

Proposition 1: Let f (P) = −PQln 2 + log2P +
1

ln 2 and P be a positive real number, we have maxP>0 f (P) =

− log2Q, where the optimal P is Popt = 1
Q

.

After removing the log function of (45), based on [39], [40] and Proposition 1, we have

log2
(
1 + γm,k

)
= max

um,k
max
τm,k>0

(
−
τm,kϵm,k

ln 2
+ log2 τm,k +

1
ln 2

)
, (46)

where the optimal τm,k is τopt
m,k =

1
ϵm,k

.

Next, P1 can be transformed as the MSE minimization problem, namely

P2 : max
dm,k

K∑
k=1

M∑
m=1

max
um,k

max
τm,k>0

(
−
τm,kϵm,k

ln 2
+ log2 τm,k +

1
ln 2

)
(47a)

s.t.
K∑

k=1

M∑
m=1

∥∥∥FAdm,k

∥∥∥2
≤ Pmax . (47b)

To solve P2, an iterative optimization algorithm is proposed. Based on the obtained d(t−1)
m,k at the (t − 1)-th

iteration, u(t)
m,k at the t-th iteration can be expressed as

u(t)
m,k =

ĥm,kd(t−1)
m,k∑K

j=1

∣∣∣∣ĥm,kd(t−1)
m, j

∣∣∣∣2 + σ2
m,k

. (48)
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And the optimal τ(t)
m,k at the t-th iteration can be calculated as τ(t)

m,k =
1

ϵ
opt(t)
m,k

, where

ϵ
opt(t)
m,k = 1 −

∣∣∣ĥm,kd(t−1)
m,k

∣∣∣2∑K
j=1

∣∣∣∣ĥm,kd(t−1)
m, j

∣∣∣∣2 + σ2
m,k

. (49)

Then, P2 is transformed as

P3 : min
d(t)

m,k

K∑
k=1

M∑
m=1

τ(t)
m,kϵ

(t)
m,k

ln 2
− log2 τ

(t)
m,k −

1
ln 2

 (50a)

s.t.
K∑

k=1

M∑
m=1

∥∥∥FAd(t)
m,k

∥∥∥2
≤ Pmax , (50b)

where

ϵ(t)
m,k =

K∑
j=1

∣∣∣∣u(t)
m,kĥm,kd(t)

m, j

∣∣∣∣2 − 2 Re
{
u(t)

m,kĥm,kd(t)
m,k

}
+

∣∣∣u(t)
m,k

∣∣∣2 σ2
m,k + 1. (51)

It is obvious that P3 is a standard convex optimization problem, which can be solved by numerical convex

program solvers [41]. Particularly, since the obtained d(t)
m,k, τ

(t)
m,k, u(t)

m,k are the optimal solutions of P3 at

the t-th iteration, iteratively updating these variables will increase or maintain the value of the objective

function in P3 [37]. Consequently, the proposed alternatively iterative optimization scheme will converge

to at least a local optimal solution.

C. Optimization of Φ with Fixed dm,k

Based on the obtained analog beamforming matrix FA and digital beamforming vector dm,k, we define

wm,k = FAdm,k as the equivalent beamforming. Next, we optimize the reflection coefficients matrix Φ. To

solve the logarithms in the objective function of P1, we apply the LDR method [42] and introduce an

auxiliary variable ρ =
[
ρ1,1, ρ1,2, . . . , ρ1,K , ρ2,1, ρ2,2, . . . , ρM,K

]T . Then, the objective function can be expressed

as

f (Φ,W, ρ) =
K∑

k=1

M∑
m=1

ln
(
1 + ρm,k

)
−

K∑
k=1

M∑
m=1

ρm,k +

K∑
k=1

M∑
m=1

(
1 + ρm,k

)
fm,k(Φ,W), (52)

where W =
[
wT

1,1,w
T
1,2, . . . ,w

T
1,K ,w

T
2,1,w

T
2,2, . . . ,w

T
M,K

]T
, and fk,m(Φ,W) is denoted as

fm,k(Φ,W) =

∣∣∣hm,kwm,k

∣∣∣2∑K
j=1

∣∣∣hm,kwm, j

∣∣∣2 + σ2
m,k

. (53)

Consequently, P1 can be transformed as

P4 : max
Φ,ρ

f (Φ,W, ρ) (54a)

s.t.
∣∣∣φr,mx,my

∣∣∣ ≤ 1,∀r ∈ R,mx ∈ Mx,my ∈ My. (54b)
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Since it is difficult to optimize Φ and ρ simultaneously, we propose an alternatively iterative optimization

technique to solve it.

Firstly, for given (Φ∗,W∗), it is obvious that (52) is a concave function of ρ, and thus ρ can be directly

obtained by setting ∂ f /∂ρm,k = 0 for ∀k ∈ [1, 2, · · · ,K], ∀m ∈ [1, 2, · · · ,M], i.e.,

ρ
opt
m,k = γ

∗
m,k =

∣∣∣hm,kwm,k

∣∣∣2∑K
j=1, j,k

∣∣∣hm,kwm, j

∣∣∣2 + σ2
m,k

,

∀k ∈ [1, 2, · · · ,K] ,∀m ∈ [1, 2, · · · ,M] .

(55)

After obtaining (ρ∗,W∗), P4 can be transformed as

P5 : max
Φ

K∑
k=1

M∑
m=1

(
1 + ρ∗m,k

)
fm,k(Φ,W∗) (56a)

s.t.
∣∣∣φr,mx,my

∣∣∣ ≤ 1,∀r ∈ R,mx ∈ Mx,my ∈ My. (56b)

To simplify the expression of (56a), we introduce a auxiliary function with respect to Φ, which is expressed

as

Qk,m, j(Φ) = fm,kΦGmwm, j, (57)

where Φ = diag (Φ1, . . . ,ΦR), Gm = [GT
1,m,G

T
2,m, · · · ,G

T
R,m]T, fk,m = [f1,m,k, f2,m,k, · · · , fR,m,k]. Consequently,

P5 can be re-expressed as

P6 : max
Φ
Υ1 =

K∑
k=1

M∑
m=1

Ω1(Φ) (58a)

s.t.
∣∣∣φr,mx,my

∣∣∣ ≤ 1,∀r ∈ R,mx ∈ Mx,my ∈ My, (58b)

where

Ω1(Φ) = (1 + ρ∗m,k)

∣∣∣Qk,m,k(Φ)
∣∣∣2∑K

j=1

∣∣∣Qk,m, j(Φ)
∣∣∣2 + σ2

m,k

. (59)

However, P6 is still nontrivial to solve due to the multidimensional fractions in (58a). Fortunately, P6 satisfies

the concave-convex conditions [43], then we can exploit the multidimensional complex quadratic transform

(MCQT) technique. Different from the common fractional programming (FP)-based method, MCQT extends

the common scalar-form FP to matrix-form, which can be used to solve the non-convexity of the high-

dimensional fractions. Thus, we introduce an auxiliary variable χ =
[
χ1,1, χ1,2, . . . , χ1,K , χ2,1, χ2,2, . . . , χM,K

]T

and P6 can be reformulated as

P7 : max
Φ,χ
Υ2 =

K∑
k=1

M∑
m=1

Ω2(Φ,χ) (60a)

s.t.
∣∣∣φr,mx,my

∣∣∣ ≤ 1,∀r ∈ R,mx ∈ Mx,my ∈ My, (60b)
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where

Ω2(Φ,χ) = 2
√

1 + ρ∗m,k Re
{
χH

m,kQk,m,k(Φ)
}
− χH

m,k

 K∑
j=1

∣∣∣Qk,m, j(Φ)
∣∣∣2 + σ2

m,k

 χm,k. (61)

Next, P7 is divided into two subproblems and we optimize the reflection coefficients matrix Φ and auxiliary

variable χ alternatively. The optimal χm,k can be obtained by setting ∂Υ2/∂χm,k = 0 for ∀k ∈ [1, 2, · · · ,K],

∀m ∈ [1, 2, · · · ,M], under a given Φ, i.e.,

χ
opt
m,k =

√
1 + ρ∗m,k

Qk,m,k(Φ)∑K
j=1

∣∣∣Qk,m, j(Φ)
∣∣∣2 + σ2

m,k

. (62)

After obtaining χ, we only need to optimize Φ, and thus Υ2 can be simplified as

χH
m,kQk,m, j(Φ) = χH

m,kfm,kΦGmwm, j

= ψH daig
(
χH

m,kfm,k

)
Gmwm, j

= ψHqk,m, j,

(63)

where ψ = [ψ1, · · · , ψr, · · · , ψR]T, ψr = [φr,1,1, · · · , φr,Mx,My
], r ∈ [1, 2, · · · ,R] and we define qk,m, j =

daig
(
χH

m,kfm,k

)
Gmwm, j. Substituting (63) into (61), which is equivalently transformed to a new function

of ψ, we have

Ω2(ψ) = 2
√

1 + ρ∗m,k Re
{
ψHqk,m, j

}
−

K∑
j=1

(ψHqk,m, j)(qH
k,m, jψ)−χH

m,kσ
2
m,kχm,k. (64)

Substituting (64) into (60a), Υ2 is represented as

Υ2 = −ψ
HΛψ + Re

{
2ψHυ

}
− ς, (65)

where

Λ =

K∑
k=1

M∑
m=1

K∑
j=1

qk,m, jqH
k,m, j, (66)

υ =

K∑
k=1

M∑
m=1

√
1 + ρ∗m,kqk,m,k, (67)

ς =

K∑
k=1

M∑
m=1

χH
m,kσ

2
m,kχm,k. (68)

Consequently, P7 can be rewritten as

P8 : min
ψ
Υ3 = ψ

HΛψ − Re
{
2ψHυ

}
(69a)

s.t.
∣∣∣φr,mx,my

∣∣∣ ≤ 1,∀r ∈ R,mx ∈ Mx,my ∈ My. (69b)



21

It is obvious that qk,m, jqH
k,m, j is a positive-definite matrix for any k and m, Λ is a positive-definite matrix,

Υ3 is a quadratic concave function of ψ, and (69b) are convex constraints. Thus, P8 is a standard QCQP

problems and can be solved by ADMM [44]. According to [43], each step of the iteration, i.e., (55), (62),

(69), can be easily proved to be monotonous. Therefore, the algorithm to optimize the reflection coefficient

of RIS has strict convergency. Moreover, simulation results in Section V also further verify the convergence

of the proposed algorithm.

Finally, we summarize the proposed optimization scheme for solving P1 in Algorithm1. Specifically, the

analog beamforming matrix FA is firstly designed according to (33) and (35). Next, based on the initially

feasible digital beamforming vector d(0)
m,k and reflection coefficients matrix Φ(0), the digital beamforming

vector d(t)
m,k at the t-th iteration can be obtained via the MMSE approach. Then, based on obtained d(t)

m,k, the

reflection coefficients matrix Φ(t) at the t-th iteration is solved via LDR and MCQT methods. The above

steps are repeated until convergence.

Algorithm 1: The Proposed Algorithm for Solving P1

1 Input: Channels fr,m,k, Gr,m.

2 Initialization: Digital beamforming vector d(0)
m,k and reflection coefficients matrix Φ(0).

3 Calculate the analog beamforming matrix FA according to (33) and (35).

4 while no convergence do

5 Obtain the digital beamforming vector dm,k via solving P3;

6 Update the variable ρ based on (55);

7 Update the variable χ based on (62);

8 Obtain the reflection coefficients matrix Φ via solving P8;

9 end while

10 Output: Analog beamforming matrix FA, digital beamforming vector dm,k, reflection coefficients

matrix Φ.

D. Computational Complexity

Now, we analyze the computational complexity for the proposed Algorithm1. In fact, solving the

digital beamforming vector dm,k, auxiliary variables ρ, χ and reflection coefficients matrix Φ take up the

dominant computation cost. Specifically, the dominant term in computational complexity of the MMSE

approach to obtain the digital beamforming vector dm,k is O
(
MN2

TX

)
. Computing the auxiliary variables

ρ and χ involves the complexity O (KM(KNTX + K + 1)) and O (KM(K + 1)), respectively. Finally, the
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computational complexity is O
(
R3N3

RIS

)
for solving the reflection coefficients matrix Φ, which is mainly

caused by the matrix inversion operation. The overall computational complexity of the proposed Algorithm1

is O
(
Io(R3N3

RIS + MN2
TX + KM(KNTX + K + 1) + KM(K + 1))

)
, where Io is the required number of iterations.

V. Numerical Results

In this section, simulation results are presented to evaluate the performance of the proposed scheme. To

relieve the beam split effect, 4 distributed small-size RISs are deployed, and their locations are (0, 80 m, 6

m), (0, 80 m, 8 m), (0, 100 m, 6 m), (0, 100 m, 8 m), respectively, as shown in Fig. 7. Meanwhile, we also

provide the comparison scheme based on one centralized large-size RIS deployment scheme. We assume

that there are 4 users, and they are randomly distributed in a circle centered at (0, 85 m, 0) with radius of

1m. The default simulation parameters are listed in Table I.

TABLE I: System parameters

Parameters Value

Central frequency fc = 100 GHz

Bandwidth B = 10 GHz

Number of subcarriers M = 8

Number of TDs KT = 16

Number of RISs R = 4

Number of RIS elements NRIS = 64

Number of users K = 4

Number of RF chains NRF = 4

Maximum transmit power Pmax = 0 dBm

Noise power σ2
m,k = −82 dBm

Number of paths L1 = L2 = 1

To evaluate the convergence of the proposed scheme, Fig. 8 illustrates the achievable rate against the

number of iterations Io. And we compare the performance between the proposed scheme and the optimal

fully-digital beamforming design scheme [46] with NTX = 16, R = 4. One can observe that the achievable

rate tends to stable after 5 iterations, which proves the effectiveness of the proposed scheme. Additionally,

we can find that the achievable rate under fully-digital beamforming scheme is slightly higher than that of

the proposed scheme, while the power consumption is huge for the former scheme due to the large number

of RF chains. Due to the small gap between them, it can be concluded that a near-optimal performance

under the proposed scheme can be obtained.
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BS(50, 0, 3)
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RIS3
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Fig. 7: The location distribution for the considered system.
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Fig. 10: Achievable rate against maximum transmit power with different number of TDs KT.

In Fig. 9, we add the number of antennas to NTX = 256 and compare the achievable rate under different

schemes, where “Hybrid precoding scheme without TDs” means that the analog beamforming is directly

designed via (33). It is obvious that the achievable rate tends to stable after about 15 iterations. Compared

this with Fig. 8, we can find that more antennas lead to more iterations for convergence. Additionally, one

can observe that the achievable rate under the proposed scheme is higher than that of the hybrid precoding

scheme without TDs. The main reason is that the TDs can make multiple beamforming focusing on RISs,

such that RISs can reflect all signals to users, improving the SINRs of all the users.

Fig. 10 plots achievable rate versus maximum transmit power Pmax with different number of TDs KT.

One can easily find that the achievable rate increases with Pmax under different schemes. Additionally, we

find that more TDs can bring higher achievable rate, while the rate gap is smaller when KT ≥ 16. This

means that there is no necessary to deploy lots of TDs, and a near-optimal performance can be obtained

with a few TDs, as the analysis results in [16]. On the other hand, more TDs result in the higher power

consumption and hardware complexity. Thus, we need to tradeoff the system performance and cost so as to

select appropriate number of TDs. Finally, it can be found that the achievable rate under hybrid precoding

scheme without TDs is the lowest, and this is easy to understand.

To compare the achievable rate between the distributed RISs deployment and centralized RIS deployment,

we consider three deployment schemes with total of 256 elements, and each is shown in Fig. 11. Scheme 1

is a 16 × 16 centralized RIS deployment. Schemes 2 and 3 all includes 4 distributed RISs, their difference

is that each one in Scheme 2 is a 8 × 8 square RIS, while each one in Scheme 3 is a 16 × 4 rectangular

RIS. Schemes 2 and 3 are used to compare the beam split effect under different RIS shapes. On this basis,

we plot Fig. 11 under different schemes. By analyzing Fig. 12, we can find three points based on the same
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Scheme1 Scheme2

Scheme3

Fig. 11: Different RIS deployment schemes.
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condition, i) the achievable rate with distributed RIS deployment (Scheme 2 or Scheme 3) is higher than

that with centralized RIS deployment (Scheme 1), and the results are consistent with the analysis in Sec.

II-B, namely the beam split effect with distributed RIS deployment is lower. ii) the achievable rate with

square RIS deployment (Scheme 2) is higher than that with rectangular RIS deployment (Scheme 3). iii)

more iterations are needed for convergence under distributed RIS deployment.

Fig. 13 illustrates the achievable rate versus maximum transmit power Pmax under different bandwidth B,

where we set NTX = 256 and KT = 16. It can be easily found that the achievable rate increases with Pmax

under all schemes. Additionally, one can observe that the wider bandwidth leads to lower achievable rate

with the same scheme. This is because that the beam split effect is more serious when the signal bandwidth

is larger, as our analysis in Sec. II-B, which results in a low SINR and achievable rate. On the other hand,

we can still find that the achievable rate with the proposed scheme is higher than that with conventional

scheme.

VI. Conclusions

In this paper, we considered a wideband THz RIS communication system, and investigated the normalized

array gain and the beam split effect under different RIS sizes, shapes and deployments. Our research results

show that the beam split effect with square RIS deployment is smaller than that with rectangular RIS

deployment under given conditions, meanwhile the beam split effect with distributed RIS deployment is

smaller than that of the centralized RIS deployment. Then, we applied the FC-TD-PS-HB architecture at

the BS and deployed the distributed square RISs to cooperatively mitigate the beam split effect by jointly

designing hybrid analog/digital beamforming, time delays at the BS and the reflection coefficients at the

RIS. Simulation results have verified that the proposed scheme can effectively relieve the beam split effect

and improve system performance. In our future work, we will introduce TDs to RIS elements, and research

how to reduce the beam split effect.
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