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Abstract—Due to energy-efficiency requirements, computa-
tional systems are now being implemented using noisy nanoscale
semiconductor devices whose reliability depends on energy con-
sumed. We study circuit-level energy-reliability limits for deep
feedforward neural networks (multilayer perceptrons) built using
such devices, and en route also establish the same limits for for-
mulas (boolean tree-structured circuits). To obtain energy lower
bounds, we extend Pippenger’s mutual information propagation
technique for characterizing the complexity of noisy circuits, since
small circuit complexity need not imply low energy. Many device
technologies require all gates to have the same electrical operating
point; in circuits of such uniform gates, we show that the mini-
mum energy required to achieve any non-trivial reliability scales
superlinearly with the number of inputs. Circuits implemented in
emerging device technologies like spin electronics can, however,
have gates operate at different electrical points; in circuits of such
heterogeneous gates, we show energy scaling can be linear in the
number of inputs. Building on our extended mutual information
propagation technique and using crucial insights from convex
optimization theory, we develop an algorithm to compute energy
lower bounds for any given boolean tree under heterogeneous
gates. This algorithm runs in linear time in number of gates,
and is therefore practical for modern circuit design. As part of
our development we find a simple procedure for energy allo-
cation across circuit gates with different operating points and
neural networks with differently-operating layers.

Index Terms—Circuit optimization, fault tolerant systems,
mutual information, neural networks.

I. INTRODUCTION

AS NEURAL networks become larger and more prevalent,
their energy requirements are becoming of key con-

cern [3]. Though most current deep networks are enormous
cloud-based structures, there is a further desire for hard-
ware implementations for mobile, in-sensor, and in-memory
inference [4]–[7]. At the same time, as area and energy
scaling in CMOS technology saturates, the semiconductor
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industry has been exploring promising new energy-efficient
nanoscale devices as computational substrates [8]. Special-
purpose nanoscale hardware is faster and more energy-efficient
than alternate approaches, making deep learning suitable for
applications ranging from voice recognition on mobile devices
to in-sensor health monitoring [9], [10]. A major challenge,
however, in using nanoscale devices is that they can be
very unreliable, especially when operated at low energy [11].
This has renewed interest in the study of reliable circuit
design using unreliable components, both digital and ana-
log [12]–[15], a problem first addressed by von Neumann
through a modular redundancy approach [16].

For the success of low-power inference, understanding
energy-reliability limits of nanoscale neural networks is impor-
tant. Nanoscale devices fail at random, but for each particular
device technology like spintronics or carbon nanotubes, there
is a functional relationship between failure probability and
energy. Devices consume more energy as they are built to have
lower failure rates [11], [17]. Here we aim to use the device-
level relationship to determine basic energy-reliability limits
at the circuit level. We focus on deep feedforward networks
(multilayer perceptrons), which are directed acyclic graphs
(DAGs). As a simpler setting to build towards neural networks,
we also consider tree-structured boolean circuits (known as
formulas), which are of independent interest in fault-tolerant
computing.

Past information-theoretic studies have focused on bounding
the minimum size of a noisy circuit to compute a func-
tion with a given reliability, e.g., [18]–[20], and to upper
bound the device noise for which a non-trivial reliability
can be achieved [21]–[23], largely restricted to formulas.
Using a basic mathematical tool due to Pippenger [22], the
lower bound on circuit size for a target reliability has been
improved [21], [24], [25]. Such circuit complexity results,
however, do not directly provide insight into the basic energy
requirements for reliable nanoscale circuits as we aim to obtain
here. After all, one could consider making a fixed number of
individual gates less noisy with more energy, or one could
construct larger and more redundant circuit designs with gates
that remain noisy. Determining best design strategies is useful
not just as a proof technique, but also for informing prac-
tical circuit design and explaining the nature of biological
neural networks in sensory cortex, as we detail in separate
works [8], [26]. In neurobiology, we show that neural con-
nectivity, reliability, and energy characteristics are matched to
one another, as per our theory [26]. In circuit design, [8] details
several circuits designed for practical problems.
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Here we extend Pippenger’s mutual information prop-
agation technique and use crucial insights from convex
optimization theory to determine energy limits for reliable
nanoscale boolean trees and feedforward neural networks with
unreliable components. The main contributions are detailed
next.

A. Contributions

En route to neural network results, we first derive energy-
reliability limits for boolean trees where all logic gates
are constrained to have uniform electrical operating points
(Section VI-A), a constraint common in many extant device
technologies. The main goal is to understand the scaling
of energy consumption with number of inputs. We observe
that a superlinear scaling of energy consumption with num-
ber of inputs is unavoidable for both extant and emerging
technologies.

As some new technologies promise to relax the constraint of
uniform operating points, we also study heterogeneous logic
gates that consume different energies (Section V). Extending
the mutual information propagation technique and using ideas
from convex optimization theory, we determine the minimum
energy needed for a given reliability requirement and vice
versa. For certain symmetric circuits, linear scaling of energy
consumption is possible. We also obtain an efficient procedure
for energy allocation.

Note that in the presence of unreliable components, mini-
mum complexity realizations may not consume the minimum
energy. Hence, we must go beyond previous work on cir-
cuit complexity bounds in fault-tolerant computing. Unlike
previous work which gives complexity bounds only on the
class of all n-input circuits, we also propose a linear-time
algorithm to bound energy for any given boolean tree under
non-uniform gate operations. This algorithm draws on crucial
insights from convex optimization theory and is specifically
useful in practice for modern circuits with very large numbers
of gates, see [8]. This method also leads to a heuristic energy
allocation scheme. This is because the optimization problem
corresponding to the bound can be seen as a convex surrogate
for the exact energy allocation problem, which is intractable
in general.

Returning to feedforward neural networks, we study two
complementary scenarios: (i) all neurons in the network have
uniform energy consumption, and (ii) neurons in the same
layer have the same energy consumption, but non-uniform
energy consumption across layers. We again build on the
mutual information propagation technique (now extended to
consider DAGs) to obtain energy bounds that yield insights
into the structural and connectivity requirements for reliable
operations of nanoscale feedforward neural networks. We also
obtain a design heuristic for choosing operating points in a
deep neural network—a simple energy allocation that informs
practical circuit design.

Note that earlier presentations of this work [1], [2] were
focused only on circuits with homogeneous electrical operat-
ing points for devices, whereas the new synthesis in the current
paper emphasizes the value of heterogeneous operation of

gates and neural network layers. Results on energy allocation
are therefore novel to this paper.

B. Related Work

A recent paper on energy-efficient circuit design [27] is
similar to our work in obtaining energy bounds for reliable
computing, but there are notable differences. First, in terms
of mathematical approach, we extend a mutual information
propagation technique [28], whereas they build on a circuit
equivalence technique [18], [20]. Second, our approach to
obtaining energy bounds for a given formula circuit offers
design insights on good energy allocation in that circuit. Such
quantitative design insights are very useful to circuit design
practitioners, e.g., [8]. Third, our approach works for any con-
vex smooth energy-failure function for gates, whereas [27]
requires strong assumptions on the energy-failure relations.
Our bounding techniques and design insights can also be
extended to the case where devices in a circuit have dif-
ferent energy-failure functions. Finally, most importantly, we
can consider directed acyclic computation graphs in the con-
text of feedforward neural networks, which move beyond just
tree-structured formula circuits.

There are some further differences: our approach yields
energy bounds for any particular formula circuit (rather than
just bounds over the class of all n-input formula circuits), we
develop a linear-time (in n) algorithm that computes the bound,
and we demonstrate effectiveness of our design heuristic on
simple circuits.

II. MODELS

This section provides mathematical models for formulas and
for feedforward neural networks.

A. Boolean Formulas

The goal is to design circuits to compute n-input boolean
functions using a single type of gate among the set of universal
gates, i.e., NAND and NOR, such that each gate has at most k
inputs and exactly one output. Gates are interconnected into
a circuit to compute the desired function, such that inputs to
gates are some of the n inputs to the function, outputs of other
gates in the circuit, or constants {0, 1}. The output of the circuit
is the output of a certain gate. In general, a boolean function
can be realized by several different circuits using the same
kind of universal gate. Indeed, elementary digital logic design
is concerned with minimal realizations [29].

We assume that the boolean function F is sensitive to
each input, i.e., for each input i, there is a configuration
of other inputs x1 = c1, x2 = c2, . . . , xi−1 = ci−1, xi+1 =
ci+1, . . . , xn = cn, such that

F(c1, . . . , ci−1, 0, ci+1, cn) �= F(c1, . . . , ci−1, 1, ci+1, cn).

A boolean function of n inputs which is not sensitive to one
of its inputs is equivalent to a function of n − 1 inputs. In
combinatorial circuits there is no feedback, i.e., the connec-
tions between the gates must form a directed acyclic graph,
where gates are vertices and the connections between gates are
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edges. The input to a gate is considered the head of a directed
edge. A special class of combinatorial circuits of interest are
formulas, where the graph is a directed tree.

Under the ε-noisy model [16], a gate produces a correct
output for a given input with probability 1 − ε and flips its
output with probability ε. Each gate in a circuit fails indepen-
dently of any other. The noise probability ε of a gate depends
on its electrical characteristics such as bias voltage, as well
as physical and material properties. These characteristics also
determine the energy consumption of the gate. For a given
device technology, there is a relationship between energy con-
sumption of the gate and its probability of failure that depends
on the fundamental nature of the device, whether CMOS or
emerging beyond-CMOS technologies such as spin electronics
or carbon nanotubes.

Definition 1: For a gate with probability of failure ε and
energy consumption eg, let the energy-failure function of the
gate be ε = χ(eg).

When we construct circuits from noisy gates, for any given
input, there is a probability that the output of a circuit is
incorrect.

Definition 2: We say a circuit for the n-input boolean
function F is δ-reliable if for any input configuration
{x1, x2, . . . , xn} ∈ {0, 1}n, the output of the circuit y satisfies
the following:

Pr(y = F(x1, x2, . . . , xn)) ≥ 1− δ,
where probability is over all the failure patterns of the gates
in the circuit.

This work aims to answer the following general question:
What is the minimum energy needed to realize an n-input
boolean function using a δ-reliable formula? We first consider
circuits (and/or technologies) where each gate in the circuit
must have the same operating point and hence consume the
same energy. We obtain the minimum energy per device for
reliable computation. Some emerging technologies like spin
electronics allow different devices in the circuit to have differ-
ent operating points [8]. The energy-reliability limit with such
heterogeneous gates is better; we characterize such settings
later.

B. Feedforward Neural Networks

Consider a binary L-layer feedforward neural network
with n inputs and a single output used to learn and
approximate potentially complicated logic functions—a so-
called multilayer perceptron—as described in standard text-
books [30]. Inputs to the neural network are ±1, where logical
0 maps to −1 and logical 1 maps to +1. The neural network
has a given connection pattern between neurons in the various
layers, e.g., full connectivity or d-regular connectivity between
layers, and there are real-valued weights on the edges. Each
neuron has an associated activation function with a real-valued
input and an output that is ±1. For a neuron, the input to the
activation function is a sum of the outputs of the neurons of
the previous layer, weighted by the edge weights.

A neuron g can fail independently of any other neuron with
probability εg. When a neuron fails, it flips the output from +1

to −1 and vice versa. As in boolean circuits, neuron energy
consumption eg and εg are related by energy-failure function
χ . We define the notion of a δ-reliable neural network in the
same way and ask: What is the minimum energy expenditure
in a δ-reliable neural network?

III. PRELIMINARIES

We present some preliminary definitions and results for the
boolean tree problem.

A. Circuit Graphs

An n-input boolean function Fn can be realized by vari-
ous different formula structures of (universal) logic gates of a
given kind. For a given realization, we have a directed graph
Gg = (Vg, Eg), where vertices Vg are the set of gates and
Eg are the edges corresponding to connections between gates.
Each edge is directed towards the gate to which it is an input.
We call Gg the gate graph of the realization of the formula.
In this section we only consider formulas, and hence, the
corresponding graphs are trees.

Another graph that we use subsequently is the bit graph
Gb = (Vb, Eb). Here, Vb corresponds to interconnects/wires in
the circuit. In a circuit there are interconnects that run from
output of one gate to input of another gate, from circuit inputs
to inputs of gates, and from fixed sources (corresponding to
permanent 0 or 1) to input of gates. Two nodes in Vb share an
edge if the corresponding interconnects are incident to a com-
mon gate. As the circuit is a tree, interconnects between gates
have a one-to-one mapping to gates (the gates to which they
are outputs) and further Gg is a subgraph of Gb. In addition
Gb has leaf nodes that correspond to either inputs or to fixed
sources. This relation will be useful later.

B. Mutual Information Propagation

Pippenger developed the technique of circuit information
flow to bound the size of a δ-reliable circuit constructed using
ε-noisy gates [22], which we review. For a boolean function
F of n inputs, for any input i there exist values c\i ∈ {0, 1}n−1

such that Fi(x) := F(c\i, x) = x or x̄, where x̄ is the com-
plement of x. Hence, for any random input X, Fi(X) is a
one-to-one mapping. When F is realized using noisy gates, the
output is no longer Fi(X), but a random variable Y , depending
on Gg and gate noise.

Note δ is the upper bound on probability of error, Pe(c\i)
for input configuration c\i, and the possible number of values
of Y is M = 2. Then using Fano’s inequality:

I(X;Y) ≥ H(X)− h
(
Pe
(
c\i
))− Pe

(
c\i
) ln(M − 1)

ln 2
, (1)

where h(·) is the binary entropy function. Since M = 2 as the
output is binary, it follows that:

1− h(δ) ≤ I(X;Y). (2)

Unlike in communications, here, h(Pe) is not bounded by 1
for simplification.

Finally to bring gate failures into this bound, two observa-
tions are made. First, for a perfect gate g with input random
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variables U1,U2, . . . ,Uk and output random variable U0, for
any random variable Z:

I(Z;U0) ≤ I(Z;U1,U2, . . . ,Uk)

≤
k∑

i=1

I(Z;Ui) (3)

by the data processing inequality and the distributive rule of
mutual information [22]. Second, if the gate is ε-noisy, then the
output is Ũ0 = U0 + N0, where N0 is a Bernoulli(ε) random
variable independent of U0. Then, a strong data processing
inequality holds [22], [24], [25]:

I
(
Z; Ũ0

) ≤ (1− 2ε)2I(Z;U0). (4)

Based on these two information inequalities and some com-
binatorial arguments, we get a lower bound on the depth of
a formula in terms of δ and ε [22], [24], [25]. There, gate
noise was fixed and energy consumption was not considered.
Here, we build on this technique to study circuits where energy
(hence, noise) of a gate can be tuned and derive bounds on
total energy consumption to realize a boolean function.

C. Energy-Failure Functions

A few special cases of the energy-failure function χ are
relevant to modern device technologies. Here we will obtain
a generic lower bound applicable to a broad class of energy-
failure functions that encompass all relevant technologies. We
define a class of functions as follows.

Definition 3: Let physical energy-failure functions be ones
that satisfy χ :(0,∞) �→ (0, a), 0 < a ≤ 1, that is strictly
decreasing, convex, and differentiable with limeg→0 χ(eg) = a
and limeg→∞ χ(eg) = 0.

Lemma 1: Any physical energy-failure function χ has an
inverse χ−1 that is strictly decreasing, convex, and differen-
tiable.

Proof: See the Appendix.
Energy-failure functions for CMOS, carbon nanotube, and

spin electronics are all physical. A closed-form expression
relating energy and failure for a typical spin device has been
derived based on the physics of the device [11]. An approx-
imate form of the functional dependence is ε = ε0 exp(−cI),
where I is the supply current of the device. Constants c > 0
and ε0 ∈ (0, 1] depend on the device parameters, like critical
current, gate delay, and other switching parameters. As energy
consumption scales as square of current, failure ε and energy
e in a spin device are related as: ε = ε0 exp(−c′

√
e), with

c′ > 0. A generic way to capture this kind of dependence
is through stretched exponentials, ε = ε0 exp(−ceβ), where
ε0, β ∈ (0, 1], and c > 0. For CMOS technologies, it has
been shown that the exponential energy-failure function is a
fundamental thermodynamic limit [17]. Polynomial functions
are another wide class of energy-failure dependence functions
that can be used to approximately characterize different logic
devices: ε = ε0

(e+1)β
, with β > 0, ε0 ∈ (0, 1).

We now proceed to determine the energy-reliability limits of
boolean trees and will then return to energy-reliability limits
of neural networks.

IV. BOOLEAN TREE CIRCUITS FROM

HOMOGENOUS GATES

Let us consider the setting where each gate in the circuit
must have the same electrical operating point. This may be due
to limitations of the design and fabrication technologies of the
electronic devices being used. Some emerging technologies
do allow variable gate operations [8], which we discuss in
Section V.

A. Computation Energy Per Input Bit

For an n-input formula F, consider a given realization of the
formula using logic gates and hence a given directed gate tree
Gg = (Vg, Eg). For each input bit i, 1− h(δ) ≤ I(Fi(X);X) ≤
(1 − 2ε)2|Pi|, where Pi is the path in Gg to the output gate
from the gate to which xi is input. This follows by induc-
tively using (3) and (4) along the depth of Gg from root to the
terminal gate into which xi is an input [22], [24], [25].

Thus, for any δ-reliable circuit realization of F with total
energy consumption E the following conditions must be
satisfied.

C1. 1− h(δ) ≤ (1− 2ε)2|Pi|, for 1 ≤ i ≤ n,

C2. χ

(
E
∣
∣Vg
∣
∣

)

= ε. (5)

Condition C1 follows from the definition of δ-reliability of
the circuit since for any input bit i and any configuration c\i,
Pr(Y = Fi(X)) ≥ 1− δ. Condition C2 relating total energy E
and ε follows because gates with the same electrical character-
istics consume the same energy. Hence, energy consumption
per gate is eg = E

|Vg| , which along with ε = χ(eg) implies the
condition.

Our goal is to find a lower bound on the total energy con-
sumption E in a circuit realization of F. This implies that a
condition weaker than C1, together with C2, would give a
lower bound on E. Hence, we develop the following weaker
condition.

C3.
1

4
ln

1

1− h(δ)
≥ |Pi|ε, for 1 ≤ i ≤ n, (6)

Lemma 2: For a given formula F, realization gate tree Gg =
(Vg, Eg), and required reliability δ, if E satisfies conditions
(C1, C2), then it also satisfies conditions (C3, C2).

Proof: To relate C1 and C3, we note that 1− x ≤ exp(−x),
which implies that if (5) is satisfied for a given E, then for
that E : 1 − h(δ) ≤ exp(−4|Pi|ε), for 1 ≤ i ≤ n. Taking the
natural logarithm of both sides does not disturb the inequality
since ln(·) is monotonic. Thus we obtain the desired result by
multiplying both sides by −1 and flipping the inequality.

Due to linear dependence on graph structure, condition C3
is more tractable than C1. As we discuss later, these conditions
lead to a closed-form lower bound on energy consumption.

It is apparent from these necessary conditions that the lower
bound on energy will depend on the χ function. Intuitively,
when probability of failure of a gate decays faster with its
energy consumption, the total energy consumption of the
circuit should also be lower.
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Lemma 3: For physical energy-failure functions χ and for a
given n-input boolean function F with realization graph Gg =
(Vg, Eg),

E ≥ ∣∣Vg
∣∣χ−1

(
1

4 maxi|Pi| ln
1

1− h(δ)

)
, for δ <

1

2
.

Proof: For a given n-input formula F and its corresponding
directed tree Gg = (Vg, Eg), it follows from (6) that

ε ≤ min
i

1

4|Pi| ln
1

1− h(δ)
= 1

4 maxi|Pi| ln
1

1− h(δ)
.

Now as ε = χ(E/|Vg|), and χ−1 is strictly decreasing, ε ≤
1

4 maxi |Pi| ln
1

1−h(δ) implies that for a given formula and Gg,

E ≥ ∣∣Vg
∣∣χ−1

(
1

4 maxi|Pi| ln
1

1− h(δ)

)
.

We also state some combinatorial properties of trees with a
fixed number of leaves, proved in the Appendix, that allow us
to give the main theorem on minimum energy per input bit.

Lemma 4: Among all directed rooted trees with L leaves
and number of children bounded by k, a k-ary balanced tree
has the minimum number of non-leaf nodes.

Lemma 5: Among all directed rooted trees with L leaves
and number of children bounded by k, a k-ary balanced tree
has the minimum depth for the subtree made of non-leaf nodes.

Lemma 6: Among the class of directed rooted trees with
bounded children, the minimum depth and minimum size of
the subtree consisting of non-leaf nodes are monotone in
number of leaves.

Theorem 1: The minimum energy required to realize any
n-input boolean function using a δ-reliable (δ < 1

2 ) formula
of gates with degree no more than k (with k < n), and each
with the common physical energy-failure function χ is

n

k
χ−1

(
ln k

4 ln n
ln

1

1− h(δ)

)
.

Proof: A lower bound on energy consumption over all real-
ization circuits (graphs) and all n-input boolean functions can
be obtained by minimizing the realization-specific bound from
Lemma 3 over all realizations and n-input functions:

E ≥ min
Fn,Gg

∣∣Vg
∣∣χ−1

(
1

4 maxi|Pi| ln
1

1− h(δ)

)

≥
(

min
Fn,Gg

∣∣Vg
∣∣
)

min
Fn,Gg

χ−1
(

1

4 maxi|Pi| ln
1

1− h(δ)

)

=
(

min
Gg : n inputs

∣∣Vg
∣∣
)

min
Gg:n inputs

χ−1
(

1

4 maxi|Pi| ln
1

1− h(δ)

)
,

where the last equality follows because for each formula there
is a gate tree and vice versa.

For a rooted tree G = (V, E), let �(V) and �̄(V) denote the
leaf and non-leaf nodes, respectively. Then, it is clear from the
relationship between bit graphs and gate graphs that �̄(Vb) =
Vg and Eg = Eb ∩ (Vg × Vg).

As Gg has n inputs, the corresponding Gb has at least n
leaves. Thus, one can write

min
Gg:n inputs

∣
∣Vg
∣
∣ = min

Gb:≥n leaves
�̄(Vb).

By Lemma 6 and the fact that adding more constraints only
increases the minimum we have

min
Gb:≥n leaves

�̄(Vb) ≤ min
Gb:n leaves

�̄(Vb).

By Lemma 4, a k-ary Gb achieves the minimum. Now as
there are n leaves, in a k-ary tree there are at most � 1

k n
 nodes
in the level above. In turn, there are at most � 1

k � 1
k n

 in the

level above that and so on. This continues until we have only
one node at the top level. Thus the total number of non-leaf
nodes are lower bounded by � 1

k n
 + � 1
k � 1

k n

 + · · · + 1 ≥ n
k .

This implies that minF,Gg:n inputs |Vg| ≥ n
k .

To bound the other term note that χ−1 is strictly
decreasing, so χ−1( 1

4 maxi |Pi| ln
1

1−h(δ) ) is minimized when
1

4 maxi |Pi| ln
1

1−h(δ) is maximized. This is because ln 1
1−h(δ) ≥ 0,

for δ < 1
2 . Thus when maxi |Pi| is minimized the other term

is also minimized.
As maxi |Pi| is the depth of Gg, by Lemma 5, this minimum

is achieved by a k-ary tree. Now, by Lemma 6 and the relation
between Gb and Gg, the depth of Gg is minimized when the
number of leaves in Gb is minimized. The number of leaves
in Gb is no less than n, as there are n inputs. For a k-ary tree
with n leaves, the depth is at least � ln n

ln k 
 ≥ ln n
ln k . Hence,

E ≥ n

k
χ−1

(
ln

1

1− h(δ)

ln k

4 ln n

)
.

To understand the implications of Theorem 1, let us consider
the simple case where we fix δ ∈ (0, 1

2 ) and k = O(1). Then,
the theorem implies that to realize δ-reliability using gates of
at most k inputs, the minimum energy requirement scales with
number of inputs n as

�

(
nχ−1

(
c(δ, k)

ln n

))
, for some constant c(δ, k).

Typical nanoscale circuits compute functions of large num-
bers n of inputs and so such order scaling is of central
interest. In most practical scenarios (including the conditions
in Theorem 1), χ−1 is strictly decreasing and limε→0 χ

−1 =
∞. Thus, as n→∞, the term χ−1(

c(δ,k)
ln n )→∞. This implies

that the minimum energy requirement per input bit over all
boolean functions increases with number of input bits for any
δ ∈ (0, 1

2 ) and k = O(1).
This contrasts sharply with circuits of noiseless gates, where

there are many n-input functions that can be realized using
O(n) gates. As each gate requires only a constant amount of
energy for its perfect operation, the total energy consumption
is O(n) for these circuits. Hence, as devices and gates become
unreliable there is a price to be paid in terms of the energy
per input bit.

Next, we build a more quantitative understanding of the
scaling of energy per input bit by considering a few relevant
classes of energy-failure dependence functions χ .

B. Energy Bounds for Device Technologies

As discussed before, the energy-failure functions for most
device technologies are either polynomial or stretched expo-
nential. The following lower bounds for polynomial and
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stretched exponential energy-failure dependence follow from
Theorem 1.

Corollary 1: The minimum energy required to realize any
n-input boolean function using gates with maximum k inputs,
k < n, and each with ε = χ(e) is

n

kc
1
β

(
ln

4ε0 ln n

ln k
− ln ln

1

1− h(δ)

) 1
β

when χ(e) = ε0 exp(−ceβ), and

n

k

(
4ε0 ln n

ln k ln 1
1−h(δ)

) 1
β

when χ(e) = ε0
(e+1)β

.
Proof: Since both energy-failure functions are physical,

the result follows by substituting the appropriate χ−1 in
Theorem 1.

When we have a lower bound on χ rather than an exact
functional form, we can still obtain a lower bound on energy
consumption.

Lemma 7: Let energy-failure functions χ1 and χ2 be phys-
ical and χ1(e) ≤ χ2(e) for all e. For gates with χ1 if there
exists no δ-reliable circuit Gg for a formula F with total energy
consumption no more than E, then the same is true for χ2
gates.

Proof: The result follows by noting that if a per-gate energy
e2 in case of χ2 achieves δ-reliability, then by the monotonicity
of χ1 and χ2, the dominance between them, and condi-
tion (6), e2 energy per gate achieves δ-reliability in case of χ1
gates.

Thus, if we have a lower bound on χ , we can find the fun-
damental lower bound on energy consumption. This is useful
when device physics are not tractable and an exact func-
tional form is unknown. Here we use this property to make
an interesting generic observation about a broad class of χ
functions.

Note that the exponential function ε = ε0 exp(−ce) lower
bounds polynomial and stretched exponential functions. Thus,
by Lemma 7, the exponential function can be used to obtain a
lower bound on energy consumption for all sub-exponential
energy-failure functions. Since energy-failure functions for
many devices fall in the sub-exponential class and the expo-
nential energy-failure function is also a fundamental thermo-
dynamic limit for CMOS technologies, we can obtain a generic
bound using exponential functions.

From Corollary 1 it follows that for ε = ε0 exp(−ce), the
energy consumption for computing n-input functions is lower
bounded by

n

ck

(
ln ln n− ln ln k + ln(4ε0)− ln ln

1

1− h(δ)

)
. (7)

As k = O(1) and so is δ, for large n the leading term
is n ln ln n

ck . So, for large n, as long as δ < 1
2 , the minimum

energy requirement scales at least as n ln ln n
ck . This has important

implications.
First, if gates are error-prone and have sub-exponential

energy-failure functions, then to achieve any non-trivial relia-
bility (δ < 1

2 ), the energy requirement per bit of computation

scales at least as c′ ln ln n, and this lower bound on scaling
is independent of the reliability requirement (as long as it is
non-trivial). This means that the reliability requirement is not
the bottleneck in obtaining linear scaling of energy with num-
ber of inputs. Rather, the bottleneck is the sub-exponential
unreliability of the gates.

Second, even if we allow a decreasing reliability require-
ment with increasing input size, it does not help in obtaining
a constant energy consumption per input bit. As long as δn ↑ 1

2
such that h(δn) = 1−ω( 1

n ), the minimum energy requirement
per input bit scales at least as ln ln n, irrespective of the scaling
of δn. This can be seen by substituting h(δn) for h(δ) in (7).
This further implies that the fundamental bottleneck is the
sub-exponential unreliability of the gates, not the reliability
requirement.

V. BOOLEAN TREE CIRCUITS FROM

HETEROGENEOUS GATES

Emerging technologies like spin electronics promise cir-
cuits with gates having different electrical operating points
(and energy levels). Now we determine the minimum energy
required to compute a given n-input boolean function using a
given gate graph if the energy of each gate is tuned separately.

Let F be an n-input boolean function with a gate (realiza-
tion) graph Gg, a directed rooted tree. We allocate energy to
each gate to ensure that the circuit is δ-reliable and is also
energy efficient. Our goal is twofold: to characterize the min-
imum energy required by a circuit realization while having
δ-reliability and to understand the best reliability that can be
achieved for a given energy budget.

Using information propagation we find that to achieve δ-
reliability, for each input bit i, we need:

1− h(δ) ≤ I(Fi(X);X) ≤
∏

g∈Pi

(
1− 2εg

)2
,

where Pi is the path in Gg to the output gate from the gate
to which xi is input. As in the case of uniform gates, this
follows by inductively using (3) and (4) along the depth of
Gg from root to the terminal gate into which xi is an input.
After straightforward algebraic manipulations, the condition
becomes

1

4
ln

1

1− h(δ)
≥
∑

g∈Pi

εg,

where εg = χ(eg) for each g ∈ Vg. We introduce the nota-
tion γ (δ) = 1

4 ln 1
1−h(δ) . Note that as εg ≥ 0, to satisfy the

necessary condition for δ-reliability, we only need to consider
the maximal paths {Pi}, where a path Pi for an input bit i is
maximal if there exists no bit j �= i such that Pi ⊂ Pj. Hence,
the necessary condition for δ-reliability is

γ (δ) ≥
∑

g∈P
εg, for all maximal P . (8)

In a tree Gg, the only maximal paths are the unique root-to-leaf
paths for each leaf node in Gg.
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A. Minimum Energy Requirement

Based on the necessary condition (8), we first determine
the minimum energy requirement for δ-reliable realization of
F using Gg. Consider the following problem,

min
∑

g∈Vg

eg

s.t.
∑

g∈P
εg ≤ γ (δ) for all maximal P,

εg = χ(eg) and eg ≥ 0 ∀g ∈ Vg. (9)

The constraints in this optimization problem are from the
δ-reliability requirements and the objective is the total energy
consumed across gates. Thus, the optimal solution satisfies the
necessary conditions for δ-reliability and is a lower bound on
the total energy required to realize F using Gg.

For physical energy-failure functions, χ has an inverse, 0 ≤
εg = χ(eg) ≤ a, for 0 ≤ eg ≤ ∞. Hence, the problem can be
further simplified by eliminating the energy variable eg,

min
∑

g∈Vg

ψ(εg)

s.t.
∑

g∈P
εg ≤ γ (δ) for all maximal P,

0 ≤ εg ≤ a (10)

where ψ = χ−1. Note that by Lemma 1, ψ is strictly decreas-
ing, convex, and differentiable. Thus, it follows that (10) is a
convex optimization problem [31].

To lower bound energy consumption, one can solve (10)
using a general method like projected gradient descent.
However, it would involve projection onto the intersection
of 2n half-spaces (in R

n) at each iteration, which is com-
putationally intensive for a large circuit. Here, building on
insights from KKT conditions and the structure of (10), we
derive a simple lower-bounding procedure that can be used
for any reasonable target δ. This procedure gives simple
closed-form expressions for certain structured circuits and also
gives rules of thumb for obtaining lower bounds for gen-
eral circuits. Towards that we make certain observations about
problem (10).

First, note that for any δ, there is a finite {eg} that satisfy
the constraints. Hence, the value of the objective is finite for
this {eg}. On the other hand, suppose at the optimum, for some
g, εg = 0. Then by the definition of physical energy-failure
functions we have that ψ(eg) = ∞. This implies an infinite
value of the objective. Hence, at the optimum value, εg > 0
for all g ∈ Vg. Hence, problem (10) remains the same if we
remove the condition εg ≥ 0 for all g.

Second, we claim that if the reliability requirement δ is such
that h(δ) ≤ 1−exp(−4a), then at the optimum of (10), εg < a
for all g ∈ Vg. This follows by noting that at the optimum, the
condition:

∑
g∈P εg ≤ γ (δ) must be satisfied for all maximal

paths P , and by noting that γ (δ) = 1
4 ln 1

1−h(δ) .
Hence, for reliability requirement δ satisfying h(δ) ≤ 1 −

exp(−4a), the bound on energy consumption can be obtained

by solving:

min
∑

g∈Vg

ψ(εg)

s.t.
∑

g∈P
εg ≤ γ (δ) for all maximal P . (11)

This problem is also a convex problem satisfying Slater’s
conditions. So, strong duality holds and the KKT conditions
are necessary and sufficient conditions for optimality. In prac-
tice, a is at least 0.5, as without any energy the gate outputs
a floating binary value at random, which is correct with a
probability at least 0.5. Thus, the condition is equivalent to
h(δ) ≤ 0.865, which is practically reasonable.

The Lagrangian for problem (11) is

∑

g∈Vg

ψ
(
εg
)+

∑

P
νP

⎛

⎝
∑

g∈Pi

εg − γ (δ)
⎞

⎠,

where νP ≥ 0, for all P . The KKT conditions are

νP

⎛

⎝
∑

g∈P
εg − γ (δ)

⎞

⎠ = 0 ∀P,
∑

g∈P
εg ≤ γ (δ) ∀P,

ψ ′
(
εg
)+

∑

P :g∈P
νP = 0 ∀g. (12)

Now, we use structural properties of the gate graph and the
optimization problem to obtain relations among εg values at
the optimum. Consider any node g in the gate graph and its
children g1, g2, . . . , gk. As the gate graph is a tree, any path
Pi that passes through a gl, 1 ≤ l ≤ k, also passes through g
and a path that passes through gl does not pass through gl′ ,
1 ≤ l �= l′ ≤ k. So,

∑
P :g∈P νP =

∑k
l=1

∑
P :gl∈P νP .

This, together with the KKT conditions (12) imply that for
any node g in Gg and its children g1, g2, . . . , gk,

ψ ′
(
εg
) =

k∑

l=1

ψ ′
(
εgl

)
. (13)

We make another observation that will be useful later. We
claim that at the optimum of (11),

∑

g∈P
εg = γ (δ), (14)

for any maximal path P .
To see this, let us assume the contrary so there is a path

P ′ such that
∑

g∈P ′ εg < γ (δ). As Gg is a tree, there is a
leaf node on P ′ through which no other path passes. We can
increase εg for that node until the inequality is matched with
equality. This would result in a decrease in total energy, which
contradicts the optimality of the present energy allocation. So,
condition (14) holds.

The following lemma is useful in deriving the bound on
energy consumption.

Lemma 8: Conditions (13) and (14) are necessary and
sufficient for {εg} to be an optimum of (11).



CHATTERJEE AND VARSHNEY: ENERGY-RELIABILITY LIMITS IN NANOSCALE FEEDFORWARD NEURAL NETWORKS AND FORMULAS 257

Proof: As (11) satisfies Slater’s conditions, KKT conditions
are necessary and sufficient for optimality. So, (13) derived
from KKT conditions is necessary. Necessity of (14) at the
optimum has already been argued. For proving sufficiency,
note that the KKT conditions are sufficient. For each P , νP =
−ψ ′(εgP ) where gP is the leaf gate of the path P . It is easy
to check that for these choices of νP , the KKT conditions are
satisfied, given (13) and (14) are satisfied.

B. Minimum Energy for Device Technologies

Let us consider polynomial and exponential energy-failure
functions, and discuss how our optimality conditions yield
minimum energy requirements for symmetric gate graphs.
Later, we also present a generic procedure to determine the
minimum energy requirement for any tree gate graph and
any physical energy-failure function. Immediate derivatives
of these procedures for obtaining energy lower-bounds are
heuristic schemes for energy allocation in formulas.

An exact energy allocation problem for formulas involves
finding an energy allocation across gates to minimize total
energy consumption while ensuring δ-reliability. Note that the
δ-reliability condition requires that the probability of error
must be no more than δ for each input configuration. Hence,
the exact energy allocation problem would have 2n constraints,
which are, in general, non-convex. The optimization problem
in (10) can be seen as a tractable convex surrogate to this
problem.

1) Polynomial Energy-Failure Function: Consider a poly-
nomial energy-failure function εg = χ(eg) = a

(1+eg)β
. Note

that this function has an inverse eg = ψ(εg) = ( a
εg
)

1
β − 1

that is convex, strictly decreasing and differentiable, ψ ′(εg) =
− 1
β

a
1
β ε

1
β
−1

g . Hence, condition (13) becomes

ε
1
β
−1

g =
k∑

l=1

ε
1
β
−1

gl . (15)

Consider a symmetric k-ary tree of depth d as the gate
graph, i.e., each gate has k inputs. Now, by symmetry and
by condition (14), each gate at depth d must have the same
energy and hence, the same failure probability, say ε at the
optimum of (11). Now, again by symmetry and condition (14),
each gate at depth d−1 must have the same failure probability,
say ε′. By condition (15), we have that

ε′
1
β
−1 = kε

1
β
−1, which implies that ε′ = k

β
1−β ε.

Following this procedure implies that at depth i all the gates
have the same failure probability ε(i):

ε(i) = k
(d−i)β

1−β ε.

Now, by condition (14) it follows that
∑d

i=0 ε(i) = γ (δ),
so we have

ε
1− k̃d+1

1− k̃
= γ (δ),

where k̃ = k
β

1−β < 1. This gives the optimum ε to be

ε∗ =
γ (δ)

(
1− k̃

)

1− k̃d+1
.

So, the minimum energy requirement is given by the total
energy consumed at this optimum allocation:

d∑

i=0

ψ(ε(i))ki =
d∑

i=0

ki

((
a

ε∗k̃d−i

) 1
β − 1

)

=
d∑

i=0

(
kk̃

1
β

)i
k̃
−d
β

( a

ε∗
) 1
β −

d∑

i=0

ki

= �(n),
where the last line follows by noting that kd+1 = �(n).

Observe that in this example of a symmetric circuit with
non-uniform energy allocation, a linear scaling of energy with
the number of inputs is possible. This is in contrast to the
circuits with uniform operating points, where linear scaling is
not possible.

Recall from Section VI-A that any circuit (including ones
with reliable components) with n inputs must have energy scal-
ing at least �(n) since for n inputs, we need at least n

k gates
with each gate consuming �(1) energy. For reliable compo-
nents this is obvious, as the energy consumption per gate is
constant and does not need to be tuned. For circuits with unre-
liable components, if there is a gate that consumes o(1) energy,
then ε = χ(o(1)) for that gate is ω(1). Then, the necessary
condition

∑
g∈P εg ≤ γ (δ) cannot be satisfied for any finite δ

for the maximal path through that gate, when n scales.
Remark 1: For symmetric gate graphs with polynomial

energy-failure functions, we obtain the following rule of thumb
for failure allocation: ε should be geometric along the depth

with a factor k
β

1−β from a layer to the one above. This in turn

gives a rule of thumb for energy allocation: a ratio of k
1

β−1 is
maintained from a layer to the one above for 1+ eg.

2) Exponential Energy-Failure Function: Now consider the
exponential energy-failure function, εg = a exp(−ceg) with
inverse ψ(εg) = − 1

c ln εg
a . Clearly, this function is convex,

strictly decreasing, and differentiable, ψ ′(εg) = − a
cεg

. Thus,
condition (13) becomes

1

εg
=

k∑

l=1

1

εgl

. (16)

If we consider the same symmetrical k-ary tree as the gate
graph, for gates at depth i and i+1 we have ε(i) = 1

k ε(i+1),
following the same approach as for polynomial energy-failure
functions. Further following the same steps, we obtain

ε∗ =
γ (δ)

(
1− 1

k

)

1− 1
kd+1

. (17)

The rest of the derivation of the lower bound follows by
replacing k̃ in Section V-B1 by 1

k and ψ(εg) = − 1
c ln εg

a .
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Algorithm 1 Minimum Energy Allocation
Input: γ (δ)
Initialize: ∀g, εg = 0, ε̄g = 1, γ = γ (δ)
Parameters: 0 < η � 1

1: Call SUBTREEALLOC(γ (δ),Gg).
2: Allocate ψ(εg) energy to gate g

Minimum energy consumption is given by

1

c

∑

i

ki ln
akd−i

ε∗
= 1

c

∑

i

⎛

⎝(d − i)ki ln k + ki ln
a
(

1− 1
kd+1

)

γ (δ)
(

1− 1
k

)

⎞

⎠

= �(n).
Notice that the energy allocations for gates at depth i and

i + 1 follow exp(−c(e(i) − e(i + 1))) = 1
k , implying e(i) =

e(i+ 1)+ 1
c ln k.

Remark 2: For exponential energy-failure function and
symmetric gate graph, though the rule of thumb of ε allo-
cation is geometric upwards in the tree (with a factor k), the
energy allocation is additive with a factor proportional to ln k.

3) Generic Procedure: In general, a numerical value for the
minimum energy requirement can be obtained by solving the
convex optimization problem (11) directly for a given δ. This
gives an allocation {εg} and an energy allocation {eg}. Note
this is only a heuristic energy allocation procedure rather than
a provably optimum one, as (11) only gives necessary condi-
tions to achieve δ-reliability. Though, note no energy allocation
scheme can have δ-reliability with a total energy less than the
optimum of (11).

Alg. 1 gives a procedure based on the optimality condi-
tions (13) and (14), which is computationally simpler than
solving (11) using a generic convex optimization algorithm.

Let us define P(Subtree, g) as the sum of εg along any path
from root of the subtree to a leaf through g. Let S(g) be the
sibling nodes of g in the gate graph and subtree(g) be the
subtree rooted at g.

This algorithm starts by allocating some ε to the nodes
at lowest depth that are siblings and tunes ε according to a
binary search while adjusting ε values of other nodes accord-
ing to conditions (13) and (14). For any allocations of ε values
to the children of a node, it uses condition (13) to obtain
the allocation of their parent. Note that solving (13) is the
same as solving the one-dimensional unconstrained convex
optimization problem in Step 10 of SUBTREEALLOC. Since
ψ is convex, the optimality condition for Step 10 is equiv-
alent to the derivative being 0, which is the same as (13).
We write Step 10 in this fashion to show that (13) is eas-
ily solvable, given the ε values of child nodes. When a node
has been allocated an ε, then one can enforce conditions on
ε values of other sibling nodes using (14). The sub-routine
SUBTREEALLOC carries out this procedure recursively.

Proposition 1: Alg. 1 reaches the optimum of (11) in
O(|Vg| Q log 1

η
) steps, where Q is the number of steps required

to solve the one-dimensional convex optimization problem in
Step 10 of SUBTREEALLOC.

Proof: We build on Lemma 8. Note that at the optimum
of (11), conditions (13) and (14) are satisfied with path sums

Algorithm 2 SUBTREEALLOC(γ ,Subtree(root))
1: Among nodes at maximum depth pick g with smallest

index
2: Assign εg = εg+ε̄g

2 to g
3: while |P(Subtree, g)− γ | > ηγ do
4: if P(Subtree, g)− γ > γη then
5: ε̄g ← εg
6: else
7: εg ← εg
8: end if
9: Assign εg = εg+ε̄g

2 to g
10: For g′, where g ∈ child(g′): εg′ ←

arg minε
(
ψ(ε)− ε∑g∈child(g′) ψ

′(εg)
)

11: for v ∈ S(g′) (in numerical order) do
12: SUBTREEALLOC(P(Subtree(g), g)),Subtree(v))
13: end for
14: end while
15: For all u ∈ S(g), reset εu = 0, ε̄u = 1, but keep εu

being γ (δ). Conditions (13) and (14) constrain failure val-
ues of all nodes while leaving only one free parameter. This
implies that if the conditions (13) and (14) are enforced, then
for a given choice of ε for a leaf node at the maximum depth,
failure values of all other nodes become fixed (as a function
of ε). Thus it is then sufficient to do a binary search over ε.
The algorithm does exactly that.

At the end of the algorithm, conditions (13) and (14) are
satisfied with path sum being γ (δ) from any leaf node. As
this is a necessary and sufficient condition for optimality, the
algorithm output is optimal.

The complexity result follows because for a given value
of ε on a leaf node, one has to iterate through all nodes and
enforce conditions (13) and (14), which takes O(|Vg|) time. In
addition, in each iteration, solving the optimization problem
in Step 10 takes Q queries. As we have to do binary search
for ε up to an accuracy η, the log 1

η
factor follows.

C. Maximum Reliability

Let us consider the case where there is a given energy bud-
get E for the whole circuit. Then, the necessary condition for
δ-reliability is

∑

g∈P
εg ≤ γ (δ) for all maximal P,

∑

g∈Gg

eg ≤ E,

εg = χ
(
eg
)

and eg ≥ 0 ∀g, (18)

We aim to determine the maximum reliability achievable for
a given circuit energy budget, using the following optimization
problem.

min y

s.t.
∑

g∈P
εg − y ≤ 0, for all maximal P,

∑

g

ψ
(
εg
) ≤ E,

0 ≤ εg ≤ a ∀g ∈ Vg. (19)
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Let ymin(E) be the solution of problem (19). Note that
γ : [0, 1

2 ] → [0,∞) is a strictly increasing function of
δ on [0, 1

2 ] and is bijective, with an inverse that is also
strictly increasing. This implies γ−1(ymin(E)) is the minimum
δ for which a feasible {eg} exists that satisfies the necessary
conditions.

Note that the optimum is strictly decreasing with increasing
E. To see this, consider E′ > E, then the optimal solution for
budget E is a feasible solution for the problem with budget E′.
Now use this allocation with additional E′−E

|Vg| energy per gate.
This is a feasible solution for the problem with budget E′. This
feasible solution gives a y value strictly less than ymin(E), as
χ is strictly decreasing. Hence, ymin(E′) < ymin(E). Also, as
E→∞, ymin(E)→ 0. This is easy to see by picking εg = E

|Vg|
for all g, and noting that

∑
g∈P εg ≤ χ( E

|Vg| )maxP |P| → 0
as E→∞. Thus the optimum solution of (19), ymin(E) goes
to 0 as E→∞.

By properties of physical energy-failure functions, namely
χ(eg)→ 0 as eg → ∞ and χ strictly decreasing, the condi-
tions 0 ≤ εg are redundant for any finite energy budget. Also,
as ymin(E) → 0 when E → ∞, there exists Eθ such that for
all E ≥ Eθ , ymin(E) < a. Thus, for E ≥ Eθ , εg < a for all g
are redundant conditions.

There is no closed-form expression for Eθ , but is straight-
forward to compute. For a given budget E, let the optimal
solution of (20) be y∗; then E is the optimal solution of (11)
for γ (δ) = y∗. This is proven by contradiction. Note that the
optimal solution of (20) is a feasible solution of (11). Now, if
for a given γ (δ) = y∗, the optimal solution of (11) is strictly
less than E, then we can divide the excess energy (E minus
the minimum) among all gates to improve y∗ in (20), which is
a contradiction. This implies that to compute Eθ we can run
Alg. 1 for γ (δ) = a.

Now we focus on maximum reliability for an energy bud-
get E ≥ Eθ , as in most cases a = 0.5 and γ (δ) < 0.5 is
a bare-minimum reliability requirement. So, we consider the
following problem.

min y

s.t.
∑

g∈P
εg − y ≤ 0, for all maximal P,

∑

g

ψ
(
εg
) ≤ E. (20)

By convexity of ψ , this is a convex program. As for
minimum energy allocation, we find KKT conditions for suf-
ficiency of optimality. The conditions are: for λP ≥ 0 and
μ ≥ 0,

∑

P
λP = 1

∑

P :g∈Pi

λP + μψ ′
(
εg
) = 0,

μ

⎛

⎝
∑

g∈Vg

ψ
(
εg
)− E

⎞

⎠ = 0,

λP

⎛

⎝
∑

g∈P
εg − y

⎞

⎠ = 0.

The following conditions are more useful as they do not
involve dual variables.

ψ ′
(
εg
) =

k∑

l=1

ψ ′
(
εgl

)
. (21)

∑

g∈P
εg = ymin(E), (22)

∑

g

ψ
(
εg
) = E, (23)

for any maximal path P from a leaf to the root.
Lemma 9: Conditions (21)–(23) are necessary and suffi-

cient for the optimality of (20).
Proof: Necessity of (21) follows from the necessity of KKT

conditions.
Necessity of (22) follows because at the optimum, path-

sums of ε along all maximal paths must match. Otherwise,
there is a path P for which an ε path-sum is smaller. Then
one can take a little energy from the leaf gate in that path and
distribute it equally among leaf gates of all other paths. One
can choose the amount to be arbitrarily small such that this
reallocation of energy: (a) decreases path-sums of all paths
other than P , (b) increases the path-sum of P , and (c) keeps
the path-sum of P as the smallest. This strictly decreases y,
which contradicts the optimality of the current allocation.

Necessity of (23) follows because if there is a strict inequal-
ity, we can always distribute the remaining energy to the gates
and decrease ε of each gate, resulting in a decrease in y. This
is contrary to optimality.

For sufficiency of (21)–(23), take λP = ψ ′(εgP )∑
P ψ ′(εgP )

, where

gP is the leaf of P and take μ = − 1∑
P ψ ′(εgP )

. Then, it is
straightforward to verify these λP and μ values satisfy the
KKT conditions.

To derive the best reliability achievable for a given energy
budget, we can use the same approach. First, for a given ε
at the maximum depth, find ε for all other nodes using (21)
and (22), and then using

∑
g χ(εg) = E, obtain ε at the max-

imum depth. This eventually yields the sum of εg along any
path, and therefore ymin(E).

D. Maximum Reliability for Device Technologies

1) Polynomial Energy-Failure Function: By the same sym-
metry arguments as before, gates at the same depth must have
the same failure probabilities. Also, by conditions (21)–(22):
ε(i) = k̃ε(i+1). So, if the failure probability at depth i is ε(i)
and the energy budget is E, then we must have

E =
d∑

i=0

ψ(ε(i))ki

=
d∑

i=0

ki

((
a

ε(d)k̃d−i

) 1
β − 1

)
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=
d∑

i=0

(
kk̃

1
β

)i
k̃
−d
β

(
a

ε(d)

) 1
β −

d∑

i=0

ki

= ε(d)− 1
β

d∑

i=0

(
kk̃

1
β

)i
k̃
−d
β a

1
β −

d∑

i=0

ki,

which gives ε(d) in terms of E.
The best δ that can be achieved is

γ−1

(
d∑

i=0

ε(i)

)

= γ−1

(

ε(d)
1− k̃d+1

1− k̃

)

.

2) Exponential Energy-Failure Function: Following the
same steps as in the case of polynomial energy-failure func-
tions we obtain a similar expression for ε(d) in terms
of E,

E =
d∑

i=0

ki 1

c
ln

a

ε(i)

= 1

c

d∑

i=0

ki
(

ln
a

kd−i
− ln ε(d)

)
,

which implies

ε(d) = exp

(

−cE −∑d
i=0 ki ln a

kd−i
∑d

i=0 ki

)

and

γ (δ) = ε(d)1− 1
kd+1

1− 1
k

.

3) General Procedure: A general procedure of energy allo-
cation can be obtained by solving convex program (20).
As in minimum energy allocation, a computationally simpler
approach would be to use the necessary and sufficient KKT
conditions. We, however, design Alg. 3 to use minimum energy
allocation as a sub-routine. Similar correctness and complexity
results hold with an additional multiplicative factor of log 1

θ
in

the computational complexity, where θ is the energy budget
accuracy (1± θ)E.

The following lemma is useful in proving the accuracy of
Alg. 3.

Lemma 10: For a given energy budget E, ymin is the opti-
mum of (20) if and only if for a given reliability requirement
γ (δ) = ymin, E is the optimum of (11).

Proof: As argued before, recall that for a physical energy-
failure function, ymin(E) is a strictly decreasing function of E,
ymin:[0,∞) �→ [0,∞], which is one-to-one and onto.

We start with the direct part. As E meets γ (δ) reliability
requirement in (11) for an allocation of εg, in (20) this εg

allocation meets the budget E while achieving a γ (δ) relia-
bility. So, ymin(E) ≤ γ (δ). Let ymin(E) < γ (δ), then we can
take away some energy from some gates in the circuit, so that
their εg increases and

∑
g∈P εg = γ (δ) for all maximal P .

This implies that the total energy used is less than E while
achieving γ (δ) reliability, which is a contradiction.

The converse follows similarly by starting with an allocation
that achieves maximum reliability ymin(E) for a given budget E
and showing E is the minimum energy requirement for a given
reliability criteria γ (δ) = ymin(E). Proof follows similarly by

Algorithm 3 Maximum Reliability Allocation
Input: E
Initialize: ∀g, εg = 0, ε̄g = 1, γ = γ (δ)
Parameters: 0 < η � 1, 0 < θ �
1

1: δ = 0, δ̄ = 1, δ = 1
2 .

2: while |∑g ψ(εg)− E| > θE do
3: if

∑
g ψ(εg)− E > θE then

4: δ← δ
5: else
6: δ̄← δ
7: end if
8: δ = δ+δ̄

2
9: Call SUBTREEALLOC(γ (δ),Gg)

10: end while
11: Allocate ψ(εg) energy to gate g

showing an inequality, and then showing that a strict inequality
is a contradiction.

Based on Lemma 10, in Alg. 3 we do a binary search over δ
to find the minimum δ for which minimum energy allocation
obtained is E.

Proposition 2: Alg. 3 reaches the optimum of (20) in
O(|Vg| Q log 1

η
) steps for a given θ if E ≥ Eθ , where Q

is the number of steps required to solve the one-dimensional
convex optimization problem in Step 10 of SUBTREEALLOC.

Proof: There is a unique δ for an energy budget by
Lemma 10, so it is sufficient to search over all δ to find a δ for
which E is the minimum energy requirement. Hence, doing a
binary search for δ and running the minimum energy procedure
for each δ converges to the correct reliability requirement.

Complexity guarantees follow from similar results for the
minimum energy procedure. Here we perform an additional
binary search for δ, but since it is over [0, 1], this search
takes O(1) iterations which is included in the constants in
the complexity order result.

Note that the energy allocation rules in this section are
derived from necessary conditions for δ-reliability. Hence,
they are heuristics for achieving δ-reliability. But, as they are
derived based on the necessary conditions, no energy alloca-
tion scheme can achieve a better energy consumption (for a
given reliability) or reliability (for a given energy budget) than
the bounds obtained by these allocation schemes.

VI. FEEDFORWARD NEURAL NETWORKS

Now we extend the mutual information propagation tech-
nique from tree-structured circuits to directed acyclic graphs,
to study binary feedforward neural networks. Recall the basic
problem formulation from Section II-B. Though we restrict
to single-output neural networks, most results in the sequel
can be extended to neural networks with multiple outputs by
appropriately modifying the definition of δ-reliability.

We give a preliminary lemma before pursuing more general
insight. Consider the setting of neural networks where neurons
in a given layer have the same operating point.

Lemma 11: For an L-layer neural network with n inputs, a
single output, and the same failure probabilities for all neurons
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in a layer:

1− h(δ) ≤
∑

P∈Pg

∏

g∈P

(
1− 2εg

)2
,

for all g ∈ N1 (the input layer), where Pg is the set of directed
paths from g ∈ N1 to the output.

Proof: Proof follows using the proof of a similar result for
a circuit with uniform ε in [24].

As neurons in the same layer must have the same energy, let
e(�) denote the energy of a neuron in layer � and let the failure
probability of a neuron in layer � be denoted ε(�) = χ(e(�)).
Then, by simple substitution, the condition becomes

1− h(δ) ≤ ∣∣Pg
∣
∣

L∏

�=1

(
1− 2ε(�)

)2
, (24)

for all g ∈ N1. The condition can also be written as

1− h(δ) ≤
(

min
g∈N1

∣∣Pg
∣∣
) L∏

�=1

(
1− 2ε(�)

)2
. (25)

Taking natural logarithms of both sides and using the
inequality 1 − x ≤ exp(−x), the necessary condition for
δ-reliability becomes:

ln
1

1− h(δ)
≥ 4

∑

l

ε(�) − min
g∈N1

ln
∣∣Pg

∣∣. (26)

A. Homogeneous Neurons

As discussed in Section I, there are two hardware-
determined technological possibilities for energy allocation
to neurons: either all neurons must be operated at the same
energy level or they can be operated at different energy levels.
In this section, we consider the setting where all neurons are
operated at the same energy level. We want to understand the
implication of a prescribed δ-reliability of the neural network
on its energy consumption in the regime where L is large, i.e.,
the neural network is deep.

For an L-layer neural network with an underlying directed
graph G, let us define πG(L) = ming∈N1 |Pg|. From (24), for
uniform neuron operating points, we have:

1− h(δ) ≤ πG(L)(1− 2ε)2L. (27)

The total energy consumed by the network is ψ(ε)
∑

l N�.
Hence, for a neural network with uniform energy allocation, a
universal lower bound for energy consumption is O(

∑
� N�).

Note that there is also linear scaling in the absence of fail-
ures. Thus our universal lower bound is order-optimal, in the
sense of scaling with the size of the network up to a con-
stant independent of network size and depth. To achieve this
order-optimal scaling of neural network energy consumption,
neuron failure probability ε must be a constant independent
of L and

∑
� N�.

If ε is a constant then (1 − 2ε)2L goes to 0 exponentially
with L. Hence, to meet any non-trivial (δ < 1

2 ) δ-reliability
constraint, we must have

πG(L) ≥ 1− h(δ)

(1− 2ε)2L
. (28)

So, a necessary condition for order-optimal (linear) energy
scaling with a per-neuron energy consumption eG, i.e., for
energy consumption scaling as eG

∑
� N�, a necessary condi-

tion is that πG(L) must grow exponentially with L with an
exponent dG = 1/(1 − 2χ(eg))

2. This poses the following
constraint on the structure of the deep neural network. There
must be exponentially many paths, dL

G, from each neuron at
the input layer to the output neuron. This implies that if con-
nectivity between any two of the L − 2 ≈ L adjacent hidden
layers are similar and they are regular, then each hidden neu-
ron must have a degree dG connectivity to both of its adjacent
layers.

Remark 3: Consider a deep neural network of faulty neu-
rons with uniform connectivity across all adjacent hidden
layers. Then a linear (in per layer size) number of edges
between any two adjacent layers is necessary for reliability
of the network.

To gain further insights on structural properties of reliable
neural networks constructed from faulty neurons, let us tem-
porarily restrict attention to the class of uniformly-noisy neural
networks with L layers and r neurons in each hidden layer,
such that all hidden neurons have d directed edges to the next
layer. We want to understand the minimum energy required for
networks in the class to be able to compute δ-reliably, where
the minimum is taken over all n-input boolean functions from
{0, 1}n to {0, 1} that can be computed using this class of neural
networks.

Since there are r neurons in each hidden layer and the error
probability of each neuron is ε, then for large L the total energy
consumed by the network is (L− 2) r · ψ(ε) ≈ L r · ψ(ε).

To obtain the minimum energy bound, we compute the min-
imum of this quantity subject to the necessary δ-reliability
constraint in (27). Replacing πG(L) by dL yields a lower bound
on the minimum energy consumption. This enumeration arises
from the maximum number of paths possible from an input
neuron to the output neuron if all the adjacent hidden layers
are fully connected, which gives dL paths.

To satisfy (27), we need ε ≤ 1
2 (1− 1/

√
d), as for large L,

for any non-trivial constant δ, the term (ln 1
1−h(δ) )

1
L is 1. So,

the minimum energy consumed within the class of uniform
and regular neural networks with L layers scales as ≈ L r ·
ψ( 1

2 (1− 1√
d
)).

Hence, the minimum energy consumption lower bound is
linear in the number of hidden layers and the scaling constant
depends on the particular energy-failure function, connectivity
between layers, and the number of neurons in each layer.

Consider the exponential energy failure function εg =
a exp(−ceg), then ψ(ε) = 1

c ln a
ε
. In this case the energy scal-

ing is linear with the size of the network (≈ L · r) and the
constant is 1

c ln 2a
√

d√
d−1

.

B. Heterogeneous Neurons

Next we investigate the setting with flexible hardware
technologies, with neurons that may have different energy
operating points. In particular, consider the case where neu-
rons in the same layer have the same energy operating points,
but the operating points may differ across layers. The total
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energy consumption of this network is
∑
� N�ψ(ε(�)). We aim

for a lower bound on the total energy needed for δ-reliability.
As (26) is a necessary condition for δ-reliability, the solution

to the following optimization problem gives an energy lower
bound.

min
ε(�),1≤�≤L

∑

�

N�ψ(ε
(�))

s.t.
∑

�

ε(�) ≤ γ (δ),

0 ≤ ε(�) ≤ 1 for all �, (29)

where γ (δ) = 1
4 (ln

1
1−h(δ) + lnπG(L)).

For any energy-failure function χ for which
limε→0 χ

−1(ε) = ∞, the constraint on non-negativity
of ε(�) is redundant. So the Lagrangian of this problem is:

∑

�

N�ψ
(
ε(�)

)
+ λ

(
∑

�

ε(�) − γ (δ)
)

+
∑

�

ν�ε
(�) −

∑

�

ν�,

for λ ≥ 0 and ν� ≥ 0 for all �.
KKT conditions for this problem are:

N�ψ
′(ε(�)

)
= −λ− ν� for all �,

λ

(
∑

�

ε(�) − γ
)

= 0,

ν�(ε − 1) = 0, ν� ≥ 0 for all �,∑

�

ε(�) ≤ γ,

λ ≥ 0.

First we argue that at optimum
∑
� ε
(�) = γ . Otherwise,

one can always increase some ε(�) to meet the inequality with
equality and also simultaneously reduce the energy consump-
tion. This implies that λ is not constrained to be 0. Now, as
ψ is strictly decreasing, ψ ′ > 0 for all ε, and hence λ > 0.
So, we have

N1ψ
′(ε(1)

)
+ ν1 = N2ψ

′(ε(2)
)
+ ν2

...

= NLψ
′(ε(L)

)
+ νL. (30)

If optimization problem (29) has parameter γ (δ), which
depends on δ and G, and an energy-failure function χ such
that ε(�) < 1 for all �, then there is a simple relation at the
optimum that can be used to compute {ε(�)}:

N1ψ
′(ε(1)

)
= N2ψ

′(ε(2)
)
= · · · = NLψ

′(ε(L)
)
, (31)

as ν� = 0 for all � under this condition.
Note that if we remove the constraints ε(�) ≤ 1 from (29)

and obtain an optimum in [0, 1)L for that relaxed problem,
then that is also the optimum of (29). Hence, if we use the
relation in (31) and obtain a solution in [0, 1)L, then that is
the optimum solution of (29).

Let us consider some specific energy-failure functions. For a
polynomial energy-failure function χ(eg) = a/(1+ eg)

β , β >

1, under G and δ for which (31) is the optimality condition,

we have N�(ε(�))
1
β
−1 = N�+1(ε

(�+1))
1
β
−1, which implies

ε(�+1) = ε(�)
(

N�
N�+1

) β
1−β
.

Similarly, for exponential energy-failure function χ(eg) =
a exp(−ceg), the condition is N�/ε(�) = N�+1/ε

(�+1), which
implies ε(�+1) = N�+1

N�
ε(�).

In these cases, the minimum energy consumption bound
follows by choosing a variable ε for layer L, which is the
output layer and has one neuron. Then following the relation
in (31), ε(�), � ≤ L− 1 can be obtained in terms of ε and can
solve the equation

∑
� ε
(�) = γ to obtain ε. After substituting

the value of ε and those of ε(�), obtained from the value of ε,
into the objective of (29) the energy bound follows.

Consider an exponential energy-failure function, first assum-
ing at optimum ε(�) < 1, i.e., ν� = 0 for all �. Let ε(�) = ε,
then ε(�) = εN�, as N� = 1 and hence, ε(1+∑l≤L−1 N�) = γ ,
which implies ε = γ /∑� N�. The minimum energy bound for
exponential energy-failure function is therefore:

1

c

∑

�

N� ln
a
∑
� N�

γN�

= 1

c

∑

�

N� ln

∑
� N�
N�

+ 1

c
ln

a

γ

∑

�

N�

= 1

c

∑

�

N� ln
N

N�
+ 1

c
ln

a

γ

(
∑

�

N�

)

,

where N is the total number of neurons. For a non-trivial
constant δ < 1/2, γ is almost independent of δ if πG(L)
grows sufficiently fast with L. In that case the energy lower
bound depends only on the structure of the neural network,
reemphasizing the importance of the neural graph structure in
reliability.

Let us restrict attention to the class of deep neural networks
made of regularly connected hidden layers as in Section VI-A.
We obtain a lower bound on the energy consumption for
non-uniform operating points across the layers. To compute a
closed-form lower bound on energy, we need to use the sim-
ple relation among {ε(�)} that has been derived above under
the condition that the optimum is in [0, 1)L. For this class
of networks, N� = r and

∑
� N� = (L − 1)r + 1. Hence,

ε = γ
(L−1)r+1 and ε(�) ≈ γ

L−1 for large L. Note that if γ < L−1
then the obtained {ε(�)} are in [0, 1)L and hence are the optima
of (29).

Note that if ln d < 4, then for large L we have γ < L−1 and
hence {ε(�)} solutions obtained from (31) are optimal for (29).
So, the energy lower bound is

1

c
N ln L− 1

c
N(ln L+ ln ln d)+ 1

c
N ln 4a = 1

c
N ln

4a

ln d
.

As ln d < 4, for a = 1, i.e., the neuron surely fails at zero
energy, the energy lower bound scales linearly in the size of the
network, and the scaling constant is 1

c ln 4
ln d . By comparison

with the bound in Section VI-A for uniform operating point
and the same energy-failure function, it follows that the energy
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Fig. 1. Tree and line circuit structures.

bound for non-uniform operating points scales linearly with
number of neurons with a strictly smaller constant.

Conditions on G and γ under which (30) is equivalent
to (31) also imply that the energy (or failure probability) allo-
cations at the optimum of (29) have a simple relation across
layers. As (26) is a necessary condition for δ-reliability and
not a sufficient condition, the solution of (29) cannot be proved
to achieve δ-reliability. Nevertheless, the solution gives a fea-
sible energy allocation of the neural network which can serve
as a design heuristic.

VII. NUMERICAL EXAMPLES AND PRACTICAL INSIGHTS

In previous sections, we obtained a heuristic for energy
allocation en route to bounding reliability. In this section
we numerically characterize the performance of the heuris-
tics in simple settings. As this work is primarily con-
cerned with obtaining fundamental energy-reliability bounds,
a detailed study of energy allocation methods is out of scope.
Complementary work details practical applications in circuit
design [8].

For the purpose of our simple numerical studies, we
consider three different boolean functions widely used in
information theory and computer science: conjunction, dis-
junction, and parity. We study circuits constructed with AND
gates for conjunction, circuits constructed with OR gates
for disjunction, and circuits constructed with XOR gates for
parity. In all cases we consider 2-input gates with exponen-
tial energy-failure functions, the fundamental thermodynamic
bound for CMOS devices [17].

A conjunction circuit is constructed with AND gates in two
main ways: line graph and symmetric tree, as in Fig. 1. The
same is true for disjunction circuit constructed with OR gates
and parity circuits constructed with XOR gates. We study reli-
ability of both configurations for each of these three types of
circuits, under the heuristic energy allocation schemes. Though
the energy allocation scheme is applicable to any n-input
boolean function, in this section we restrict ourselves to 4-
input boolean functions. Small circuits are insightful since we
can compute and precisely evaluate closed-form expressions
for reliability.

For the exponential energy-failure function
ε = ε0 exp(−ceg), in most cases ε0 = 0.5, as the out-
put is perfectly random when no energy is allocated to the
gate. Here we study the reliability of the circuits for a given
energy budget, E ≥ ∑

g eg. For convenience we specify the
budget in terms of cE such that cE ≥∑g(ceg) =∑g ln ε0

εg
.

Fig. 2. Energy allocation and worst-case error entropy.

Note that though the heuristic depends on the circuit struc-
ture, it is not affected by the types of gates. Hence, the heuristic
energy allocation is same for conjunction, disjunction, and par-
ity. For the line circuit, it is not hard to see that the heuristic
allocation rule gives uniform energy allocation. On the other
hand, for tree circuits, the heuristic allocation gives different
energies to the gates. In Fig. 2(a) we plot the energy allocated
to each gate (ceg) for different energy budgets (cE). Note that
under the heuristic scheme, the output gate (gate 3) is allocated
more energy to increase its reliability.

As discussed before, δ-reliability is equivalent to worst-case
(across all input patterns) error entropy, h(δ) (for δ ≤ 0.5).
Fig. 2(b) plots the limit of worst-case error entropy against
different energy budgets. We observe that the tree graph has
a better worst-case entropy bound than the line graph.

Next, we study the individual boolean functions separately.
The performance measure we choose is conditional error
entropy, H(E|X1,X2, . . . ,Xn), where E is the binary error
variable and {Xi} are binary input variables, as this also cap-
tures the effects of inputs on the error entropy. For each
boolean function, we compute closed-form expressions for
H(E|X1,X2, . . . ,Xn) for both tree and line graphs in terms of
εg for each gate. Then, we evaluate these omitted expressions
for each energy (and hence εg) allocation. For each boolean
function, we study conditional error entropy for line graph
under the heuristic allocation, for tree under the heuristic allo-
cation, and for tree under uniform energy allocation. Note that
the heuristic allocation is uniform for line graph.
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Fig. 3. Conditional error entropy performance under heuristic allocation.

Fig. 3(a) plots the conditional error entropy again energy
budget for conjunction. We observe that the tree graph with
heuristic energy allocation performs better than line graph
with heuristic energy allocation (uniform allocation). We also
observe that tree graph with uniform energy allocation has a
better error performance than line graph. For conjunction, a
tree graph is more reliable than a line graph.

But the same argument is not true for disjunction. In
Fig. 3(b) we see that tree graph with uniform energy alloca-
tion has a worse error performance than line graph. But, tree
graph with heuristic energy allocation performs better than line
graph with heuristic energy allocation. In both conjunction and
disjunction circuits we observe that the heuristic energy alloca-
tion for tree graphs perform better (by 15–18%) than uniform
energy allocation.

But, this does not mean that the heuristic allocation is
uniformly best. One shortcoming of this heuristic energy allo-
cation is that it optimizes a necessary condition for δ-reliability
while ignoring the truth table of individual gates. This is
reflected in case of parity circuits in Fig. 3(c). Notice that
the error probabilities are the same for both tree and line
graphs. If we consider each gate to be a gate plus an indepen-
dent Bernoulli noise, then error happens if an odd number of
gates have Bernoulli noise 1. This is true irrespective of circuit
structure. Thus all gates are equally critical for reliable real-
ization of this boolean function and uniform energy allocation
is optimal. In summary, the energy allocation heuristic that
emerges from bounding fundamental energy-reliability limits
may or may not be effective.

To study the implications of our energy allocation insights
in the neural network setting, in work presented else-
where [26], we made predictions about mammalian sensory
cortex, under the optimization approach to theoretical biol-
ogy. Experimentally-testable hypotheses were consistent with
experimental observations, in the sense that different aspects
of neural connectivity, reliability, and energy are all matched
to one another as predicted.

VIII. CONCLUSION AND FUTURE WORK

Given deep neural networks at the application layer and
nanoscale devices at the physical layer are both emerging
technologies, there is a desire to implement one on the other
for on-device inference. In pursuing this vision, we need to
understand the effect nanoscale device unreliability has on
the energy and performance of neural networks. Our scaling
bounds for energy consumption led to insights into the struc-
tural and connectivity requirements of reliable neural networks
and also offered design heuristics.

As part of this investigation, we obtained a lower bound on
the minimum energy needed to compute an n-input boolean
function using unreliable gates. We observed that a superlinear
scaling of energy with the number of input bits is unavoidable
for sub-exponential energy-failure functions, irrespective of
the reliability requirement, when gates are constrained to have
uniform operating points. Contrarily, when gates are allowed to
have different operating points, minimum energy requirements
for polynomial and exponential energy-failure functions and
symmetric circuits demonstrate that the lower bound is linear
in the number of inputs. This argues for the value of emerg-
ing device technologies that allow variable gate operations.
For general circuits and energy-failure functions, we proposed
an algorithm that can numerically compute the lower bound
in linear time. This procedure also gives a heuristic to allo-
cate energy to different gates. The heuristic energy allocation
is generic irrespective of the constituent gate types and opti-
mizes the necessary conditions for δ-reliability. The scheme
is computationally simple and may perform well in several
settings.

As future work, we aim to develop provably optimal
energy allocation schemes with uniform performance guaran-
tees for general circuits. This work has followed the worst-
case reliability paradigm of von Neumann for logic circuits,
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but future work aims to investigate average-case reliability
requirements.

APPENDIX

Proof of Lemma 1: First, we use standard arguments from
real analysis to establish χ has an inverse that is one-to-one
and strictly decreasing. Since χ is strictly decreasing, it is
one-to-one. Otherwise there would be an e1 < e2, such that
χ(e1) = χ(e2). From differentiability and therefore continuity
of χ , it also follows that χ is onto.

Let 0 < ε < a be such that there is no eg > 0 with χ(eg) =
ε and we show a contradiction. As the function is decreasing,
there exists an e such that χ(x) < ε for all x > eg and χ(x) > ε

for all x < eg. Consider limx↑eg χ(x) and limx↓eg χ(x). For
any sequence {xk} ↑ eg, {χ(xk)} is monotonic and bounded,
so limk χ(xk) exists and is finite. Similarly, this is true for
xk ↓ eg and limk χ(xk). As χ is continuous these two limits
match and must equal χ(eg). But as χ(x) < ε < χ(x′) for
x > eg > x′, the only possible limit is ε. So, χ(eg) = ε. This
implies that χ : (0,∞)→ (0, a) is onto. So, an inverse exists
for one-to-one and onto χ .

To see that χ−1 is strictly decreasing, let 0 < ε1 < ε2 < a.
Now, there exists e1 and e2 such that ei = χ−1(εi), i ∈ {1, 2}.
We show that e1 ≤ e2 is not possible. Let e1 ≤ e2, then by
the strictly decreasing property of χ , χ(e1) ≥ χ(e2), implying
ε1 ≥ ε2, which is contradictory.

Note that the derivative of χ−1 at a value ε is 1 by the
derivative of χ at the value χ−1(ε), if it is defined. As χ is
strictly decreasing, at no point the derivative of χ is 0, and
hence, χ−1 is differentiable.

Without loss of generality let e1 > e2, so ε1 = χ(e1) <

ε2χ(e2), then for α ∈ [0, 1],

χ−1(αε1 + (1− α)ε2) = χ−1(αχ(e1)+ (1− α)χ(e2))

(a)≤ χ−1(χ(αe1 + (1− α)e2))

= αe1 + (1− α)e2

= αχ−1(ε1)+ (1− α)χ−1(ε2), (32)

where (a) follows because χ−1 is decreasing and χ is convex.
This proves convexity of χ−1.

Proof of Lemma 4: A directed rooted tree is a structure
where directed lines originate from leaves and are eventually
merged at the root node. Each non-leaf node merges lines
coming from the level below it. Thus there are L lines to be
merged.

As each node can have at most k children, each non-leaf
node can merge at most k lines. Each non-leaf node can be
thought of as a gadget/entity which can take at most k lines
as input and outputs one merged line. Consider any structure
of the non-leaves that merges L lines to 1. In any of these
structures if there is a non-leaf node with less than k inputs,
then replacing that with a non-leaf node with k inputs does
not increase the total number of non-leaf nodes. So for any
tree there is a k-ary tree with the same number of leaf nodes,
and no more non-leaf nodes.

Note that converting a k-ary tree to a balanced k-ary tree
with the same number of leaf nodes does not increase the total

number of nodes and hence, does not increase the number of
non-leaf nodes.

Proof of Lemma 5: By similar arguments as in Lemma 4.
Note that if there is a tree with certain number of leaves and
each node with at most k children, then depth does not increase
if we change it to a k-ary tree to same number of leaves. The
rest follows by noting hat converting a k-ary tree to a balanced
k-ary tree with the same number of leaves does not increase
the depth.

Proof of Lemma 6: Consider two directed trees with L and
L′ leaves, L′ ≥ L. Then, any graph configuration with L′ leaves
can be transformed to graph with L leaves without increasing
the size (just by dropping L′−L leaves). Hence, the minimum-
achieving configuration for L′ leaves is also a configuration for
L leaves. Hence, the minimum for L leaves is not larger than
the minimum for L′ leaves.

ACKNOWLEDGMENT

Discussions with Ameya Patil and Naresh R. Shanbhag are
appreciated.

REFERENCES

[1] A. Chatterjee and L. R. Varshney, “Energy-reliability limits in nanoscale
circuits,” presented at the Inf. Theory Appl. Workshop, La Jolla, CA,
USA, Feb. 2016.

[2] A. Chatterjee and L. R. Varshney, “Energy-reliability limits in nanoscale
neural networks,” presented at the 51st Annu. Conf. Inf. Sci. Syst.
(CISS), Baltimore, MD, USA, Mar. 2017.

[3] R. Schwartz, J. Dodge, N. A. Smith, and O. Etzioni, “Green AI,”
Jul. 2019, arXiv:1907.10597.

[4] M. Kang, M.-S. Keel, N. R. Shanbhag, S. Eilert, and K. Curewitz,
“An energy-efficient VLSI architecture for pattern recognition via
deep embedding of computation in SRAM,” in Proc. IEEE Int. Conf.
Acoust. Speech Signal Process. (ICASSP), Florence, Italy, May 2014,
pp. 8326–8330.

[5] Z. Wang, K. H. Lee, and N. Verma, “Overcoming computational
errors in sensing platforms through embedded machine-learning ker-
nels,” IEEE Trans. Very Large Scale Integr. (VLSI) Syst., vol. 23, no. 8,
pp. 1459–1470, Aug. 2015.

[6] S. Zhang and N. R. Shanbhag, “Reduced overhead error compensation
for energy efficient machine learning kernels,” in Proc. IEEE/ACM Int.
Conf. Comput.-Aided Design (ICCAD), Austin, TX, USA, Nov. 2015,
pp. 15–21.

[7] J. Ahn, S. Hong, S. Yoo, O. Mutlu, and K. Choi, “A scalable processing-
in-memory accelerator for parallel graph processing,” in Proc. 42nd
Annu. Int. Symp. Comput. Architect. (ISCA), Portland, OR, USA,
Jun. 2015, pp. 105–117.

[8] N. R. Shanbhag, N. Verma, Y. Kim, A. D. Patil, and L. R. Varshney,
“Shannon-inspired statistical computing for the nanoscale era,” Proc.
IEEE, vol. 107, no. 1, pp. 90–107, Jan. 2019.

[9] E. Neftci, “Stochastic neuromorphic learning machines for weakly
labeled data,” in Proc. IEEE 34th Int. Conf. Comput. Design (ICCD),
Scottsdale, AZ, USA, Oct. 2016, pp. 670–673.

[10] N. R. Shanbhag, “Energy-efficient machine learning in silicon: A
communications-inspired approach,” Oct. 2016, arXiv:1611.03109.

[11] W. H. Butler et al., “Switching distributions for perpendicular spin-
torque devices within the macrospin approximation,” IEEE Trans.
Magn., vol. 48, no. 12, pp. 4684–4700, Dec. 2012.

[12] N. R. Shanbhag et al., “The search for alternative computational
paradigms,” IEEE Design Test. Comput., vol. 25, no. 4, pp. 334–343,
Jul./Aug. 2008.

[13] P. Gupta et al., “Underdesigned and opportunistic computing in pres-
ence of hardware variability,” IEEE Trans. Comput.-Aided Design Integr.
Circuits Syst., vol. 32, no. 1, pp. 8–23, Jan. 2013.

[14] I. Nahlus, E. P. Kim, N. R. Shanbhag, and D. Blaauw, “Energy-efficient
dot product computation using a switched analog circuit architecture,”
in Proc. IEEE/ACM Int. Symp. Low Power Electron. Design (ISLPED),
La Jolla, CA, USA, Aug. 2014, pp. 315–318.



266 IEEE JOURNAL ON SELECTED AREAS IN INFORMATION THEORY, VOL. 1, NO. 1, MAY 2020

[15] V. De, “Energy-efficient computing in nanoscale CMOS,” IEEE Des.
Test, vol. 33, no. 2, pp. 68–75, Apr. 2016.

[16] J. von Neumann, “Probabilistic logics and the synthesis of reliable organ-
isms from unreliable components,” in Automata Studies, C. E. Shannon
and J. McCarthy, Eds. Princeton, NJ, USA: Princeton Univ. Press, 1956,
pp. 43–98.

[17] L. B. Kish, “Moore’s law and the energy requirement of computing
versus performance,” IEE Proc. Circuits Devices Syst., vol. 151, no. 2,
pp. 190–194, Apr. 2004.

[18] R. L. Dobrushin and S. I. Ortyukov, “Lower bound for the redundancy of
self-correcting arrangements of unreliable functional elements,” Probl.
Inf. Transm., vol. 13, no. 1, pp. 82–89, Jan.–Mar. 1977.

[19] N. Pippenger, G. D. Stamoulis, and J. N. Tsitsiklis, “On a lower bound
for the redundancy of reliable networks with noisy gates,” IEEE Trans.
Inf. Theory, vol. 37, no. 3, pp. 639–643, May 1991.

[20] P. Gács and A. Gál, “Lower bounds for the complexity of reliable
Boolean circuits with noisy gates,” IEEE Trans. Inf. Theory, vol. 40,
no. 2, pp. 579–583, Mar. 1994.

[21] B. Hajek and T. Weller, “On the maximum tolerable noise for reli-
able computation by formulas,” IEEE Trans. Inf. Theory, vol. 37, no. 2,
pp. 388–391, Mar. 1991.

[22] N. Pippenger, “Reliable computation by formulas in the presence
of noise,” IEEE Trans. Inf. Theory, vol. 34, no. 2, pp. 194–197,
Mar. 1988.

[23] W. Evans and N. Pippenger, “On the maximum tolerable noise for reli-
able computation by formulas,” IEEE Trans. Inf. Theory, vol. 44, no. 3,
pp. 1299–1305, May 1998.

[24] W. S. Evans, “Information theory and noisy computation,” Ph.D. dis-
sertation, Comput. Sci. Division, Univ. California, Berkeley, CA, USA,
1994.

[25] W. S. Evans and L. J. Schulman, “Signal propagation and noisy circuits,”
IEEE Trans. Inf. Theory, vol. 45, no. 7, pp. 2367–2373, Nov. 1999.

[26] A. Chatterjee and L. R. Varshney, “Optimal energy allocation in reli-
able neural sensory processing,” in Encyclopedia of Computational
Neuroscience, D. Jaeger and R. Jung, Eds. New York, NY, USA:
Springer, 2019.

[27] A. Antoniadis, N. Barcelo, M. Nugent, K. Pruhs, and M. Scquizzato,
“Energy-efficient circuit design,” in Proc. 5th Conf. Innovat. Theory
Comput. Sci. (ITCS), Princeton, NJ, USA, Jan. 2014, pp. 303–312.

[28] N. Pippenger, “On networks of noisy gates,” in Proc. 26th Annu. Symp.
Found. Comput. Sci., Portland, OR, USA, Oct. 1985, pp. 30–38.

[29] M. Karnaugh, “The map method for synthesis of combinational logic
circuits,” Trans. Amer. Inst. Elect. Eng. I, Commun. Electron., vol. 72,
no. 5, pp. 593–599, Nov. 1953.

[30] S. Russell and P. Norvig, Artificial Intelligence: A Modern Approach,
3rd ed. Upper Saddle River, NJ, USA: Prentice-Hall, 2010.

[31] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, U.K.:
Cambridge Univ. Press, 2004.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


