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Communication cost of quantum processes
Yuxiang Yang, Giulio Chiribella, and Masahito Hayashi, Fellow, IEEE

Abstract—A common scenario in distributed computing in-
volves a client who asks a server to perform a computation on
a remote computer. An important problem is to determine the
minimum amount of communication needed to specify the desired
computation. Here we extend this problem to the quantum
domain, analyzing the total amount of (classical and quantum)
communication needed by a server in order to accurately execute
a quantum process chosen by a client from a parametric family
of quantum processes. We derive a general lower bound on the
communication cost, establishing a relation with the precision
limits of quantum metrology: if a v-dimensional family of
processes can be estimated with mean squared error n−β by using
n parallel queries, then the communication cost for n parallel
executions of a process in the family is at least (βv/2− ε) logn
qubits at the leading order in n, for every ε > 0. For a class
of quantum processes satisfying the standard quantum limit
(β = 1), we show that the bound can be attained by transmitting
an approximate classical description of the desired process. For
quantum processes satisfying the Heisenberg limit (β = 2), our
bound shows that the communication cost is at least twice as the
cost of communicating standard quantum limited processes with
the same number of parameters.

Index Terms—quantum communication, quantum channel,
quantum metrology, Heisenberg limit, standard quantum limit

I. INTRODUCTION

Quantifying the communication cost for the execution of a
desired computation on a remote computer is a fundamental
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mail: yangyu@phys.ethz.ch)

Giulio Chiribella is with QICI Quantum Information and Computation
Initiative, Department of Computer Science, The University of Hong Kong,
Pokfulam Road, Hong Kong, Department of Computer Science, University of
Oxford, Parks Road, Oxford, UK, HKU Shenzhen Institute of Research and
Innovation, Kejizhong 2nd Road, Shenzhen, 518057, China, and Perimeter
Institute For Theoretical Physics, 31 Caroline Street North, Waterloo N2L
2Y5, Ontario, Canada. (e-mail: giulio@cs.hku.hk)

Masahito Hayashi is with Shenzhen Institute for Quantum Science and
Engineering, Southern University of Science and Technology, Shenzhen,
518055, China, Guangdong Provincial Key Laboratory of Quantum Science
and Engineering, Southern University of Science and Technology, Shenzhen
518055, China, Shenzhen Key Laboratory of Quantum Science and Engi-
neering, Southern University of Science and Technology, Shenzhen 518055,
China, and the Graduate School of Mathematics, Nagoya University, Nagoya,
464-8602, Japan (e-mail: hayashi@sustech.edu.cn)

issue in classical distributed computing [1]. It informs the
design of distributed algorithms [2] and wireless sensor net-
works [3]. Similar issues arise also in quantum computing,
in particular in the tasks of quantum gate teleportation [4],
[5] and delegated quantum computation [6], [7], [8], [9],
when one party is asked to apply a sequence of quantum
gates on an input state remotely provided by another party.
More generally, determining the amount of communication
needed to specify a desired quantum process is relevant to
a number of information-theoretic tasks, including the design
of programmable quantum devices [10], [11], [12], [13], [14],
[15], [16], [17], the conversion of quantum gates [18], [19],
[20], [21], [22], [23], quantum process tomography [24], [25],
[26], and quantum reading [27], [28].

In this paper we analyze the scenario where a client uses
a quantum communication link to specify a quantum process
chosen from a given parametric family. The client sends out
a (generally quantum) message that provides the server with
a description of the desired process. The server then uses the
client’s message as a program to approximately implement
the desired process for n ≥ 1 times in parallel on n identical
systems. The approximation error, the number of applications
n, and the parametric family containing the desired process are
assumed to be known both to the client and the server, who
use this knowledge to minimize the amount of communication
needed to fulfil their task.

Our paper contains two main results. The first main result
is a lower bound that relates the communication cost with
the precision limits of quantum metrology [29], [30], [31],
[32]. Precisely, we show that, if a family of processes can be
estimated with mean squared error n−β, then such family has
a communication cost of at least (βv/2−ε) logn qubits at the
leading order in n, where v is the number of real parameters
parametrizing the processes in the given family and ε is an
arbitrary positive number. Our lower bound also applies to a
more general setting where the client executes a compressed
version of the original process, and the server retrieves the
original process by applying suitable pre- and post-processing
operations.

The second main result is an achievability result. For a class
of quantum processes satisfying the standard quantum limit
(mean squared error vanishing as 1/n), we show that our lower
bound can be attained by transmitting an approximate classical
description of the desired process. For quantum processes
satisfying the Heisenberg limit (mean squared error vanishing
as 1/n2 [33], [34], [35], [36], [37], [31]), our lower bound
shows that the communication cost is at least twice as the
cost of communicating standard quantum limited processes
with the same number of parameters.
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II. NOTATION

For a Hilbert space H and a vector |ψ〉 ∈ H , we will use
the notation ψ := |ψ〉〈ψ| to denote the projector on the one-
dimensional subspace spanned by |ψ〉.

The space of linear operators from a Hilbert space H to
another Hilbert space K will be denoted by L(H ,K ). When
the two Hilbert spaces coincide, we will use the shorthand
L(H ) := L(H ,H ). In this paper we will focus on finite-
dimensional quantum systems, with dim(H )< ∞.

For a quantum system with Hilbert space H , the set of quan-
tum states will be denoted by St(H ) := {ρ ∈ L(H ) | Tr[ρ] =
1 , 〈ψ|ρ|ψ〉 ≥ 0∀|ψ〉 ∈H }. The subset of pure states (rank-one
projectors) will be denoted as PurSt(H ) := {|ψ〉〈ψ| | |ψ〉 ∈
H ,〈ψ|ψ〉= 1}.

A quantum process transforming an input system into a
(possibly different) output system is called a quantum channel.
A quantum channel transforming an input system with Hilbert
space Hin into an output system with (possibly different)
Hilbert space Hout is a completely positive trace-preserving
map C : L(Hin)→ L(Hout). The set of all quantum channels
with input space Hin and output space Hout will be denoted
by Chan(Hin,Hout).

We stress that “quantum channel” is a technical term, and it
does not generally refer to a quantum communication channel
placed between a sender and a receiver. In this paper, all the
quantum communication channels between client and server
will be assumed to be noiseless and will be left implicit.
All the quantum channels explicitly described in the paper
represent quantum processes happening either at the client’s
or at server’s end.

The space of linear maps from L(Hin) to L(Hout) will be
denoted as Map(Hin,Hout) := L

(
L(Hin) ,L(Hout)

)
, again with

the convention Map(H ) :=Map(H ,H ).
The space of linear maps Map(Hin,Hout) is in one-to-one

correspondence with the space of linear operators L(Hout⊗
Hin) via the Choi correspondence [38]

Choi :Map(Hin,Hout)→ L(Hout⊗Hin)

M 7→ Choi(M ) := (M ⊗Iin)(|I〉〉〈〈I|) (1)

where Iin ∈Map(Hin) is the identity map, and |I〉〉 ∈Hin⊗Hin
is the unnormalized maximally entangled state |I〉〉 := ∑k |k〉⊗
|k〉, defined in terms of a fixed (but otherwise arbitrary)
orthonormal basis {|k〉} for Hin.

For a quantum channel C ∈ Chan(Hin,Hout), the Choi
operator satisfies the normalization condition

Trout[Choi(C )] = Iin , (2)

where Trout denotes the partial trace over Hout and Iin denotes
the identity operator on Hin.

III. THE CHANNEL COMMUNICATION TASK

The channel communication task studied in this paper is
depicted in Figure 1. A client chooses a quantum channel Ct
from a parametric family {Ct}t∈T ⊆ Chan(Hin,Hout), where
t is a vector of parameters and T is a suitable manifold,
which we take to be a bounded subset of Rv for some v ∈ N.
The client encodes the description of the channel Ct into a

Fig. 1. The channel communication task. A client requires a server to
perform a quantum channel Ct for n times in parallel. To this purpose, the
client sends a program ηt,n (in blue) to the server. Then, the server decodes the
program by performing a decoding channel Dn (in gold), which approximates
the target channel C⊗n

t up to a given error.

quantum state ηt,n ∈ St(Hprog,n) of a given finite-dimensional
quantum system, called the program system. Then, the client
sends the program system to the server via a noiseless quantum
communication link, and the server uses a decoding channel
Dn ∈Chan(Hprog,n⊗H ⊗n

in , H ⊗n
out ) to execute an approximation

of the channel C⊗n
t .

The state ηt,n will be called a quantum program for the
channel C⊗n

t . A channel communication protocol is spec-
ified by a triple Pn := (dprog,n,{ηt,n},Dn), where dprog,n =
dim(Hprog,n) is the dimension of the program system, {ηt,n}⊆
St(Hprog,n) are the program states, and Dn is the decoding
channel.

The performance of a channel communication protocol can
be measured by the distance between the desired channel C⊗n

t
and the channel C̃t,n implemented by the server on the target
systems. Explicitly, the action of the channel C̃t,n is given by

C̃t,n(ρ) := Dn(ηt,n⊗ρ) ∀ρ ∈ L(H ⊗n
in ) . (3)

Its deviation from the desired channel C⊗n
t will be measured

by the diamond norm∥∥∥C̃t,n−C⊗n
t

∥∥∥
�

:= sup
ψ∈PurSt(H ⊗n

in ⊗H ⊗n
in )

∥∥∥[(C̃t,n−C⊗n
t

)
⊗I ⊗n

in

] (
ψ

)∥∥∥
1
,

(4)

where Iin ∈ Map(Hin) is the identity map, and ‖A‖1 :=
Tr
√

A†A is the trace-norm of a generic linear operator A. The
error of a channel communication protocol Pn is defined as

εprog(Pn) := sup
t∈T

∥∥∥C̃t,n−C⊗n
t

∥∥∥
�
. (5)

For a sequence of channel communication protocols {Pn}n∈N,
we define the error as

εprog({Pn}) := limsup
n→∞

εprog(Pn) . (6)

If the error satisfies the condition εprog({Pn})≤ εprog for some
non-negative number εprog, then we say that the sequence has
error threshold εprog. If εprog is zero, we say that the sequence
of protocols {Pn} has asymptotically vanishing error.

Given an error threshold εprog, the goal is to minimize the
dimension of the program system needed to achieve such error
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threshold. The dimension of the program system determines
the communication cost, that is, the number of qubits that have
to be transmitted from the client to the server. Explicitly, the
communication cost is given by logdprog,n where log denotes
the base-2 logarithm.

For a sequence of channel communication protocols
{Pn}n∈N we will define the regularized communication cost

γ({Pn}) := limsup
n→∞

logdprog,n

logn
. (7)

The reason for dividing by logn will become clear later in
the paper, where we will show that the leading order of the
communication cost scales as logn.

The infimum of γ({Pn}) over all possible sequences of
channel communication protocols with error threshold εprog
will be called the regularized communication cost with error
threshold εprog.

For n = 1, our channel communication task coincides with
the task of programming quantum channels [10], [11], [12],
[13], [14], [15], [16], [17], and has been recently used for
studying communication capacities [39], [40]. Our channel
communication task can be described as the task of program-
ming the channels {C⊗n

t }. We will focus on the large n limit,
studying how the communication cost grows with n.

IV. REMOTE CHANNEL SIMULATION

A lower bound on the communication cost of a family of
channels can be obtained from a more general task, which we
call remote channel simulation.

Fig. 2. Remote channel simulation. A client, equipped with a small quantum
computer, executes a channel Bt,n, which enables a server to reproduce n uses
of a target channel Ct. The part in gold, i.e. the channels En and Dn, are the
encoder and the decoder of used by the server to interact with the client,
while the part in blue, i.e. the channel Bt,n, is the channel performed by
the client. The protocol is designed so that the overall transformation at the
server’s end approximates the target channel C⊗n

t for every choice of t in a
given parameter set T .

The remote channel simulation task is depicted in Figure
2. A client, equipped with a small quantum computer, wants
a server to execute n parallel uses of a quantum channel Ct,
chosen from a parametric family {Ct}t∈T . To this purpose,
the server encodes the input of the desired channel C⊗n

t using
a quantum channel En ∈ Chan(H ⊗n

in ,Hin,n⊗Mn), called the
encoder. The encoder outputs two systems: a small system
with Hilbert space Hin,n, which is sent to the client through
a noiseless quantum communication link, and a larger system
with Hilbert space Mn, which is stored in a quantum memory
at the server’s end. Then, the client uses its quantum computer
to execute a channel Bt,n ∈ Chan(Hin,n,Hout,n), producing
a small output system with Hilbert space Hout,n. After the

channel Bt,n has acted, the client sends the output system
to the server. Finally, the server applies a decoder Dn ∈
Chan(Hout,n⊗Mn,H ⊗n

out ). The protocol is designed in such a
way that the overall transformation C̃t,n :=Dn(Bt,n⊗IMn)En
is close to the desired channel C⊗n

t .
A remote channel simulation protocol is described by a

quadruple Pn := {din,n,dout,n,En,Dn}. As an error measure,
we will use the diamond norm ‖C̃t,n−C⊗n

t ‖�. For a remote
channel simulation protocol Pn, we define the simulation error
as

εsim(Pn) := sup
t∈T
‖C̃t,n−C⊗n

t ‖� . (8)

For a sequence of remote channel simulation protocols
{Pn}n∈N, we define the simulation error as εsim({Pn}) :=
limsupn→∞ εsim(Pn). If the error satisfies the condition
εsim({Pn}) ≤ εsim for some non-negative number εsim, then
we say that the sequence {Pn} has error threshold εsim. If
εsim is zero, we say that the sequence of protocols {Pn} has
asymptotically vanishing error.

To quantify the communication cost of remote channel
simulation, we will use the total number of qubits exchanged
between the client and the server, namely Qtot(n) := logdin,n+
logdout,n, where din,n and dout,n are the dimensions of the
input and output systems of channel Bt,n. For a sequence of
remote channel simulation protocols {Pn}n∈N we will define
the regularized simulation cost

σ({Pn}) := limsup
n→∞

Qtot(n)
logn

. (9)

The reason for dividing by logn will become clear later in
the paper, where we will show that the total number of qubits
Qtot(n) grows as logn at the leading order.

The infimum of σ({Pn}) over all possible sequences of
remote channel simulation protocols with error threshold εsim
will be called the regularized simulation cost with error
threshold εsim.

The insertion of a quantum channel between an encoder and
a decoder, using a quantum memory as in Figure 2, repre-
sents the most general transformation from quantum channels
to quantum channels. Such transformations are known as
a quantum supermap [41], [42], [43]. In our setting, the
supermap implemented by the client and server represents the
“transmission of a quantum channel” from the client to the
server. We stress that the quantum channel C⊗n

t implemented
in the protocol is not a communication channel between the
client and the server: here, the term “quantum channel” is
used as a technical term for a generic quantum process.

We also stress that channel simulation task considered in
this paper is different from the task considered in the quantum
reverse Shannon theorem [44], [45], [46], [47], [48], which
sometimes is also referred to as “channel simulation”. The
quantum reverse Shannon theorem concerns the entanglement-
assisted classical communication cost of converting an identity
channel into a desired channel, in a scenario where the input
of the channel is held by one party, and the output of the
channel is held by the other party. In contrast, our channel
simulation problem concerns the total (classical and quantum)
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communication cost in a scenario where the input and output
of the simulating channel are held by one party, while the input
and output of the simulated channel are held by the other party.

The channel communication task described in Section III is
a special case of the channel simulation where the input of the
channel Bt,n is trivial, and therefore the channel Bt,n is simply
the preparation of a state ηt,n. Hence, every lower bound on
the total amount of communication required in the channel
simulation scenario is also a lower bound on the amount
of communication required in the channel communication
scenario.

V. BASIC NOTIONS FROM QUANTUM METROLOGY

Quantum metrology [29], [30], [31], [32], [31], [33], [34],
[35], [36], [37] investigates the use of quantum resources, such
as entanglement and coherence, to enhance the precision of
parameter estimation.

In the typical setting, an experimenter is given access to n
parallel uses of a channel Ct that depends on some unknown
parameters t ∈ T ⊂ Rv. The experimenter then probes the
channel in order to obtain an estimate t̂ of the parameters
t. The estimation setup consists of the following recipe,
illustrated in Figure 3:

1) Prepare a state ψn ∈ St
(
H ⊗n

in ⊗R n
)
, where Hin is the

input Hilbert space of Ct and R n is the Hilbert space
of a reference system, unaffected by the action of the
channel.

2) Send the n input systems through C⊗n
t .

3) Measure the n output systems together with the refer-
ence.

4) Use the measurement outcome to produce an estimate t̂.
The last two steps can be concisely represented by using
a positive operator-valued measure (POVM) Mn(d t̂), which
incorporates both the experimental setup used to measure the
system and the classical algorithm that produces the estimate
t̂ from the measurement outcome.

The error of the estimation procedure can be quantified in
terms of the mean squared error (MSE) matrix, defined as

Vi j
(
ψn,C

⊗n
t ,Mn(d t̂)

)
:=

∫
(ti− t̂i)(t j− t̂ j) Tr

[
Mn(d t̂)C⊗n

t (ψn)
]
. (10)

Fig. 3. Quantum metrology scheme. A typical scenario in quantum
metrology concerns estimation of the channel Ct, parametrised by unknown
parameters t, from n parallel uses. An experimenter prepares a probe state ψn
and sends part of it through C⊗n

t , keeping the remaining part in a memory.
The experimenter then measures jointly the output of C⊗n

t and the state of
the memory with a quantum measurement, which, combined with classical
data-processing, yields an estimate t̂ of t. The measurement and the classical
data-processing are jointly described by a POVM Mn(d t̂).

In the following, we will refer to the trace of the MSE matrix
as to the mean squared error (MSE), denoted as

MSE
(
ψn,C

⊗n
t ,Mn(d t̂)

)
:= Tr

[
V
(
ψn,C

⊗n
t ,Mn(d t̂)

)]
(11)

Note that the MSE depends on the value of the true
parameter t, which is unknown to the experimenter. To account
for this fact, we consider the worst-case over all possible
values of t. Minimizing the worst-case MSE over all choices
of ψn and Mn(d t̂), we obtain the quantity

MSE({C⊗n
t }) := min

ψ,Mn(d t̂)
sup
t∈T

MSE
(
ψn,C

⊗n
t ,Mn(d t̂)

)
, (12)

which we call the MSE of the channel family {C⊗n
t }t∈T .

The MSE of the channel family {C⊗n
t } vanishes as a

function of n, at a rate that depends on the family. For
many channel families, the MSE scales as 1/n, a scaling
known as the standard quantum limit [31]. As an example
of families with this scaling, we can list families of constant
channels, that is, channels of the form Ct(ρ) = ρt for some
state ρt independent of ρ. For unitary channels, of the form
Ct(ρ) =UtρU†

t for some unitary operator Ut, the MSE scales
as 1/n2 [34], [35], [36], [37], [49]. The (1/n2)-scaling is
referred to as the Heisenberg limit [31].

We say that the channel family {C⊗n
t }t∈T is Heisenberg

limited (respectively, standard quantum limited) if its MSE
scales as

MSE
(
{C⊗n

t }
)
= Θ

(
n−2) (respectively, Θ

(
n−1)) , (13)

where the notation g(n) = Θ( f (n)) means that g(n) and f (n)
have the same asymptotic behavior for large enough n. More
precisely, there exists an integer n0 and two constants c1 and
c2 such that c1 · f (n)≤ g(n)≤ c2 · f (n) for every n > n0.

An important tool for deriving bounds on the precision of
quantum metrology is the quantum Fisher information matrix,
or more precisely, the quantum Fisher information matrices,
for there exist multiple quantum versions of the classical
Fisher information matrix. In this paper we will mostly use
the quantum Fisher information matrix defined in terms of
the right logarithmic derivatives (RLDs). For a C1-continuous
family of quantum states {ρt}t∈T , the RLDs are the operators
{LR

i }v
i=1 defined via the equation ∂ρt/∂ti = ρtLR

i . The RLD
quantum Fisher information matrix is then defined as

JR(ρt) :=
[

Tr
((

LR
i
)† ∂ρt

∂t j

)]
i j

(14)

For a C1-continuous family of quantum channels {Ct} ⊆
Chan(Hin,Hout), we define the maximum RLD Fisher infor-
mation norm as

JR
Ct := max

ψ∈St(Hin⊗Hin)

∥∥∥JR
(
(Ct⊗Iin)(ψ)

)∥∥∥
∞

, (15)

where ‖M‖∞ := sups∈Rv,‖s‖=1 ‖Ms‖ denotes the Schatten ∞-
norm of a generic real v× v matrix M, Ms ∈ Rv is the vector
with components (Ms)i = ∑ j Mi j s j, and ‖s‖ :=

√
∑

v
i=1 s2

i is
the Euclidean norm.

When the channels {Ct} satisfy a suitable condition, the
RLD Fisher information norm can be computed through a
simple analytical expression. The condition is expressed in
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terms of the Choi operator Ct := Choi(Ct) and reads as
follows:

Condition 1. For every vector s∈Rv, the support of the direc-
tional derivative (∂Ct+xs/∂x)x=0 is contained in the support of
Ct.

When Condition 1 is satisfied, the RLD Fisher information
norm has the following expression:

Proposition 1. If the channel family {Ct}t∈T satisfies Condi-
tion 1 at point t, then its RLD Fisher information norm at t
is given by

JR
Ct = max

s∈Rv,‖s‖=1

∥∥∥∥Trout

[(
∂Ct+xs

∂x

)
x=0

C−1
t

(
∂Ct+xs

∂x

)
x=0

]∥∥∥∥
∞

.

(16)

The proof is provided in Appendix A.
We note that every channel family satisfying Condition 1 is

necessarily standard quantum limited, as proven in Appendix
B. The converse is not true: there exist channel families that
are standard quantum limited, and yet violate Condition 1. For
example, consider a family consisting of constant channels
of the form Ct(·) := Tr[·]ψt, where {ψt} ⊆ PurSt(Hout) is a
family of pure states. In this case, the support of the Choi
operator Ct is Span{|ψt〉} ⊗Hin, while the support of its
directional derivative is Span{∂|ψt+xs〉/∂x}⊗Hin, and the two
supports are different for some direction s, except in the trivial
case where the pure state ψt is independent of t.

VI. MAIN RESULTS

Here we summarize the main results of the paper. The
standing assumptions for these results are that the channel
family under consideration is C1-continuous, and that the
parameter manifold T is the Cartesian product of v intervals,
namely T = T1×·· ·×Tv, with Ti = [t0,i, t1,i] for i∈ {1, . . . ,v}.

The first result is a lower bound on the communication cost
of remote channel simulation protocols (cf. Figure 2). The
cost of remote channel simulation was determined by Fang
et al. [50] in terms of the channel’s maximum output mutual
information. Our result establishes a connection between the
simulation cost and the precision limits of quantum metrology.

Theorem 1 (Quantum metrology lower bound on remote chan-
nel simulation). If the channels {C⊗n

t }t∈T can be estimated
with MSE O(n−β), then their regularized simulation cost with
error threshold εsim is lower bounded by (1− εsim)(vβ/2),
where v is the dimension of the parameter manifold T . In
particular, the regularized simulation cost is lower bounded
by vβ/2 for all sequences of channel simulation protocols with
asymptotically vanishing error.

Theorem 1 implies that the simulation cost of standard quan-
tum limited (respectively, Heisenberg limited) channels grows
at least (1−ε′)v/2 logn (respectively, (1−ε′)v logn) for every
ε′ > εsim. More generally, any intermediate MSE scaling n−β

will result in a simulation cost of at least (1−ε′)(vβ/2) logn
at the leading order in n.

Theorem 1 also yields a lower bound on the communication
cost of quantum channels. Indeed, a protocol that communi-
cates C⊗n

t from the server to the client can be regarded as

a special case of remote simulation protocol, with din,n = 1.
This argument leads to the following corollary:

Corollary 1. If the quantum channels {C⊗n
t }t∈T can be

estimated with MSE O(n−β), then their regularized communi-
cation cost with error threshold εprog is lower bounded by (1−
εprog)(vβ/2). In particular, the regularized communication n
cost is lower bounded by vβ/2 for all sequences of channel
communication protocols with asymptotically vanishing error.

Corollary 1 can be applied to the problem of programming
quantum channels. A set of quantum channels {Ct}t∈T is
called programmable if there exist a set of quantum states
{ηt}t∈T and a quantum channel W so that Ct(ρ) =W (ρ⊗ηt)
holds for every t ∈ T . It is known that programmable quan-
tum channels are standard quantum limited [51], [52], [53],
[54]. Corollary 1 implies that the communication cost of
programmable channels is at least (1− ε′)v/2 logn at the
leading order in n, for every ε′ > εsim.

Our second main result is an achievability result. We
provide an explicit channel communication protocol working
for a special class of standard quantum limited channels. The
protocol is “classical”, in the sense that it can be implemented
using only a classical communication channel between the
client and the server. The main idea is that the client and
the server choose a suitable discretization of the parameter
manifold, and the client communicates to the server the point
in the discretization that is closest to the label of the desired
channel.

The protocol works for channel families {Ct}t∈T satisfying
the following conditions:

Condition 2. The supremum of the RLD Fisher information
norm over the channel family is non-zero, i. e. supt∈T JR

Ct
> 0.

Condition 3. The support of the Choi operator Choi(Ct) is
independent of t.

Condition 2 is rather weak: it simply states that the channel
family {Ct} has a non-trivial dependence on t. In a sense,
Condition 3 is also rather weak, in that it is satisfied by all
the channels in the interior of the convex set of quantum
channels. Such channels have Choi operators with full rank,
and therefore satisfy Condition 3. Hence, any quantum channel
is arbitrarily close to a channel satisfying Condition 3. On the
other hand, Condition 3 rules out some interesting families of
quantum channels, such as the families of unitary channels. It
is easy to see that Condition 3 is stronger than Condition 1 in
Section V. As a consequence, a channel family {C⊗n

t } satis-
fying Condition 3 is standard quantum limited, cf. Appendix
B. The channels satisfying Condition 3 form a strict subset of
the standard quantum limited channels: for example, constant
channels of the form Ct(ρ) = |ψt〉〈ψt| are standard quantum
limited, but the support of their Choi operator depends on
t. Still, the set of channel families satisfying Condition 3
is large enough to contain interesting examples. For exam-
ple, it contains all families of Pauli channels of the form
Ct := p0,t I + px,t X + py,t Y + pz,t Z , where X ,Y ,Z are
the unitary channels corresponding to the three Pauli matrices,
and pt = (p0,t, px,t, py,t, pz,t) is a probability distribution with
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support independent of t.
The details of the channel communication protocols are as

follows:

Protocol 1 Communicating n uses of channel in a family
{C⊗n

t }t∈T satisfying Conditions 2 and 3.
(Preparation) The client and the server use a discretization
of T , denoted by Tn and defined as

Tn :=

{
n−α− 1

2√
vJR

max
z

∣∣∣∣∣z ∈ Zv

}
∩T , with JR

max := sup
t∈T

JR
Ct .

(17)

Note that the discretization Tn is well-defined, thanks to
Condition 2.

1: (Encoding.) To communicate the channel C⊗n
t , the client

finds an element tn ∈ Tn that satisfies

‖tn− t‖< n−α− 1
2√

JR
max

(18)

in terms of the Euclidean distance. Note that such tn
always exists thanks to Eq. (17). The client encodes the
discretized vector tn into a pure quantum state ηt,n =
|tn〉〈tn|, where {|tn〉} is an orthonormal basis for the
Hilbert space of the program system.

2: (Transmission) The client sends the program system to the
server.

3: (Decoding.) The server implements C⊗n
tn

on the input state
via the following measure-and-operate decoder

D(A⊗B) := ∑
tn∈Tn

Tr[|tn〉〈tn|A]C⊗n
tn

(B), (19)

where A and B are arbitrary operators on the Hilbert
space of the program and the Hilbert space of the input,
respectively.

The cost and the error rate of the above protocol are
quantified in the following theorem, whose proof is provided
in Section VIII.

Theorem 2. Under Conditions 2 and 3, Protocol 1 has an
error O(n−α) and costs (1/2+α)v logn bits of communication
at the leading order in n, where v is the dimension of the
parameter manifold T and α > 0 is an arbitrary positive
number.

Theorem 2, combined with Corollary 1 implies the opti-
mality of Protocol 1 for communicating channels satisfying
Conditions 2 and 3 in the case of asymptotically vanishing
error. Indeed, the infimum of the regularized communication
cost over all channel communication protocols with εprog = 0
is exactly v/2logn, matching the lower bound in Corollary 1.

VII. PROOF OF THEOREM 1
A. Preliminaries on the inaccuracy of state estimation

The proof of Theorem 1 is based on the notion of inaccuracy
of an estimate of a state family [55]. In the following, we will
first review a few basic facts about the inaccuracy in state
estimation and then we will provide the proof of Theorem 1.

For the estimation of a family of quantum states {ρt}t∈T ,
the estimate t̂ is generated by a POVM {M(d t̂)}, and its
conditional probability distribution is p(d t̂|t) = Tr[M(d t̂)ρt].
We regard the estimate t̂ as the value of a random variable
T̂, distributed with probability p(d t̂|t). The random variable
T̂ will also be called the estimate of the parameter t.

The inaccuracy of the estimate T̂ quantifies the radius of the
smallest Euclidean ball in which the estimate has confidence
p ∈ (0,1). Explicitly, the inaccuracy of the estimate T̂ at the
true value t is defined as [55]

δ(p, t, T̂) := inf
{

δ ∈ R
∣∣∣ PrT̂|t

[
‖T̂− t‖ ≤ δ

]
≥ p
}
, (20)

where PrT̂|t

[
‖T̂− t‖ ≤ δ

]
is the conditional probability that

the random variable T̂ takes a value t̂ such that the Euclidean
distance ‖t̂− t‖ is no larger than δ.

For an arbitrary estimate, the inaccuracy is related to the
MSE by the following inequality

δ(p, t, T̂)≤

√
MSE(t, T̂)

1− p
∀p ∈ (0,1) ,∀t ∈ T , (21)

where MSE(t, T̂) := ∑
v
i=1

∫
p(d t̂|t)(t̂i− ti)2 is the MSE of the

estimate T̂ at the true value t (see Appendix C for a proof). We
remind the readers that T̂ in the above definition is a random
variable, which takes value t̂ with probability p(d t̂|t).

For another state family {ρ′t}t∈T , we have another condi-
tional distribution p′(d t̂|t) := Tr[M(d t̂)ρ′t]. In the following,
we denote the variable subject to the above conditional dis-
tribution by T̂′, i.e., PrT̂′|t(d t̂) = p′(d t̂|t). Hence, we denote
the inaccuracy defined (20) with the conditional distribution
PrT̂′|t by δ(p, t, T̂′). If two quantum states ρt and ρ′t satisfy the

condition ‖ρ′t−ρt‖1 < ε, then the above inaccuracies δ(p, t, T̂)
and δ(p, t, T̂′) obey the continuity property [55, Eq. (7.1)]

δ(p− ε, t, T̂)≤ δ(p, t, T̂′)≤ δ(p+ ε, t, T̂) . (22)

The inaccuracy is also related to the mutual information
between the estimate t̂ and the true parameter t. To establish
the relation, one has to assign a prior probability distribution to
the true parameter t. Denoting by T̂ the corresponding random
variable, one has the following

Lemma 1. Let T be a v-dimensional continuous random vari-
able with domain T = ∏

v
i=1[t0,i, t1,i], and let T̂ be an estimate

subject to a conditional distribution PrT̂|t when T takes value

t. We define the worst-case inaccuracy δp := supt∈T δ(p, t, T̂),
the volume |T | := ∏

v
i=1(t1,i − t0,i) of the domain, and the

volume Bv,δp := (
√

πδp)
v

Γ(v/2+1) of a v-dimensional Euclidean ball
with radius δp, where Γ(y) denotes the Gamma function. When
the condition

log
(

1− p
p

)
≤ log

(
2v|T |−Bv,δp

Bv,δp

)
(23)
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Fig. 4. Parameter estimation in the remote channel simulation scenario.
The estimation of the channel Ct from n parallel uses is (approximately)
related to the estimation of the channel Bt,n acting on lower-dimensional
quantum systems. In particular, every protocol for estimating Ct from n
parallel uses can be used as a protocol for estimating channel Bt,n, by
replacing the channel C⊗n

t with the channel C̃t,n := Dn(Bt,n ⊗IM )En
resulting from a remote channel simulation protocol. The figure shows the
general form of such a protocol, consisting in transforming the channel Bt,n
into (an approximation of) channel C⊗n

t , by using an encoder En, and a
decoder Dn. The parameter t is then estimated by preparing an input state ψn
for (the approximation of) channel C⊗n

t , and implementing a POVM Mn(d t̂)
on the output.

holds, the mutual information between T̂ and T, denoted by
I(T̂ : T), satisfies the bound

I(T̂ : T)

≥H(T)− p log
(Bv,δp

p

)
− (1− p) log

(2v|T |−Bv,δp

1− p

)
,

(24)

where H(T) denotes the differential entropy of the random
variable T. The bound can be further weakened to

I(T̂ : T)≥H(T)− pv log(
√

πδp)+ p logΓ

( v
2
+1
)

− (1− p) log(2v|T |)−h(p) . (25)

The proof is provided in Appendix D.

B. Proof of Theorem 1

For the whole proof, p will denote an arbitrary number in
the open interval (0,1− εsim). By assumption, the parametric
family {C⊗n

t }t∈T can be estimated with MSE O(n−β). This
means that, for sufficiently large n, there exist a reference
system R n, an input state ψn ∈ St(H ⊗n

in ⊗R n), and a POVM
Mn(d t̂) such that the MSE satisfies the bound

MSE
(
ψn,C

⊗n
t ,Mn(d t̂)

)
≤ c ·n−β ∀t ∈ T , (26)

where c> 0 is a suitable constant, and MSE
(
ψn,C

⊗n
t ,Mn(d t̂)

)
is the mean squared error defined in Eq. (12).

In this protocol, the output states ρt,n := (C⊗n
t ⊗IRn)(ψn)

are measured with the POVM Mn(d t̂). Let T̂n be the esti-
mate with the conditional probability distribution pn(d t̂|t) :=
Tr[Mn(d t̂)ρt,n], and let δ(p, t, T̂n) be the corresponding inaccu-
racy defined in Eq. (20). By inserting Eq. (26) into the bound
(21), we obtain the bound

δ(p, t, T̂n)≤
√

c
(1− p)nβ

∀t ∈ T . (27)

Now, let {Pn}n∈N be an arbitrary sequence of remote
simulation protocols with error threshold εsim. For each proto-
col Pn = (din,n,dout,n,En,Dn), consider the channel simulation

C̃t,n := Dn(Bt,n⊗IMn)En, and let εsim,n := εsim(Pn) be the
error defined in Eq. (8). Since the error threshold satisfies
the condition εsim ≥ ε({Pn}) := limsupn→∞ εsim,n, and since p
satisfies the condition p < 1− εsim, there exists an integer n0
such that the condition p < 1− εsim,n holds for every n≥ n0.

By construction, the output states ρt,n and ρ′t,n := (C̃t,n⊗
IR)(ψ) are at most εsim,n apart from each other in trace norm.
Let us denote by T̂′n the variable with the conditional probabil-
ity distribution PrT̂′n|t

(d t̂) given by p′n(d t̂|t) := Tr[Mn(d t̂)ρ′t,n],

and by δ(p, t, T̂′n) the corresponding inaccuracy defined in
(20). The continuity of the inaccuracy (22) yields the bound

δ(p, t, T̂′n)≤ δ(p+ εsim,n, t, T̂n)≤
√

c
(1− p− εsim,n)nβ

(28)

valid for every t ∈ T and n ≥ n0. Since the bound holds for
every t∈ T , it also holds for the worst-case inaccuracy δp,n :=
maxt∈T δ(p, t, T̂′n), which satisfies the inequality

δ
′
p,n ≤

√
c

(1− p− εsim,n)nβ
. (29)

We now use the relation between the inaccuracy and the
mutual information (Lemma 1). Referring to Figure 4 for the
labelling of the Hilbert spaces, we have that the total number
of transmitted qubits satisfies the bound

Qtot(n) := logd4 + logd6 ≥ H(4)+H(6)
= H(3,5)+H(6)≥ H(3,5,6)

≥ I(1 : 3,5,6)≥ I(1 : 8)≡ I(T̂′n : T) , (30)

where dk is the dimension of the Hilbert space of system k,
H(k) is the von Neumann entropy of the reduced state of sys-
tem k ∈ {1, . . . ,8}, H(3,5) (respectively, H(3,5,6)) is the von
Neumann entropy of the composite system made of systems
3 and 5 (respectively, 3, 5, and 6), I(1 : 3,5,6) is the mutual
information between system 1 and the composite system made
of systems 3, 5, and 6, and I(1;8) is the mutual information
between systems 1 and 8. The first inequality comes from
the maximum value of the von Neumann entropy. The first
equality holds since the encoder of the client, i.e. EA, can be
assumed w.l.o.g. to be isometric. Indeed, for any protocol with
a non-isometric EA, one can construct a protocol in which
EA is replaced by its Stinespring dilation with its purifying
system traced out at the decoder stage. Such a protocol would
have the same error and the same communication cost as the
original protocol. The second inequality is the subadditivity
of the von Neumann entropy. The third inequality holds since
the system labeled by 1 is a classical system, and therefore
the conditional entropy is non-negative. The fourth inequality
is the data processing inequality of the mutual information.

Now, for p > 0 and for large enough n, the condition (23)
holds with the conditional distribution PrT̂′n|t

: indeed, for large
enough n, δ′p,n is close to zero (due to Eq. (29)), which
implies that Bv,δ′p,n is sufficiently small compared to 2v|T |, and

therefore the condition
2v|T |−Bv,δ′p,n

Bv,δ′p,n
≥ 1−p

p holds, thus implying

log
2v|T |−Bv,δ′p,n

Bv,δ′p
≥ log 1−p

p .
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Since condition (23) holds, we can apply Lemma 1 to the
conditional distribution PrT̂′n|t

. Using Eq. (25), we then get

I(T̂′n : T)≥H(T)− pv log
(√

πδ
′
p,n
)
− (1− p) log

(
2v |T |

)
+ p logΓ

( v
2
+1
)
−h(p) . (31)

Since the distribution of t is arbitrary, we can choose it to
be uniform, and therefore with entropy H(T) = log |T |. The
above inequality becomes

I(T̂′n : T)≥− pv log
(√

πδ
′
p,n
)
− (1− p)v

+ p log
(
|T |Γ

( v
2
+1
))
−h(p). (32)

Combining Eq. (32) and Eq. (30), one gets that

Qtot(n)≥− pv log
(√

πδ
′
p,n
)
− (1− p)v

+ p log
(
|T |Γ

( v
2
+1
))
−h(p). (33)

Inserting Eq. (29) into the above bound, we finally obtain

Qtot(n)≥− pv log
√

πc/[(1− p− εsim,n)nβ]− (1− p)v

+ p log
(
|T |Γ

( v
2
+1
))
−h(p)

≥− pv log
√

πc/[(1− p− εsim,n)nβ]− (1− p)v

+ p log
(
|T |Γ

( v
2
+1
))
−h(p)

=
pvβ

2
logn− pv log

√
πc/[(1− p− εsim,n)]

− (1− p)v+ p log
(
|T |Γ

( v
2
+1
))
−h(p) . (34)

Dividing both sides by logn and taking the limit superior,
we obtain

limsup
n→∞

Qtot(n)
logn

≥ pvβ

2
. (35)

Since p is an arbitrary real number in (0,1 − εsim), the
statement in Theorem 1 follows by taking the supremum over
p.

The quantity on the left hand side of Eq. (32) is the mutual
information between the true value t and its estimate t̂ in the
setting of channel estimation, which amounts to the number
of digits of t that can be specified in quantum metrology
[56]. When the channel is Heisenberg limited, it is immediate
from Eq. (32) that this quantity scales as logn, which was
called the “information theoretic Heisenberg limit” in [56],
which focussed on the case of ideal phase estimation. Our
Eq. (32) establishes a general lower bound on the digitization
of estimation precision, which extends the result in [56]
from ideal phase estimation to the general noisy and multi-
parameter metrology.

VIII. PROOF OF THEOREM 2

A. Preliminaries on the RLD Fisher information norm and the
2-Rényi divergence

The proof uses a relation between the RLD Fisher informa-
tion norm and the 2-Rényi divergence [57], [58], [59], [60].

The 2-Rényi divergence for two states ρ and σ is defined
as D2(ρ||σ) = logTr[ρ2σ−1] for supp(ρ)⊂ supp(σ) [57], [58].
The 2-Rényi divergence for states can be extended to a 2-Rényi
divergence for quantum channels in the straightforward way:
for two channels A and B, the 2-Rényi divergence is defined
by applying them to an input state (possibly including a
reference system), and by maximizing the 2-Rényi divergence
of the resulting output states. Explicitly, one has

D2(A ||B)

:= sup
ψ∈PurSt(Hin⊗Hin)

D2

(
(A ⊗Iin)(ψ)

∥∥∥(B⊗Iin)(ψ)
)
.

(36)

The 2-Rényi divergence of quantum channels is an example
of generalized divergence for channels, in the sense of [59,
Definition II.2]. Properties of the α-Rényi divergence for α≥ 0
have been studied in [60].

Locally, the 2-Rényi divergence is related to the RLD Fisher
information norm by the following relation:

Lemma 2. Let {Ct}t∈T be a parametric family of quantum
channels with the property that all the corresponding Choi
operators have the same support. Then, the 2-Rényi divergence
has the Taylor expansion

D2 (Ct′ ||Ct)≤ ‖t′− t‖2JR
Ct +O

(
‖t′− t‖3) (37)

for every t ∈ T and t′ ∈ T , where JR
Ct

is the RLD Fisher
information norm defined in Eq. (15).

The proof of Lemma 2 is provided in Appendix E.

B. Proof of Theorem 2

It is not hard to see that the Protocol 1 demands (1/2+
α)v logn bits of communication at the leading order of n.
Indeed, the communication cost is the cost of transmitting
an element in the set Tn [cf. Eq. (17)], which can be upper
bounded as

log |Tn| ≤ log
v

∏
i=1

(
t1,i− t0,i

n−α− 1
2 /
√

vJR
max

+1

)
. (38)

It is clear from the above bound that the communication cost
is (1/2+α)v logn bits at the leading order of n.

We now show that the error vanishes as n−α. Recall
that the error is εprog,n := supt∈T εprog,n(t) with εprog,n(t) :=∥∥C⊗n

tn
−C⊗n

t
∥∥
�. Let ψwc

t ∈ PurSt
(
H ⊗n

in ⊗H ⊗n
in

)
be the input

state such that∥∥C⊗n
tn
−C⊗n

t
∥∥
�

=
∥∥(C⊗n

tn
⊗I ⊗n

in )(ψwc
t )− (C⊗n

t ⊗I ⊗n
in )(ψwc

t )
∥∥

1 . (39)

Applying Pinsker’s inequality [61], one has

εprog,n(t)

≤

√
2

loge
D1

(
(C⊗n

tn
⊗I ⊗n

in )(ψwc
t )
∥∥∥(C⊗n

t ⊗I ⊗n
in )(ψwc

t )
)
,

where D1(ρ‖σ) := limα→1 Dα(ρ‖σ) = Tr[ρ(logρ− logσ)] is
the quantum relative entropy, and coincides with the α-Rényi
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divergence in the limit α→ 1. Using the monotonicity of the
α-Rényi divergence with respect to α [62], we then obtain the
bound

εprog,n(t)

≤

√
2

loge
D2

(
(C⊗n

tn
⊗I ⊗n

in )(ψwc
t )
∥∥∥(C⊗n

t ⊗I ⊗n
in )(ψwc

t )
)
.

(40)

By definition, of the 2-Rényi divergence for channels, one
has

D2

(
(C⊗n

tn
⊗I ⊗n

in )(ψwc
t )
∥∥∥(C⊗n

t ⊗I ⊗n
in )(ψwc

t )
)

≤D2

(
C⊗n

tn

∥∥∥C⊗n
t

)
. (41)

Now, we use the fact that the 2-Rényi divergence is additive
(see [60, Item 3 of Theorem 3] and Corollary 2 in Appendix
E), meaning that we have

D2
(
C⊗n

tn
||C⊗n

t
)
= nD2 (Ctn ||Ct) . (42)

Inserting Eqs. (41) and (42) into Eq. (40), we obtain

εprog,n(t)≤

√
2n

loge
D2 (Ctn ||Ct). (43)

Finally, we express the 2-Renyi divergence in terms of the
RLD Fisher information norm, using Lemma 2. Inserting Eq.
(37) into Eq. (43), we obtain the bound

εprog,n(t)≤

√
2n

loge

[
‖tn− t‖2JR

Ct
+O(‖tn− t‖3)

]
≤

√
2n

loge

[
n−2α−1

JR
max

JR
Ct
+O(‖tn− t‖3)

]

≤

√
2

loge

[
n−2α +O(n−3α−1/2)

]
=

√
2

loge
n−α +O

(
n−2α−1/2

)
, (44)

where the second inequality follows from Eq. (18). Since the
bound holds for every t, we have proven the error vanishes as
n−α.

IX. CONCLUSION

We studied the cost of communicating n parallel uses of an
unknown quantum channel, chosen from a given parametric
family. In the direct part, we proposed a protocol for sending
the classical description of the channel. In the converse part,
we derived a lower bound for the more general task of remote
channel simulation, where a client, equipped with a small
quantum computer, enables a server to execute a desired
quantum channel on a large quantum system. The bound
on remote channel simulation yields the desired bound for
communicating quantum channels as a corollary. The bound
is achieved by our concrete protocol for channels satisfying
certain conditions. The bound captures the measurement sen-
sitivity of quantum channels from an information-theoretic

point of view and is therefore a step towards the unification of
quantum metrology and quantum Shannon theory [56], [63],
[55]. Potentially, the bound may have applications in various
directions of delegate quantum computation [6], where a server
is asked to execute a computation on the state held by a
remote client. It can also, for example, be used to determine
the bandwidth of a quantum sensor network [64] and to hint on
how quantum programs can be conceived. These applications
will become more desired as quantum devices are assembled
into a network in the near future.

An interesting problem for future research is the compres-
sion of multiple-use channels, where the goal is to encode n
uses of an unknown quantum channel Ct into another quantum
channel Bt,n acting on a smaller system. This task is very
similar to the simulation task considered in this paper, except
that the parameter t is now invisible. The counterpart of this
task for states is the task of compressing multicopy states,
recently studied both theoretically [65], [66], [67], [68], [55]
and experimentally [69]. The task of channel compression is
more involved since the input of the channel is not necessary
in the many-copy form, and these compression protocols for
states cannot be applied directly. Our bound on remote channel
simulation (cf. Theorem 1) applies also to compression, since
it is harder. However, it remains open whether a concrete
protocol achieving the bound exists.

APPENDIX A
PROOF OF PROPOSITION 1

In the scalar case v= 1, Eq. (16) was shown in [70, Theorem
1]. The extension to the multi-parameter case v > 1 can be
derived as follows. First, note that one has

JR
Ct

= max
ψ∈PurSt(Hin⊗Hin)

max
s∈Rv ,‖s‖=1

∑
i, j

si

[
JR
(
(Ct⊗I )(ψ)

]
i j

s j

= max
s∈Rv ,‖s‖=1

max
ψ∈PurSt(Hin⊗Hin)

∑
i, j

si

[
JR
(
(Ct⊗I )(ψ)

]
i j

s j

= max
s∈Rv ,‖s‖=1

max
ψ∈PurSt(Hin⊗Hin)

JR
(
(Ds ,x⊗I )(ψ)

)
= max

s∈Rv ,‖s‖=1
JR
Ds ,x , (45)

where JR
(
(Ds ,x ⊗I )(ψ)

)
is the RLD Fisher information

for the one-parameter family {(Ds ,x⊗I )(ψ)}x, with Ds,x :=
Ct+xs. Then, [70, Theorem 1] guarantees the equality

JR
Ds ,x =

∥∥∥∥Trout

[(
∂Ct+xs

∂x

)
x=0

C−1
t

(
∂Ct+xs

∂x

)
x=0

]∥∥∥∥
∞

, (46)

which, inserted in Eq. (45) yields the desired result.

APPENDIX B
PROOF THAT CHANNELS SATISFYING CONDITION 1 ARE

STANDARD QUANTUM LIMITED

To prove the desired result, we consider the quantity

K({Ct}) := limsup
n→∞

nMSE({C⊗n
t })

= limsup
n→∞

min
ψn,Mn(d t̂)

sup
t∈T

nMSE
(
ψn,C

⊗n
t ,Mn(d t̂)

)
. (47)
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Note that K({Ct}) is a non-zero constant if and only if the
channels {Ct} are standard quantum limited.

We now show that K({Ct}) is strictly positive for channel
families satisfying Condition 1.

Lemma 3. For a channel family {Ct} satisfying Condition 1,
one has the bound

K({Ct})≥
1

JR
Ct

. (48)

Proof. First of all, note that one has the bound

K({Ct})≥ Kla(Ct0) ∀t0 ∈ T , (49)

where Kla(Ct0) is the local asymptotic minimax risk [71],
defined as

Kla(Ct0) := inf
{(ψn,Mn(d t̂))}n∈N

lim
ε→0

limsup
n→∞

[
sup

t∈U(t0,ε)

nMSE
(
ψn,C

⊗n
t ,Mn(d t̂)

)]
, (50)

where
{(

ψn,Mn(d t̂)
)}

n∈N is a sequence of estimation strate-
gies, consisting of a state ψn and of a POVM Mn(d t̂), and
U(t0,ε) is the Euclidean ball of radius ε centred around t0.
The key difference between Kla(Ct0) and K(Ct) is that Kla(Ct0)
focuses on the estimation error in a neighbourhood of a fixed
t0, while K(Ct) concerns the worst-case error over every t∈ T .

Let s∈ Rv be an arbitrary unit vector. By definition, one has

Kla(Ct0)

≥ lim
ε→0

inf
{(ψn,Mn(d t̂))}n∈N

limsup
n→∞

[
sup

t∈U(t0,ε)

nMSE
(
ψn,C

⊗n
t ,Mn(d t̂)

)]
≥ lim

ε→0
limsup

n→∞

min
ψn,Mn(d t̂)

sup
t∈U(t0,ε)

n Tr
[
V
(
ψn,C

⊗n
t ,Mn(d t̂)

)]
≥ lim

ε→0
limsup

n→∞

min
ψn,Mn(d t̂)

[
sup

t∈U(t0,ε)

n

(
∑
i, j

si

[
V
(
ψn,C

⊗n
t ,Mn(d t̂)

)]
i j

s j

)]
=Kla(Ds,x)x=0 , (51)

where {Ds,x}x is the one-parameter family defined by Ds,x :=
Ct0+xs.

Since the family {Ct} satisfies Condition 1 at t, the one-
parameter family {Ds,x} satisfies Condition 1 at x = 0. Hence,
[70, Proposition 2] guarantees the condition

Kla(Ds,x)x=0 = lim
n→∞

n
JS
D⊗n

s,x=0

, (52)

where JS
D⊗n

s,x
is the quantum version of the Fisher information

based on the symmetric logarithmic derivative (SLD). We omit
the definition of the SLD quantum Fisher information because
it is not directly relevant here. What is relevant, instead, is the
fact that the SLD quantum Fisher information is always upper
bounded by the RLD quantum Fisher information [29]. Hence,
one has the bound

JS
D⊗n

s,x
≤ JR

D⊗n
s,x

= nJR
Ds,x , (53)

where the equality follows from the additivity of the RLD
quantum Fisher information in the one-parameter case [70,
Corollary 1].

Combining this inequality with Equations (51) and (52), we
obtain the bound

K({Ct})≥
1

JR
Ds,x=0

∀s ∈ Rv s.t. ‖s‖= 1 . (54)

Since JR
Ct0

= maxs JR
Ds,x=0

(Equation (45)), this concludes the
proof.

In passing, we observe that the inequality (48) yields a
necessary condition for the Heisenberg limit scaling (and more
generally, for faster-than-standard-quantum-limit scalings): in
order to have such scaling, the RLD Fisher information norm
must be infinite. This condition can be used to identify families
of quantum channels beating the standard quantum limit.

APPENDIX C
PROOF OF EQUATION (21)

The proof follows the same steps of the proof of Cheby-
shev’s inequality. By definition, one has

MSE(t, T̂) =
∫

d t̂‖t̂− t‖2 p(t̂|t)

=
∫
‖t̂−t‖>δ

d t̂‖t̂− t‖2 p(t̂|t)+
∫
‖t̂−t‖≤δ

d t̂‖t̂− t‖2 p(t̂|t)

≥δ
2 Pr

(
‖T̂− t‖> δ

)
, (55)

and therefore

Pr
(
‖T̂− t‖> δ

)
≤ MSE(t, T̂)

δ2 . (56)

Thanks to this inequality, every choice of δ satisfying the
condition

δ >

√
MSE(t, T̂)

1− p
(57)

will necessarily satisfy the condition Pr
[
‖T̂− t‖> δ

]
< 1− p.

Hence, we obtain

δ(p, t, T̂) = inf
{

δ ∈ R
∣∣∣ Pr

[
‖T̂− t‖ ≤ δ

]
≥ p
}

≤ inf

δ ∈ R

∣∣∣∣∣∣ δ >

√
MSE(t, T̂)

1− p

 =

√
MSE(t, T̂)

1− p
. (58)

APPENDIX D
PROOF OF LEMMA 1

A. Preparation

The proof of Lemma 1 uses an auxiliary result, provided in
the following:

Lemma 4. For every estimate T̂ of a given parameter t ∈ T ,
the worst-case inaccuracy δp := supt∈T δ(p, t, T̂) satisfies the
condition

Pr
[
‖T̂− t‖ ≤ δp

]
≥ p ∀t ∈ T . (59)
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Proof. Let Bδ,t := {t̂ ∈ T | ‖t̂− t‖ ≤ δ} the Euclidean ball of
radius δ centred at t, and let χδ,t the characteristic function of
Bδ,t. By definition of δ(p, t, T̂), there exists a sequence {δk}k∈N
such that limk→∞ δk = δ(p, t, T̂), and∫

p(d t̂|t)χδk,t(t̂) = Pr
[
‖T̂− t‖ ≤ δk

]
≥ p ∀k ∈ N (60)

Note that the sequence {δk}k∈N can be chosen without loss of
generality to be monotonically decreasing, that is, satisfying
the condition δk+1 ≤ δk for every k ∈ N. Since the sequence
{χδk,t}k∈N converges pointwise to χ

δ(p,t,T̂),t, and is dominated
by the integrable function χδ1,t, the dominated convergence
theorem implies

lim
k→∞

∫
p(d t̂|t)χδk,t(t̂) =

∫
p(d t̂|t)χ

δ(p,t,T̂)t(t̂)

=Pr
[
‖T̂− t‖ ≤ δ(p, t, T̂)

]
(61)

Combining Eqs. (62) and (61), we obtain

Pr
[
‖T̂− t‖ ≤ δ(p, t, T̂)

]
≥ p . (62)

Finally, recall that, by definition, one has δp ≥ δ(p, t, T̂) for
every t ∈ T . Hence, we have

Pr
[
‖T̂− t‖ ≤ δp

]
≥ Pr

[
‖T̂− t‖ ≤ δ(p, t, T̂)

]
≥ p . (63)

We are now ready to provide the proof of Lemma 1.

B. Proof of Lemma 1

Consider an estimate T̂ for a v-dimensional random variable
T. The mutual information between the two variables satisfies
the bound

I(T̂ : T) = H(T)−H(T|T̂) = H(T)−H(T− T̂|T̂)
≥ H(T)−H(T− T̂), (64)

where H(X) and H(X|Y) denote the differential entropy and
the conditional differential entropy of two generic random
variables X and Y, respectively, and the inequality holds
because conditioning of classical random variables does not
increase the entropy.

An upper bound on the differential entropy H(T− T̂) can
be obtained by maximizing it over the probability distributions
for the random variable T− T̂, under the constraint

Pr
[
‖T̂−T‖ ≤ δp

]
≥ p. (65)

Recall that the domain of the random variable T has the form
T = ∏

v
i=1[t0,i, t1,i], and so does T̂. Therefore, the domain of

the random variable T− T̂ is always contained in the set T ′ =
∏

v
i=1[t0,i− t1,i, t1,i− t0,i], whose size is |T ′|= 2v|T |.
Now, let us consider maximizing the differential entropy

H(X) under the constraint

Pr [‖X‖ ≤ δp]≥ p (66)

over any random variable X on T ′. We choose an additional
parameter s≥ 0 as the following way;

Pr [‖X‖ ≤ δp] = p+ s. (67)

Since we are potentially considering a broader class of
distributions, the maximum of H(X) is an upper bound
on H(T− T̂). Using Lagrange multipliers, one can show
that H(X) is maximized when X has a piecewise-constant
probability density function. Differentiating the Lagrangian
L =−

∫
p(x) log p(x)+λ0(

∫
p(x)−1)+λ1(

∫
|x|≤δ

p(x)− p−s)
shows that p(x) = 2λ0+λ1−1/ ln2 for |x| ≤ δ and p(x) =
2λ0−1/ ln2 for |x|> δ. H(X) is then maximized by distributions
of the piecewise-constant form:

p(x) =


p+s

Bv,δp
|x| ≤ δp

1−p−s
2v|T |−Bv,δp

|x|> δp,

(68)

where Bv,δp =
(
√

πδp)
v

Γ(v/2+1) denotes the volume of a v-ball with
radius δp. Hence, the condition (67) implies the inequality;

H(X)≤ f (s) :=(p+ s) log
(Bv,δp

p+ s

)
+(1− p− s) log

(2v|T |−Bv,δp

1− p− s

)
. (69)

Since the condition (23) implies log
(

1−p−s
p+s

)
≤ log

(
1−p

p

)
≤

log
(

2v|T |−Bv,δp
Bv,δp

)
, we have

d f (s)
ds

= log
(Bv,δp

p+ s

)
− log

(2v|T |−Bv,δp

1− p− s

)
= log

(
1− p− s

p+ s

)
− log

(
2v|T |−Bv,δp

Bv,δp

)
≥ 0. (70)

Thus, the maximum of the RHS is achieved when s = 0.
Therefore, due to the condition (65), H(T−T̂) can be bounded
as

H(T− T̂)≤ p log
(Bv,δp

p

)
+(1− p) log

(2v|T |−Bv,δp

1− p

)
.

(71)

Combining Eq. (64) and Eq. (71) we get

I(T̂ : T)≥H(T)− p log
(Bv,δp

p

)
− (1− p) log

(2v|T |−Bv,δp

1− p

)
, (72)

which coincides with Eq. (24) in the main text.
Furthermore, substituting the expression Bv,δp =

(
√

πδp)
v

Γ(v/2+1)
into Equation (72), we get:

I(T̂ : T)≥− pv log(
√

πδp)+H(T)+ p logΓ

( v
2
+1
)

−h(p)− (1− p) log(2v|T |−Bv,δp)

≥− pv log(
√

πδp)+H(T)+ p logΓ

( v
2
+1
)

−h(p)− (1− p) log(2v|T |) , (73)

where h(p) =−p log p− (1− p) log(1− p) denotes the binary
entropy. The second inequality comes from the monotonicity
of logarithm.
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APPENDIX E
PROOF OF LEMMA 2

A. 2-Rényi divergence for quantum channels

The proof of Lemma 2 uses a few properties of the 2-Rényi
divergence for quantum channels, reviewed in the following.

First, the 2-Rényi divergence of two quantum channels A
and B has a finite value if and only if the following condition
holds:

Condition 4. The support of Choi(B) contains the support
of Choi(A ).

When Condition 4 is satisfied, the 2-Rényi divergence has
an explicit expression provided by the following lemma:

Lemma 5. Let A and B be two quantum channels satisfying
Condition 4, and let A :=Choi(A ) and B :=Choi(B) be their
Choi operators. Then, one has

D2(A ||B) = log
∥∥TrHout

[
AB−1A

]∥∥
∞
, (74)

where ‖X‖∞ := sup|ψ〉∈H ,|ψ〉6=0 ‖X |ψ〉‖/‖|ψ〉‖ denotes the op-
erator norm of a generic operator X ∈ L(H ).

Proof. Lemma 5 is as a special case of [60, Item 2 of Theorem
3] with α = 2. For the reader’s convenience, we provide here
a self-contained proof using only elementary techniques.

Let |ψ〉 = ∑
r
m=1
√

pm |αm〉 ⊗ |βm〉 be a Schmidt represen-
tation of the state |ψ〉 in Equation (36). For C ∈ {A ,B},
one has (C ⊗I )(ψ) = (Iout ⊗ F)Choi(C )(Iout ⊗ F)†, with
F := ∑m

√
pm |βm〉〈αm|. When F is invertible, the 2-Rényi

divergence between the output states is well-defined thanks
to Condition 4, and can be written as

D2

(
(A ⊗I )(ψ)

∥∥∥(B⊗I )(ψ)
)

= log

{
Tr

[(
(Iout⊗F)A(Iout⊗F)†

)2

·
(
(Iout⊗F)B(Iout⊗F)†

)−1
]}

= log
{

Tr
[
A(Iout⊗F†F)AB−1

]}
= log

{
Tr
[
(Iout⊗F†F)AB−1A

]}
= log

{
Tr
[
F†F Trout[AB−1A]

]}
. (75)

When F is not invertible, one can represent F as a limit of a
sequence of invertible operators, and Equation (75) still holds
by continuity.

Note that, for a generic pure state |ψ〉= ∑m
√

pm |αm〉|βm〉,
the operator F†F = ∑m pm |αm〉〈αm| is a generic mixed state.
Hence, one has

D2(A ||B)

= sup
ψ∈PurSt(Hin⊗Hin)

D2

(
(A ⊗I )(ψ)

∥∥∥(B⊗I )(ψ)
)

= sup
ρ∈St(Hin)

log
{

Tr
[
ρ Trout[AB−1A

]}
= log

∥∥Trout[AB−1A]
∥∥

∞
.

Corollary 2. If channels Ai and Bi satisfy Condition 4 for i∈
{1,2}, then the 2-Rényi divergence has the additivity property

D2 (A1⊗B1||A2⊗B2) = D2 (A1||A2)+D2 (B1||B2) .
(76)

Proof. Immediate from Equation (74). Corollary 2 is a
special case of [60, Item 3 of Theorem 3] with α = 2. It can
also be derived in a similar way as Theorem 2 of [70].

Lemma 6. Let A and B be two quantum channels satisfying
Condition 4, and let A :=Choi(A ) and B :=Choi(B) be their
Choi operators. Then, one has

Trout
[
AB−1A

]
≥ Iin (77)

and

2D2(A ||B)−1 =
∥∥TrHout

[
(A−B)B−1(A−B)

]∥∥
∞
. (78)

Proof. For a generic unit vector |α〉 ∈Hin, one has

〈α| Trout
[
AB−1A

]
|α〉= Tr

[
|α〉〈α| Trout

[
AB−1A

]]
=2

D2

(
(A⊗I )(ψ)

∥∥∥(B⊗I )(ψ)

)
≥ 1 , (79)

where |ψ〉 := |α〉|α〉 and the second equality follows from
Equation (75) with F = |α〉〈α|, while the inequality follows
from the fact that the 2-Rényi divergence of quantum states
is non-negative. Since the vector |α〉 is generic, Equation (79)
proves Equation (77).

To prove Equation (78), consider first the case where
Choi(A ) and Choi(B) are invertible. In this case, one has

Trout
[
(A−B)B−1 (A−B)

]
= Trout

[
AB−1A+B−2A

]
= Trout

[
AB−1A

]
− Iin , (80)

having used the relation Trout[A] = Trout[B] = Iin.
Hence, one has∥∥∥∥∥TrHout

[(
Choi(A )−Choi(B)

)
Choi−1(B)

·
(

Choi(A )−Choi(B)
)]∥∥∥∥∥

∞

=
∥∥Trout

[
AB−1A

]
− Iin

∥∥
∞

=
∥∥Trout

[
AB−1A

]∥∥
∞
−1 = 2D2(A ||B)−1 , (81)

the second equality following from Equation (77), and the third
equation following from Equation (74).

B. Proof of Lemma 2

Since the support of the Choi operator of the channels {Ct}
is independent of t, we can apply Lemma 6 with A =Ct′ and
B = Ct, obtaining

2D2(Ct′ ||Ct)−1 =
∥∥Trout[ (Ct′ −Ct)C−1

t (Ct′ −Ct) ]
∥∥

∞
,

where Ct and Ct′ are the Choi operators of channels Ct and
Ct′ , respectively.
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Defining ε := ‖t′− t‖ and s := (t′− t)/‖t′− t‖, the Taylor
expansion of the operator Ct′

2D2(Ct′ ||Ct)−1

=
∥∥∥TrHout

(
ε ∑

i

∂Ct

∂ti
si +O(ε2)

)
C−1

t

(
ε ∑

j

∂Ct

∂t j
s j +O(ε2)

)∥∥∥
∞

=ε
2

∥∥∥∥∥∑i, j sis j TrHout

(
∂Ct

∂ti
C−1

t
∂Ct

∂t j

)∥∥∥∥∥
∞

+O
(
ε

3) , (82)

where the O
(
ε3
)

can be uniformly bounded with respect to s.
Substituting Eq. (16) into Eq. (82), one gets

2D2(Ct+εs||Ct)−1≤ ε
2JR

Ct +O
(
ε

3) , (83)

which proves the desired result.
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