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Abstract—This paper presents an ADC-based CDR that blindly
samples the received signal at twice the data rate and uses these
samples to directly estimate the locations of zero crossings for the
purpose of clock and data recovery. We successfully confirmed the
operation of the proposed CDR architecture at 5 Gb/s. The receiver
is implemented in 65 nm CMOS, occupies 0.51 mm?2, and consumes
178.4 mW at 5 Gb/s.

Index Terms—Clock and data recovery, CDR, ADC-based CDR,
feed-forward CDR, blind-sampling CDR, all-digital CDR.

I. INTRODUCTION

OMMUNICATION standards reflect the growing de-

mand for higher data rates in wireline channels. The
rapidly evolving integrated circuit (IC) technologies enable the
transceivers to keep up with these high data rates. The advance-
ment of the channels, however, typically lags the advancement
of the IC technologies. As a result, current multi-Gb/s standards
require the transceivers to operate in the presence of high signal
attenuation.

Receivers with binary samplers typically compensate the
received signal for channel loss in the analog domain, prior
to sampling, using feed-forward equalization (FFE), decision
feedback equalization (DFE) or both. This analog equalization
limits the amount of channel compensation that can practically
be implemented in an integrated receiver. Replacing the binary
sampler with an analog-to-digital converter (ADC), as shown
in Fig. 1, allows integration of extensive digital signal pro-
cessing (DSP) into the receiver to compensate for high channel
distortion after the signal is sampled.

Recently reported ADC-based clock and data recovery
(CDR) circuits align the sampling clock with the received
signal using a phase-tracking feedback loop [1]-[4], as shown
in Fig. 1(a). This architecture requires a voltage-controlled
oscillator (VCO) or a phase interpolator (PI), both analog
circuits, to adjust the phase of the sampling clock. To eliminate
these analog circuits (and their phase control) in favor of an
all-digital implementation, a blind-sampling ADC-based CDR
(shown in Fig. 1(b)) samples the received signal without phase
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Fig. 1. ADC-based CDR architectures: (a) phase-tracking CDR; (b) blind-sam-
pling interpolating feedback CDR; (c) blind-sampling feed-forward CDR (this
work).

locking to the signal. The CDR then interpolates between the
blind samples to obtain a new set of samples in order to recover
phase and data [5], [6]. The interpolator, however, is relatively
complex and since it remains in the CDR loop, it contributes to
the loop latency.

In this paper, we propose a feed-forward CDR architecture,
shown in Fig. 1(c), that estimates the data phase directly from
the blind digital samples, hence eliminating the need for digital
interpolation. In this architecture, we use a low-complexity dig-
ital phase detector (PD) and data decision circuits along with a
digital FFE. We have implemented and characterized the pro-
posed CDR in 65 nm CMOS at 5 Gb/s.

The remainder of this paper is organized as follows. Section II
reviews basic concepts of binary and ADC-based sampling in
CDRs. Section III presents the proposed feed-forward CDR ar-
chitecture. Section IV describes the implementation of the dig-
ital CDR. Section V validates the proposed architecture through
the CDR simulations and the test-chip measurements. Finally,
Section VI concludes this paper.

II. BACKGROUND

A conventional phase-tracking CDR with a binary front-end
samples the received signal with a flip-flop and represents every
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Fig. 2. Binary and ADC-based sampling schemes: (a) phase-tracking binary
sampling at 2 f 5 ; (b) phase-tracking ADC sampling at f; (c) blind ADC sam-
pling at 2 f5.

sample with a single bit. These binary samples preserve the sign
of the signal at the sampling instances, but discard the magni-
tude of the signal. In Fig. 2(a), we use " (hat) to denote binary
samples. To recover clock and data, the CDR samples the signal
at twice the baud rate, 2fp: it takes two samples in every unit
interval (UI)—one close to UI center, CA’,L-, and one close to Ul
edge, E;. The samples capture only 2 bits of information for
every UL The CDR then uses the UI edge samples, E;, along
with their surrounding UI center samples, C; and éi+1, to drive
the phase-tracking feedback loop in order to recover the clock
and to align the sampling instances with the received signal. The
UI center samples, C’i, become the recovered data.

An ADC-based CDR, in contrast, samples the signal with an
ADC (instead of a flip-flop) and represents every sample with
multiple bits, say 5 bits. These digital samples preserve both
the sign and the magnitude of the signal, as shown in Figs. 2(b)
and (c). The digital samples capture more information about the
signal at the sampling instances, compared to binary samples.
This extra information in the samples allows the ADC-based
CDRs to recover clock and data using either phase-tracking
sampling at fp or blind sampling at 25, as we will discuss
next.

Recently published phase-tracking ADC-based CDRs sample
the signal at f5: they take one sample per Ul close to UI center,
as shown in Fig. 2(b) [1]-[4]. The CDR then extracts the timing
information from the baud-rate samples, C;, to drive the phase-
tracking loop. Mueller-Miiller scheme [7] is typically used for
this timing recovery. This scheme relies on the timing estima-
tion from the impulse response of the channel in the presence
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Fig.3. Mueller-Miiller timing recovery scheme. (a) Impulse response. (b) Con-
tinuous data.

of some inter-symbol interference (ISI). To illustrate this, we
use a sample impulse response shown in Fig. 3(a). In this ex-
ample, hg is the signal cursor, while h_; and h; are the first
pre- and post-cursors of the signal. If the signal is sampled such
that h_y = hq, then hg is close to the maximum of the im-
pulse response, which is the desirable sampling phase. Hence,
a function 7 = h_; — h indicates if the sampling phase is
early or late for optimum sampling, and it can guide a timing
recovery from the baud-rate samples. Mueller and Miiller also
showed in [7] that a simple operation estimates this timing func-
tion from a continuous data stream in the average sense: 7 =
(Yn - Un—1) — (Yn—1 - Un ). In this equation, y,, and y,,_1 are the
signal samples, while ¢,, and ¥,,_; are the corresponding de-
cisions bits. In Fig. 3(b) we illustrate this estimation of timing
from continuous data through a simplified example. Since the
timing recovery aligns the samples with UI centers, the signs
of the samples are the recovered data. In this CDR scheme,
the timing function is specific to the channel response. If the
pre- and post-cursors in the channel impulse response are asym-
metric then the timing function used in our example does not
converge. Thus, the Mueller-Miiller scheme is not suitable for
applications with a wide variety of potential channel responses.

Blind-sampling ADC-based CDRs sample the received signal
without aligning the sampling instances to the signal. Out of two
common sampling rates, fg and 2 fp, blind nature of sampling
rules out sampling at fp, since in the worst case, the baud-rate
samples might fall on UI edges, which makes error-free data re-
covery practically impossible. Hence, typical blind ADC-based
CDRs sample the signal at 2fp, as illustrated in Fig. 2(c). To
recover clock and data, the CDR interpolates between the blind
samples, S;, a new set of two samples per Ul—the phase-locked
set [5], [6]. In the phase-locked set, one sample is close to Ul
center and the other sample is close to UI edge. The CDR then
uses the interpolated UI edge samples to drive the digital phase
recovery loop in order to align the interpolated samples with the
received signal. The signs of the interpolated Ul center samples
become the recovered data.

Since digital samples capture both the sign and the magnitude
of the signal, ADC-based CDRs implement the channel equal-
ization after sampling in the digital domain. This post-sampling
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digital equalization allows ADC-based CDRs to integrate a
higher degree of channel equalization, compared to pre-sam-
pling analog equalization in binary CDRs. This, in turn, makes
the ADC-based CDRs preferable over binary CDRs for appli-
cations that require a high degree of compensation for channel
distortion.

Baud-rate phase-tracking ADC-based CDRs, similar to bi-
nary phase-tracking CDRs, require a feedback loop that crosses
the analog/digital domain boundaries and contains a phase ad-
justable clock generator—a VCO or a PI. Blind-sampling ADC-
based CDRs implement the phase-tracking loop entirely in the
digital domain, preventing the loop from crossing the analog/
digital domain boundaries. This all-digital loop implementation
comes at the cost of doubling the ADC conversion rate from
fB to 2fp, increasing the ADC area and power consumption.
The increased sampling rate, on the other hand, allows to elimi-
nate the VCO/PI from the CDR, which reduces the circuit com-
plexity and loop latency, thus increasing the jitter-tracking band-
width. Furthermore, containing the phase-tracking loop in the
digital domain simplifies the design and verification process for
the blind-sampling CDRs, and it allows to take full advantage
of the IC technology scaling.

The blind-sampling CDR architecture imitates the
phase-tracking clock and data recovery by means of digital
interpolation. The interpolator in the feedback loop, however,
is a relatively complex block, and its latency contributes to the
total latency of the digital phase-tracking loop, which has a
negative impact on the loop stability.

In the next section, we present our proposed feed-for-
ward ADC-based CDR architecture that eliminates the
phase-tracking loop from the CDR. In this architecture,
we recover the clock and data directly from the blind digital
samples without the need for interpolation, thus reducing the
CDR complexity.

III. PROPOSED CDR ARCHITECTURE

Fig. 4 presents the block diagram of the proposed blind-sam-
pling ADC-based receiver with feed-forward CDR architecture.
We sample the received signal, RX, with two time-interleaved
5-GS/s 5-bit ADCs. A two-phase blind sampling clock triggers
the ADC:s to take 2 samples per UL We refer to the phases of the
sampling clock as 0° phase and 180° phase. A 2:32 demux then
feeds 32 samples with 5-bit resolution at every 16 Ul interval
to the digital CDR. A 1:16 clock divider divides the sampling
clock to trigger the digital CDR. A two-tap FFE compensates
the received signal for the channel loss such that both samples
in each Ul are equalized. A phase detector (PD) uses the equal-
ized samples to estimate the instantaneous zero-crossing phase,
¢x ., for every Ul with a data transition. A phase subtracter with
a low-pass filter (LPF) in a feedback loop form the phase-re-
covery filter of the CDR. This filter uses ¢ x to generate the av-
erage zero-crossing phase, ¢ayg. Since we use only the input
and the output of the phase-recovery filter (and no internal sig-
nals), the CDR is of a feed-forward type.

A slicer and a data decision block compose the data decision
path of the CDR. In this path, the slicer detects the signs of the
equalized samples to represent each sample with a single bit.
Then, the data decision block picks one sliced sample per Ul as
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a data bit by comparing the instantaneous phase, ¢x, with the
average phase, ¢avg, for every UL

In the following section, we describe the implementation of
the digital CDR.

IV. CDR IMPLEMENTATION

A. Phase Detector

The PD estimates the data zero-crossing phase from the
equalized digital samples of the received signal. We refer to
this phase as the instantaneous zero-crossing phase, ¢ x. The
PD processes the samples from 16 cycles of the sampling clock
in parallel (2 samples per cycle) and outputs ¢x for the Uls
with data transitions.

Fig. 5 illustrates the phase detection scheme through an ex-
ample of a single cycle of the sampling clock. The PD looks at 3
consecutive samples: A, B and C, which correspond to 0°, 180°
and 360° phases of the blind sampling clock. Since sample C
corresponds to 360° phase, it is also sample A (0° phase) in the
following cycle of the sampling clock.

When two adjacent samples have opposite signs (A and B
in our example), the PD linearly estimates the time of zero-
crossing between these two samples with respect to 0° phase
of the sampling clock. We mark the estimated zero crossing as
point X in Fig. 5. We find ¢x from two proportional triangles:
ABL and AXK. The adjacent samples are 0.5 UI apart in time,
which makes side BL of ABL a constant equal to 0.5 UI. Side
AL of ABL is the sum of amplitudes of A and B, while side AK
of AXK is the amplitude of A. Thus, we find ¢ x, which is side
XK of AXK, as a ratio:

0.54

dx = m (D

To maintain low circuit complexity, we limit the accuracy of this
division to 2 bits. The flowchart in Fig. 6 shows that this 2-bit
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accurate division requires only simple operations: addition/sub-
traction and left shift by 2 (multiply by 4 in decimal).
Since A and B are 0.5 UI apart, the total resolution of ¢x is
3 bits per UL. When a transition takes place between B and C,
(1) becomes
.

dx =05+ % 2)
which simply changes the most significant bit (MSB) of ¢x
from ‘0’ to ‘1’. We postpone the discussion of the effect of lim-
iting the ¢ x accuracy to 3 bits till the Data Decision subsection.

Nominally, there is at most one data transition in every cycle
of the sampling clock: either between A and B or between B and
C. However, duty-cycle distortion (DCD) and frequency offset
between transmitter and receiver might cause two transitions per
sampling cycle: between A and B as well as between B and
C. When two such transitions occur, the PD calculates ¢ x as
modulo-1 sum of both zero-crossing phases so that both transi-
tions contribute to the average phase recovery. This summation
allows the phase detection scheme to estimate the data phase in
the presence of DCD and frequency offset between transmitter
and receiver.

In the following subsection we describe the phase recovery
filter that we implemented in the CDR.

B. Phase Recovery Filter

The phase recovery filter averages the instantaneous phase,
¢x, to recover the average zero-crossing phase, ¢ayg. Similar
to PI control in conventional phase-tracking CDRS, ¢ Ay in our
feed-forward architecture tracks the data phase in an average
sense. For this phase tracking, we use a discrete-time IIR filter
shown in Fig. 7. The filter consists of a phase subtracter and a
3rd order low-pass filter (LPF) in a feedback loop.

The phase subtracter, shown in the left inset of Fig. 7, calcu-
lates the phase difference between ¢ x and ¢ sy for 16 Uls at a
time and outputs the combined phase error, ¢grr, for these 16
Uls. To assure that the phase recovery converges for any offset
between ¢ x and ¢ Ay, we calculate ¢pprr in a modulo manner
such that ¢ grg_; is in the range [—0.5, 0.5) UL The subtracter
excludes the Uls without data transitions from contributing to
¢ERR- $ERR In our architecture plays the same role as the PD
output in a conventional phase-tracking CDR.

We feed ¢grr into the 3rd order LPF, which consists of three
cascaded discrete-time delaying integrators with gains K1, K>
and K3. There are three forward paths in the LPF: 1st, 2nd and
3rd order paths (see the right inset in Fig. 7). These three paths
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add up to the average (recovered) phase, ¢ayg. The transfer
function of the entire phase recovery filter is

pave _  Arw 3)
dx 1+ Apw
where A pyy is the forward gain of the LPF:
Klzfl K1K2272 K1K2K3273
Apw = . 4
FW =T (1—271)2 (1—271)3 @

Three criteria determine the filter gain values: the desired
jitter-tracking bandwidth of the CDR, the absence of gain
peaking in the jitter-transfer function of (3), and the low-cir-
cuit-complexity filter implementation. First, we choose the
CDR jitter-tracking bandwidth (approximately 5 MHz in the
proposed receiver). Then, we determine through simulations the
gain values that achieve this bandwidth while minimizing the
gain peaking in the jitter transfer function. Finally, we round-off
the gain values to the nearest easy-to-implement values in bi-
nary. This procedure leads to K1 = 3/64, Ky = 7/2048, and
K3 = 5/2048. To illustrate the low complexity gain implemen-
tation, K1 = 3/64 is implemented as K; = 1/32+41/64, where
gains of 1/32 and 1/64 are obtained through right-shifting the
input value by 5 and 6 bits. In a similar manner, K5 and K3
are composed of right-shift and addition operations to maintain
the low circuit complexity. We used these gain values in the
simulations and measurements presented in Section V.

To explore the effect of the order of the phase-recovery filter
on the CDR performance, we reduced the filter order from 3rd
to 2nd and Ist, and simulated the CDR’s jitter tolerance, as il-
lustrated in Fig. 8. Note that in all three cases, the CDR’s jitter-
tracking bandwidth remains constant. As the order changes from
1st to 2nd, the high-frequency jitter tolerance improves by ap-
proximately 0.2 Ulpp. Furthermore, with the use of the 2nd
order filter, the jitter tolerance roll-off slope increases allowing
for a higher tolerance at low frequencies. The 3rd order filter
shows a small improvement of the jitter tolerance compared to
the 2nd order filter: the high-frequency jitter tolerance remains
unchanged, but the low-frequency jitter tolerance increases by
up to 3x (at 32 kHz for instance). For a safe design with a high
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tolerance to low-frequency jitter, we use the 3rd order filter in
the proposed feed-forward CDR.

The resolution of the intermediate phase values in the integra-
tors is 16 bits: 10 least significant bits represent the fractional
part of the phase (1 UI long period), while 6 most significant
bits represent the integer part. To tolerate the jitter exceeding 64
Uls (26 Uls), we use ‘roll-over’ rather than ‘saturating’ counters
in the integrators.

The CDR uses the recovered ¢ sy along with ¢ x for data de-
cision according to the scheme that we present in the following
subsection.

C. Data Decision

The proposed feed-forward clock recovery eliminates the in-
terpolator from the CDR thus reducing the circuit complexity.
As a consequence of this interpolator elimination, the value of
the signal at the UI center is not interpolated and therefore is
unknown. To enable error-free data recovery along with the
feed-forward clock recovery, a data decision scheme is essen-
tial to the proposed feed-forward CDR. The role of the data de-
cision block is to estimate the sign of the received signal near
the maximum eye opening, i.e., near the Ul center. Since ¢pava
indicates the average position of the UI boundaries, we calcu-
late the position of the UI centers by adding 0.5 Ul to ¢avg
using modulo-1 addition. We refer to this UI center phase as the
data-picking phase, ¢prck. The data decision block takes the
sliced samples from 16 sampling cycles and picks one decision
sample for every Ul by comparing ¢x and ¢pick-

Fig. 9 illustrates the data-picking scheme through an example
of a single sampling cycle. The data decision block takes three
consecutive sliced samples (A, B and C) and picks one of these
samples as the decision bit. This decision bit is picked such that
itis close to the Ul center. We will now explain how this scheme
recovers data in a jitter-free case and in the presence of jitter.

In a jitter-free case shown in Fig. 9(a), ¢x coincides with
¢ave, and hence it is 0.5 UI away from ¢pick. ¢pick in fact
points to the UI in which we are recovering the data (shaded
in the figure). The decision scheme thus picks one of the two
samples adjacent to ¢prck: either A or B in our example. In a
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Fig. 9. Data decision scheme. (a) Jitter-free case; (b) jitter example 1; (c) jitter
example 2.

jitter-free case, both samples adjacent to ¢pick have the same
sign and hence the decision is trivial.

In the presence of jitter, the two samples adjacent to ¢prck
might belong to different Uls, and these samples might have
opposite signs, as we illustrate in Figs. 9(b) and (c). In this case,
the data decision scheme picks the sample that belongs to the
same UI to which ¢pick points (shaded Ul in the figure). For
instance, in Fig. 9(b) the jitter causes ¢ x to shift left compared
to Fig. 9(a) and we pick A as the decision data. In the example
of Fig. 9(c), ¢x shifts right compared to Fig. 9(a) and we pick
sample B. This scheme requires a single comparison between
¢x and ¢pick for every UL

Simulations revealed that jitter, limited channel bandwidth
and duty cycle distortion (DCD) reduce the width of Ul-long
data pulses and thus cause two transitions per sampling cycle.
We refer to this case as an isolated pulse. Fig. 10 illustrates a
nominal and isolated Ul-long pulses. In the nominal case of
Fig. 10(a), samples B and C are equidistant from ¢prck, which
makes both samples equally correct decisions. However, in the
presence of isolated pulses (Figs. 10(b) and (c)), two transitions
per Ul prohibit defining a single instantaneous phase value, ¢ x .
As a consequence, a comparison between ¢ x and ¢prck proves
insufficient for a correct data decision. The data-picking scheme
detects these isolated pulses using XOR operation on every pair
of consecutive samples. It then disregards the phase informa-
tion and picks the sample at the center of the pulse, i.e., farthest
from both transitions. When two transitions happen in the same
sampling cycle between A and B, and between B and C (see
Fig. 10(b)), we pick B as the decision data. In a similar manner
we check for isolated pulses at the boundary between two con-
secutive sampling cycles. As Fig. 10(c) illustrates, when we de-
tect a transition between B; and C; in sampling cycle ¢, and be-
tween A;4; and B, in cycle 2 + 1, we pick C; (A;41) as the
decision bit.
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The proposed data decision scheme based on the comparison
between ¢y and ¢prck recovers the data correctly when ¢x
deviates by up to 0.5 Ul in either direction. Hence, the CDR
has the theoretical maximum jitter tolerance of 1 Ulpp at high
frequencies. Estimating ¢ x with 3-bit accuracy (instead of in-
finite accuracy) results in the reduction of the high frequency
tolerance by only 1/8 UI. We postpone further discussion of the
jitter tolerance till Section V.

To prevent data errors due to a frequency offset between the
transmitter and the receiver, we rely on flow control at the data
link layer of the communication protocol. We discuss the fre-
quency offset compensation scheme next.

D. Compensation for Frequency Offset

The transmitter clock determines the data rate at the input of
the CDR, while the blind sampling clock determines the data
rate at the output of the CDR. Since these two clocks are free-
running with respect to each other, a frequency offset between
them is inevitable. This frequency offset, in turn, leads to a mis-
match between the data rates at the input and at the output of the
CDR. A flow control technique compensates for this rate mis-
match at the data link layer of the communication protocol.

A small frequency offset between the transmitter and the re-
ceiver clocks causes the recovered average phase, ¢ avg, to con-
stantly shift in one direction. For instance, if the transmitter
clock has a higher frequency than the receiver clock, ¢ sy con-
stantly reduces, indicating that the received Ul is shorter than the
period of the sampling clock. Thus, ¢avg, as well as ¢pick,
can be used as an indicator of the frequency offset. In our CDR,
we use ¢pick for this purpose. When ¢prck crosses the Ul
boundaries, the data decision block outputs 15 or 17 valid bits,
while it outputs 16 valid bits when ¢prck remains within the Ul
boundaries.

Multiple instances of 17 valid data bits at the CDR output (in-
stead of nominal 16 bits) eventually leads to a data overflow at
the data link layer of the protocol. In this case, the flow con-
trol reduces the data flow rate from the transmitter by reducing
transmitted data window size. This approach allows the physical
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Rx RJ 0.23 Ulpp (Gaussian)
Rx DJ see legend (dual-Dirac)

Fig. 11. Simulated jitter tolerance.

layer of the protocol (the CDR) to eliminate the generation of
the recovered clock and hence to reduce the CDR complexity.

The following section presents the results of the CDR simu-
lations and of the test-chip measurements.

V. SIMULATION AND MEASUREMENT RESULTS

To validate the proposed CDR architecture, we first simulated
the CDR on a behavioral level, and then we fabricated and char-
acterized a receiver with this CDR in 65 nm CMOS.

To simulate the CDR, we used an event-driven behavioral
model [9] in Simulink. This model accounts for limited channel
BW, supports asynchronous clock domains, and allows adding
multiple jitter sources into the simulation. Fig. 11 presents the
simulated jitter tolerance and summarizes the simulation condi-
tions. In these simulations, we superimposed sinusoidal jitter on
random, deterministic jitter (RJ and DJ) and a frequency offset
between the transmitter and receiver. We simulated the CDR
with a 5 Gb/s 231 —1 PRBS sequence passed through a channel
with 13 dB attenuation at 2.5 GHz. The transmitter pre-em-
phasis is 3 dB. To maintain reasonable simulation time, we ran
the simulations for 2 - 10° Uls for jitter frequencies, fjir, above
250 kHz, and for 1 jitter period for fyir below 250 kHz, which
corresponds to BER < 5 - 1075, We set a nominal frequency
offset between transmitter and receiver clocks, A fork, to 600
ppm. In addition to this nominal value, we added A fcpk due to
spread-spectrum clocking (SSC) of up to 5000 ppm at 32 kHz.
This SSC-induced offset was added both at the transmitter and at
the receiver for a total A fop i of up to 10600 ppm. The variance
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Fig. 12. Receiver test-chip photo.

of RJ was adjusted to reach the reported peak-to-peak values
within each simulation run. These simulations confirm that the
proposed CDR recovers error-free data at 5 Gb/s in the pres-
ence of jitter on the transmitter and the receiver sides, frequency
offset up to 1.06%, and channel loss of 13 dB at 2.5 GHz.

We implemented a receiver with the proposed CDR architec-
ture in 65 nm standard-logic CMOS. Fig. 12 presents the die
photo of the fabricated receiver. The ADC, frequency divider,
PI and the 2:8 portion of 2:32 demux are analog custom-de-
signed blocks. The 8:32 portion of 2:32 demux, the FFE, CDR
and the test structures (PRBS comparator and test register) are
all synthesized.

The ADC consists of two time-interleaved 5 GS/s 5-bit in-
terpolating flash ADCs to achieve the total sampling rate of 10
GS/s. To reduce the receiver input loading, the ADC evaluates
four most significant bits (MSBs) using 17 comparators at the
front end, and resistively interpolates the least significant bit
(LSB) to achieve the 5-bit resolution. The ADC has a measured
ENOB of 4.2 bit and a power consumption of 110 mW. After
the signal samples are demuxed, we compensate the samples
for the channel loss using a half-Ul-spaced 2-tap FIR filter as
an FFE. The filter tap coefficients are programmable through
a serial shift register. The FFE compensates for up to 15 dB
of channel attenuation at 2.5 GHz. Since both unequalized and
equalized samples are available in the digital domain, the FFE
adaptation algorithm can be implemented entirely in the digital
domain. The FFE compensates the blind samples for the channel
attenuation prior to the CDR, which makes the equalization in-
dependent of the clock and data recovery.

Fig. 13 presents the measured jitter tolerance of the fabri-
cated receiver and summarizes the measurement conditions. In
these measurements, we used a 2”—1 PRBS sequence running
at 5 Gb/s as the data source. The channel attenuation is 10 dB at
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Input 5 Gb/s, 27—1 PRBS
Channel loss 10dB @ 2.5 GHz
Tom (sim) 5x10% Uls
BER (sim) <2x10%
BER (meas) <1012
TX pre-emphasis 3dB
Tx-Rx AfCLK 0
SSC freq. modulation 0
Tx-Rx Afcik (with SSC) 0
Tx RJ (sim) 0 Ulpp
Tx DJ (sim) 0.05 Ulpp (dual-Dirac)
Rx RJ (sim) 0.25 Ulpp (Gaussian)
Rx DJ (sim) 0.05 Uly, (dual-Dirac)

Fig. 13. Measured jitter tolerance.

2.5 GHz. We used a 3 dB pre-emphasis at the transmitter with
the launch amplitude of 750 mVpp. The measured jitter toler-
ance was recorded at BER < 10712, For a comparison between
the simulated and measured results, we included a simulated
jitter tolerance with the same data source and channel loss into
Fig. 13. The measured and simulated jitter tolerances closely
match each other. The receiver consumes 178.4 mW at 5 Gb/s,
including the ADC. The entire receiver occupies the chip area
of 0.51 mm? (test structures excluded).

VI. CONCLUSION

We presented a blind-sampling ADC-based feed-forward
CDR architecture. In this architecture, we sample the received
signal blindly with an ADC at twice the baud-rate. The blind
sampling allows removing the phase-tracking feedback loop
from the CDR, thus simplifying the receiver architecture. We
recover the data phase directly from digital signal samples in a
feed-forward manner, hence eliminating the need for a digital
interpolating feedback loop. This feed-forward topology re-
duces the CDR circuit complexity compared to blind-sampling
interpolating CDRs.

We fabricated a receiver with this feed-forward architecture in
65 nm CMOS. The test-chip successfully recovers data at 5 Gb/s
in the presence of channel attenuation of 10 dB at 2.5 GHz. The
receiver occupies 0.51 mm? of die area and consumes 178.4 mW
of power. Our CDR simulations and test-chip measurements
confirm that the proposed architecture is suitable for high-speed
serial links.
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