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I. INTRODUCTION

D IGITAL phase-locked loops (DPLLs) are establishing
themselves as a potential alternative to their analog

counterpart for the implementation of fractional-N frequency
synthesizers for wireless systems. One of the main reasons
driving this trend is the fact that area occupation and power
consumption of analog PLLs do not scale down with the
technology process. Furthermore, the adoption of the so-called
“digiphase” scheme, that is widely used to suppress fractional
spurs and quantization noise, requires analog correlators
and high-resolution digital-to-analog converters (DACs) [1].
As a result, the cancellation of noise and spurs may be incom-
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plete and power consuming. By contrast, DPLLs eliminate the
charge pump and its power consumption. They use a digital
loop filter whose area and power scale down in new technology
nodes. The digiphase, as well as other calibration algorithms
[2], is easily implemented with less design complexity, better
accuracy and limited area occupation and power consumption
[3].
Despite the clear advantages of DPLLs over analog PLLs,

there is still some hesitancy in adopting them in high-perfor-
mance wireless systems. In fact, it is often believed that a DPLL
may be more prone to the generation of spurious tones, which
represent a serious limitation in modern radios, both when sev-
eral communication standards must coexist and when carrier ag-
gregation is implemented. The time-to-digital converter (TDC)
is typically the main source of such spurs, whose level is a func-
tion of the resolution and nonlinearity of its conversion char-
acteristic. Several techniques have been proposed both to re-
fine resolution and improve linearity [4]–[12]. Despite having
achieved good results, most of these solutions consume more
power than is desired or necessary. In other cases, the reduction
of the spur level is either paid with a growth of random phase
noise or with the adoption of time-consuming foreground cali-
brations, such as the code density test.
A recently proposed DPLL architecture based on the use of

a digital-to-time converter (DTC) breaks these tradeoffs. The
adoption of the DTC (essentially a digital-to-analog converter)
at the output of the feedback integer-N divider allows a lower
number of bits of the TDC [4], even down to the limit case of
a single-bit TDC [13]. The single-bit approach has several ad-
vantages: 1) the finite resolution and linearity of the TDC are
no longer an issue, as the latter operates as a threshold circuit
in the time domain; 2) a DTC requires in principle less power
than a TDCwith the same number of bits, substantially reducing
the overall power consumption of the synthesizer, and it natu-
rally takes advantage of over-sampling and subranging; and 3)
in contrast to a TDC, the effects of the nonlinearity of the DTC
can be corrected relying on an adaptive pre-distortion technique
in the digital domain, without increasing the level of phase noise
and the overall power consumption. This paper describes how
the DTC-based architecture of DPLL has evolved from the first
version presented in [14] to the one presented here and discloses
a new adaptive pre-distortion algorithm, which improves the
spur performance over channel frequency, runs continuously in
the background and is orders of magnitude faster to converge
than calibrations based on code density tests.
In Section II, the main sources of spurious tones are briefly re-

called. Section III introduces the concept of adaptive pre-distor-
tion for the linearization of the DTC characteristic and describes



Fig. 1. Conventional digital PLL architecture with digiphase scheme.

how to achieve a practical implementation of such an algorithm
with minimum hardware requirements. The simulated perfor-
mance of the proposed algorithm is assessed in Section IV,
whereas the experimental results are presented in Section V. Fi-
nally, Section VI draws the conclusions.

II. GENERATION OF FRACTIONAL SPURS

A. Conventional Digital PLLs

A conventional DPLL architecture is shown in Fig. 1 [3].
The digital modulator driving the modulus control of
the frequency divider interpolates the frequency control word
(FCW) and the quantization error inserted by the is sub-
tracted from the TDC output. However, because of the TDC
finite resolution, a periodic residue is produced after the can-
cellation and a number of concentrated tones, also known as
fractional spurs, appear in the output spectrum. Such spurs are
more powerful as the synthesized channels are closer to the
boundaries of the integer-N channels (typically referred to as
near-integer channels).
To estimate the power of these spurs, let us denote as the

number of fractional bits of the frequency control word (FCW)
and the number of TDC bits. For the sake of simplicity,
we assume a first-order modulator that dithers the divider
modulus, but the same conclusions can be drawn even for higher
order modulators. As long as the FCW has the LSB equal to 1
and the other LSBs equal to 0, the toggles the di-
vision factor from to in one reference period every
periods. Thus, it injects a quantization error into the loop, whose
integral is a sawtooth signal (shown in Fig. 1). Being de-
terministic, the sawtooth can be cancelled out by estimating its
amplitude and subtracting it at the TDC output. Unfortunately,
because of the limited resolution, the TDC produces a periodic
staircase , and the cancellation of and is incom-
plete. The residue is a sawtooth signal with peak-to-peak
amplitude (where is the TDC time resolution), which
produces tones at and its multiples in the PLL output
spectrum. If this tone frequency is within the PLL bandwidth,
the fundamental harmonic is unfiltered, and its power in the
doubled-sided phase-noise spectrum is ,
where is the DCO output period [15]. This means that a
DPLL with a 4 bit TDC has a theoretical in-band fractional spur

Fig. 2. Main signal waveforms of the conventional DPLL with a nonlinear
TDC.

of about 24 dBc, while in a DPLLwith 10 bit TDC it decreases
to about 60 dBc. The above estimates match simulation re-
sults very well as long as the variance of the random noise at
the TDC input is much lower than the fractional-spur power.
Instead, if the two terms become comparable, the random noise
dithers the periodic quantization error, and the simulated level
of spurs is slightly lower than the theoretical value. Neverthe-
less, this analysis confirms that the level of fractional spurs in a
DPLL strongly depends on the resolution of the TDC [4], [16],
and this fact justifies the need for a high-resolution TDC in a
fractional-N DPLL [17]–[20].
Unfortunately, the finite resolution of the TDC is not the only

source of spurs. The nonlinearity of the TDC characteristic is
very often the dominant one [16], [21]. Fig. 2 shows a sim-
plified situation in which the TDC has an ideally infinite res-
olution but it is nonlinear. In this case, the TDC output
differs from the ideal saw-tooth signal and the residue is
a non-zero periodic signal which produces fractional spurs at
the output. It is not straightforward to calculate analytically the
level of such spurious tones, but, for a first-order estimate, we
can assume a TDC characteristic with sinusoidal shape and in-
tegral nonlinearity . In this case, the residual time error is
a sinusoid with amplitude and the fundamental spur is:

. In practice, to keep the spur
due to nonlinearity below the spur due to finite resolution, the
integral nonlinearity of the TDC must be kept below one LSB
(i.e., lower than ). Simulations and measurements con-
firm this result to a good extent [15].
Such a linearity requirement is extremely stringent if com-

bined with the requirement of a dynamic range larger than 10
bits. Thus, several solutions have been recently proposed to mit-
igate the issue of TDC nonlinearity. Calibration methods such
as those based on the code density test proved to be very effec-
tive in eliminating the adverse effects of nonlinearity [5]–[8],
but they have long convergence times and, in most of the cases,
require to be operated in the foreground. Thus, they need to be
run again, to track environmental variations or to adapt the cali-
bration after channel frequency steps. Other methods are based
on the concept of dynamic element matching (DEM) technique,
which can be applied to the TDC to trade linearity against noise.
The delay elements of the TDC are shuffled, so that the effect of
their mismatches is no longer periodic and the energy of frac-
tional spurs is spread out in the spectrum [4]. A similar result



is achieved by means of the sliding scale technique, which con-
sists of adding a dithering sequence to the input of the TDC and
subtracting it at its output [9]. A more effective solution con-
sists of shaping the spectral components, which arise from the
mismatches of the TDC. Doing so, their energy is concentrated
at high frequency and is filtered out by the loop filter. This be-
havior is obtained using the gated-ring-oscillator (GRO), pro-
posed in [10]. Remarkable steps forward in this direction are
the recent work in [11], which discusses and mitigates the is-
sues related to the GRO design, and that in [12], which intro-
duces a recirculating TDC based on a single delay cell. All of
these solutions are effective to reduce the level of spurs induced
by nonlinearity. However, they are power-consuming and sub-
stantially complicate design. They reduce the spur level at the
expenses of either increased noise or long convergence times.

B. Digital PLLs Based on DTCs

Instead of trading PLL performance with TDC’s complexity,
power, and area occupation, an alternative approach is to rethink
the architecture of the DPLL in directions to relax the perfor-
mance needed from the TDC. A step in this direction is taken
in [4], where a 4 bit DTC, introduced in the loop after the in-
teger- divider and implemented as a controlled delay line, al-
lows the TDC dynamic range to reduce to 4 equivalent bits and
to enable a fully digital background correction of the DTC non-
linearity [22]. The idea is further developed in [13], reducing
the number of TDC bits to one. Fig. 3 shows the basic block
schematic of that circuit, in which the 1 bit TDC is essentially
a bang-bang phase detector (BBPD) or, in practice, a coarse
TDC with midrise quantization. That architecture solves the is-
sues of TDC quantization and nonlinearity, since it replaces the
multibit TDC with a simple threshold. Although at a first glance
a step function may appear as a nonlinear one, in practice it be-
haves as a linear detector, as long as the input of this detector
is dominated by random noise. This property is well known in
the field of integer- PLL, and it is conventionally exploited
in clock-and-data recovery applications to avoid the insurgence
of limit cycles, which degrade output jitter [23]. This regime
is often referred to as random-noise regime, as opposed to the
limit-cycle regime [24]. However, the application of this con-
cept to fractional- PLLs is not straightforward. The quantiza-
tion error introduced by the dithering of the divider mod-
ulus is as large as the DCO period (in terms of time delay),
while the random jitter at the TDC input may range between 0.1
and 1 ps rms in high-performance frequency synthesizers. Thus,
in a plain implementation, the BBPD would be overloaded by
the deterministic component of jitter, the PLL would converge
to a limit cycle, and large spurious tones would appear in the
output spectrum. To recover the random-noise regime without
increasing the level of noise, the amplitude of the deterministic
jitter introduced by the must be reduced below the random
one. The DTC block at the output of the divider has this func-
tion. It is essentially a digitally controllable delay stage, which
realigns the feedback signal to the reference clock by adding the
correct delay to the divider’s output. In practice, it cancels out
the quantization error in a fashion similar to the digiphase
scheme in Fig. 1. The accumulated quantization error that is
proportional to the deterministic jitter is first scaled by the gain

Fig. 3. Digital PLL based on 1 bit TDC and multibit DTC.

and then used to drive the DTC control word. The gain is
obtained by accumulating the product of and , that is,
an approximation of the correlation between the two sequences
and the resulting loop is a real-time sign-LMS estimation of ,
made continuously in the background of PLL operation. To im-
prove the equivalent resolution of the DTC, the DTC control
word is not controlled directly but it is driven by means of a
secondary , which exploits oversampling.1

The peak amplitude of the residual deterministic jitter at
the TDC input is as large as the equivalent resolution of the

-DTC. Thus, the latter must be kept below the random com-
ponent of jitter, to hold on the random-noise regime. In practice,
a 10 bit DTC (i.e., resolution of about 300 fs and range of about
300 ps) is sufficient to achieve a theoretical level of fractional
spurs below 65 dBc (even for near-integer channels) and
output jitter of 300 fs rms in a 3–4 GHz PLL [13]. Although
the issue of large dynamic range and linearity may seem just
to be shifted from the multibit TDC of the original DPLL
to the DTC of the alternative architecture, design is greatly
relaxed and power consumption significantly reduced [27]. A
10 bit flash-type TDC would require more than one thousand
delay stages and flip-flops, while the DTC may require just one
variable-delay stage, that is a digital inverter loaded by a bank
of switched capacitors.2 With this topology, time resolutions
below 100 fs can be easily achieved in the 65 nm node, at
power consumption, in principle, a factor of one thousand
lower with respect to a TDC with same resolution. Obviously,
if the comparison were carried out against other types of TDCs,
such as the oversampled in [10], the Vernier-ring in [29] or the
pipelined TDC in [30], a lower number of delay stages and

1This scheme for the cancellation of the quantization error has been recently
exploited in analog PLLs [25], [26].
2Another implementation of the DTC is the phase interpolator in [28] which

has inherently better linearity than the delay stage with variable load capacitor
but requires higher power consumption at same operating frequency.



Fig. 4. Transformation of the DTC characteristic after the multiplication
by of the DTC control word: (a) linear and (b) nonlinear .

flip-flops is required at the cost of higher design complexity
and lower conversion speed.
To analyze the impact of nonlinearity of the DTC character-

istic, it is useful to recall the effect of the scaling factor in the
ideal linear case in Fig. 4(a). The conversion characteristic of
the DTC is a function , where is the DTC control word in
the domain . To cover PVT spreads, the output range
of the DTC is intentionally designed to be larger than the re-
quired . The multiplication of by (where ) sets the
maximum output delay of the DTC to the desired value. More
rigorously, the multiplication by modifies the DTC charac-
teristic from to the function composition sketched
on the right side of Fig. 4(a). As a result, when the PLL syn-
thesizes a fractional- channel, the DTC provides the correct
linear increase of the excess phase in the loop, after every in-
crement of the divider modulus from to . Thus, the
waveform of the unwrapped excess time shift at the DTC output
is the ideal ramp in Fig. 5(a). By contrast, if the DTC has a non-
linear characteristic , as in Fig. 4(b), the multiplication by
produces a function composition that is still nonlinear. Hence,
the excess time shift at the DTC output is no longer linear, and it
even shows periodic discontinuities at the time instants in which
the modulus control is changed [Fig. 5(b)]. The sign-LMS al-
gorithm minimizes the power of the residue , which is the
difference between the linear and the actual ramps, and so the
output spurs with respect to the case of an unregulated charac-
teristic, but it cannot null them.

III. DIGITAL PRE-DISTORTION OF DTC

The nonlinear relationship between the DTC control word
and the produced delay shift causes generation of unwanted
fractional spurs in the PLL and, in general, folding of the spec-
trum of the modulator. The conversion characteristic of the
DTC block can be in principle linearized by adopting a pre-dis-
tortion algorithm. The pre-distortion circuit inversely models
the DTC characteristic and, when combined with the DTC, pro-
duces an overall block that is more linear. In essence, inverse

Fig. 5. Excess time shift at the DTC output: (a) linear and (b) nonlinear
.

Fig. 6. Linearization of the DTC characteristic after mapping the DTC
control word in the pre-distortion function , that is the inverse function of

.

distortion is introduced into the DTC control word, thus can-
celling any nonlinearity the DTC might have. In contrast to
dithering techniques aiming to spread out the power of the spurs,
this method produces no increase of phase noise. To adapt auto-
matically to any environmental variations or channel frequency
changes, this pre-distortion operation should be updated con-
tinuously in the background of the PLL operation. To illustrate
the operating principle of the algorithm, we will first introduce
an ideal approach which aims to correct every allowed level of

. Though this approach is impractical in terms of hardware
requirements, its illustration will be helpful to derive the piece-
wise-linear pre-distortion. The latter technique reduces the re-
quired hardware, while it does not compromise performance.

A. Ideal Pre-Distortion

The conversion characteristic of the DTC is mathematically
defined by the function shown in Fig. 6. The domain of

, which is the set of all of its permitted values, is the set of



Fig. 7. Block schematic of the DPLL implementing the adaptive estimation of the inverse function of the DTC.

integer values between and : .
The method of pre-distortion consists in mapping the domain
into a new set by means of a function

, so that the composition gives the linear relation-
ship , where is the gain and is the intercept point for

. In mathematics, such function exists, if
is monotonic, and it is given by , where is the
inverse function of . The function along with the result of
the pre-distortion operation is shown in Fig. 6.
The values of the set can be automatically determined by

meansof theschemeinFig.7. In thiscase, thedomainof isgiven
by the set of all of the permitted values of the quantization error

.Theschemeisbasedonabankofdigital integratorswithgain
. At every occurrence of a certain integer value of ,

the error detected by the phase detector is accumulated in the
-th integrator. If the phase detector is a single-bit TDC (as in the
case shown in Fig. 7), only the th integrator is selected by the
digital multiplexer and de-multiplexer, and integrates 1 or 1
depending onwhether the reference signal leads or lags the
divider signal . In the meantime, all of the other integrators
that are not selected integrate a zero value. Doing so, the output
of the th integrator that drives the -DTC input converges

to the value which minimizes the error . This minimization

Fig. 8. Linearization of the DTC characteristic after mapping the DTC
control word in the pre-distortion function , that is a piecewise-linear ap-
proximation of the inverse function.

occurs as all the integrators converge to the values of the inverse
function of the DTC characteristic. In order not to interfere with



Fig. 9. Block schematic of the DPLL implementing the adaptive estimation of the piecewise-linear pre-distortion function of the DTC.

the PLL, one of the coefficients of set is deliberately
forced to 0 ( , in the figure). In this way, the linearization
algorithm does not alter the mean delay introduced by the DTC
block and the mean delay between and signals, which is
instead set by the PLL loop.
Unfortunately, in a practical implementation of a frac-

tional- PLL, the FCW requires a high number of fractional
bits. In wireless applications and, in general, when a fine
regulation of the synthesized clock is required, 18 or more
fractional bits may be required. As a result, the quantization
error has 18 or more bits and the scheme in Fig. 7 would
demand for an outrageous number of digital integrators (i.e.,

or more integrators). So, a technique to reduce the hardware
requirement has to be found.

B. Piecewise-Linear Pre-Distortion

Although the method illustrated in the previous subsection is
impractical, it allows us to envision a modified version, which
requires a much lower number of integrators without compro-
mising performance. The concept is illustrated in Fig. 8. Es-
sentially, instead of estimating all of the values of the inverse
function, we approximate the inverse function with a piece-
wise-linear curve. In this way, we can just estimate the inverse

function in a limited number of points by means of a limited
number of digital integrators and use an approximation of the in-
verse functions by linearly interpolating between the remaining
points.
To get a mathematical representation of the algorithm, it is

useful to separate the DTC control word into a coarse and a
fine component, . The coarse component is given
by

where is the floor function. Thus, as is an integer number
between and , its coarse component is an integer
number between and , with .
The automatic estimation of the pre-distortion function

is made just in the permitted values of . Let us denote
as the estimated values of for . In this way, the
number of digital integrators used for the estimation of the
coefficients is reduced from to . Then, the expression of
the function for all values is a piecewise linear function
composed of straight lines connecting the coefficients



Fig. 10. Block schematic of the fabricated DPLL, with sub-ranging DTC and pre-distortion block.

Fig. 11. Schematic of the sub-ranging DTC circuit.

where the gains are obtained from the vector of bymeans
of an algebraic expression

In this way, the pre-distortion function which is used to
linearize the DTC characteristic is a piecewise-linear approx-
imation of the inverse function , as illustrated in
Fig. 8 for the case of . The condition for the existence
of is just the monotonicity of the function in the do-
main .
The above-described algorithm is implemented in the scheme

in Fig. 9. The quantization error is separated into a coarse
and a fine component by means of the quantizer . The coarse
component , which has permitted values, selects
the corresponding . The coefficients are estimated by
digital accumulators. The fine component of the quantiza-
tion error is multiplied by the gain , which is calculated from

the vector of the coefficients, and then added to to get
.

Fig. 10 shows the final scheme in which the pre-distortion
technique is combined with the subranging DTC introduced
in [13], which significantly simplifies its implementation. The
DTC whose schematic is drawn in Fig. 11 is a delay stage
with two digitally controlled capacitor banks: a coarse ther-
mometric-coded one with larger unit capacitance and a fine
one with smaller unit capacitance. The thermometric coding
guarantees the monotonicity of both the fine and the coarse
characteristics of the DTC; whereas, the subranging approach
greatly reduces the number of capacitors and control wires
of the DTC. The fine delay range is intentionally designed
to be much larger than the coarse delay resolution (let say a
factor of 2 ) to cover process variations. To exactly match
the resolution of the coarse word of the DTC, the fine control
word is multiplied by a gain (Fig. 10). This eliminates any
bank-to-bank discontinuity [13].



Fig. 12. Integral nonlinearity (INL, with respect to full scale) of (a) the DTC
converter obtained from circuit simulations and (b) the DTC with pre-distortion
obtained from VHDL simulations.

Fig. 13. Phase-noise spectrum from VHDL simulations with: (a) no pre-dis-
tortion and (b) with pre-distortion.

Fig. 14. Pre-distortion function estimated by the scheme in Fig. 9, obtained
from VHDL simulations.

IV. SIMULATION RESULTS

To assess the performance of this adaptive pre-distortion al-
gorithm, both the DPLL in Fig. 3 and the one in Fig. 10 are
simulated and their performances are compared. The DTC char-
acteristic is obtained from transistor-level simulations of
the circuit in Fig. 11, taking into account a normal distribution
of the capacitance values with a pessimistic standard deviation
equal to 10% of the unit capacitance. Of course, the statistical

Fig. 15. Transient behavior of the coefficients.

Fig. 16. Die photograph.

distribution of the coarse unit capacitance dominates over the
fine one. However, the nonlinearity is mainly dominated by the
systematic component, which gives a more-than-linear relation-
ship versus the control word. This is not surprising, since the
delay of the following stage increases slightly as the slope of its
input voltage decreases. The INL resulting from simulations is
sketched as curve (a) in Fig. 12, which has a maximum value
of about 1.2% with respect to the full-scale range given by the
DCO period , or equivalently about 12 times the LSB of the
DTC.
Curve (a) in Fig. 13 is the simulated output spectrum of the

DPLL in Fig. 3 (described in VHDL language) when a near-in-
teger channel (290 kHz off the integer-N channel at 3.6 GHz) is
synthesized from a 40MHz reference. A fundamental fractional
spur appears at about 290 kHz (falling within PLL bandwidth)
together with its higher order harmonics. The level of such spur
is 43 dBc. Moreover, an unexpected noise component is also
visible in the 2–10MHz range, whichmay be ascribed to folding
of the noise spectrum. Both spur and noise originate from
the nonlinearity of the DTC. In fact, when the function



Fig. 17. Measured phase noise.

used in simulation is assumed to be ideally linear, the funda-
mental spur reduces to less than 65 dBc and the unexpected
noise component disappears.
The DPLL in Fig. 10, employing the adaptive pre-distortion

with 16 estimators , is simulated with the same DTC
nonlinearity used before. The coefficients settle to their
steady-state value, shown in Fig. 14. The piecewise linear func-
tion , which is composed of straight lines connecting the
estimated coefficients and is also plotted in Fig. 14, shows
a compression. This compression compensates the super-linear
characteristic of the DTC. The estimation of the coeffi-
cients runs in the background and adapts the nonlinearity cor-
rection automatically to frequency steps or environmental vari-
ations. The settling of the 16 coefficients starting from the
PLL start-up is sketched in Fig. 15. While is constant, the
other 16 coefficients start from their nominal value and settle
to lower values, because the DTC delay range is intentionally
designed larger than the nominal one. As a result, the last co-
efficient, , has the longest settling, which is limited by the
overload of the 1 bit TDC. By contrast, after channel switching,
the settling time reduces to less than 100 s.
To quantify the ability of the pre-distortion algorithm to lin-

earize the DTC, we plot the INL of the function composition
in Fig. 12 as curve (b). The residual nonlinearity is

as large as 0.1% with respect to the full scale, or equivalently
about one LSB of the DTC. This means that estimating only
16 coefficients out of the (or, in general, more) permitted
values of is sufficient to reduce the INL of the DTC from
1.2% to 0.1%. Curve (b) in Fig. 13 shows the output spec-
trum of the PLL with the adaptive pre-distortion, for the same
near-integer channel used above. The fundamental spur lowers
by 24 dB to about 67 dBc and the noise component ascribed
to folding of noise disappears. This result demonstrates
that the piecewise-linear approximation of the inverse function

Fig. 18. Measured fractional spur without pre-distortion.

with 16 estimated points is effective to cancel out the dominant
terms of DTC nonlinearity and the main source of fractional
spurs.

V. MEASUREMENT RESULTS

The DPLL in Fig. 10 is now fabricated in a 65 nm CMOS
process. It synthesizes frequencies in the 3–4 GHz range from
a 40 MHz quartz oscillator with a resolution of approximately
76 Hz. Fig. 16 shows the die photograph, where the core circuit
occupies 0.2 mm . The total power dissipation (excluding
crystal oscillator and pad driver) is 4.2 mW from a 1.2 V
voltage supply without voltage regulators. The measured phase
noise in Fig. 17 shows an in-band phase noise level of about



Fig. 19. Measured fractional spur with pre-distortion.

Fig. 20. Measured fractional spur versus synthesized channel frequency:
(a) without pre-distortion and (b) with pre-distortion.

103 dBc/Hz (at 100 kHz), which is mainly dominated by the
thermal noise of the DTC and the 1 bit TDC.
To evaluate the proposed linearization technique, the test chip

includes the possibility of disabling the pre-distortion block in
Fig. 10 and replacing it with a multiplication of by a single
gain , which is estimated via the LMS loop in Fig. 3. The mea-
sured fractional spur at about 3 kHz has a level of about 39 dBc
when a channel 3 kHz off the integer-N one at 3.6 GHz is syn-
thesized and the pre-distortion is disabled (Fig. 18). This spur
drops to 52 dBc when the same channel is synthesized and the
pre-distortion is enabled (Fig. 19). Those measurements have
been repeated at several channel frequencies between two in-
teger-N channels and the level of the fundamental fractional
spurs is plotted versus the offset frequency from the integer-N
channel in Fig. 20. As the pre-distortion is disabled, the in-band
fractional spur is about 39 dBc below the carrier [plot (a) in
Fig. 20] that is close to the simulation results in Fig. 13(a).
Moreover, the shape of plot (a) follows the low-pass transfer
function with roll-off typical of the input-output transfer
function of a third-order PLL. This result agrees with the picture
that the DTC systematic nonlinearity causes inaccurate cancel-
lation of and the residue of this cancellation is injected into
the feedback path. As the pre-distortion is enabled, the in-band

spurs go down to about 52 dBc [plot (b) in Fig. 20], a value
that is higher than the simulated level of 67 dBc in Fig. 13(b).
Although this result suggests the existence of other mechanisms
that are responsible for the residual spurs (such as electromag-
netic coupling), it proves the usefulness of the proposed tech-
nique. The slope of plot (b) for out-of-band offsets is close to

, which departs from the ideal input-output transfer func-
tion of the PLL, observed in the case without pre-distortion. This
means that the spurs at higher offsets are not related to distur-
bances injected into the feedback path. By contrast, they may
be caused by a coupled disturbance (at a frequency equal to the
offset frequency of the fractional spur), which modulates the
DCO.

VI. CONCLUSION

DPLLs based on a one-bit TDC and a multibit DTC have
significant advantages over conventional DPLLs based on a
multibit TDC. Although the tight resolution and linearity re-
quirements simply shifts from the multibit TDC to the multibit
DTC, the latter: 1) can be implemented as a simple digitally
controlled delay stage with lower power consumption; 2)
exploits techniques such as sub-ranging and oversampling with
insignificant design complexity; and 3) inherently enables a
dither-less linearization of the DTC characteristic with fast con-
vergence. A novel pre-distortion algorithm that compensates
DTC nonlinearity and operates continuously in the background
of the normal operation of the PLL has been presented here
and demonstrated in silicon. The technique proves effective in
cancelling fractional spurs arising from DTC nonlinearity at
very low power and phase-noise level.
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