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Abstract— This article demonstrates the potential of deep-
subthreshold mixed-signal circuits in delivering medium-to-high
performance to supply-constrained, energy-harvesting Internet
of Things (IoT) sensing applications. This effort encapsulates
the design and implementation of an ultra-low-voltage (ULV)
0.2-V open-loop VCO-based analog-to-digital converter (ADC).
A replica VCO facilitates variation-aware VCO analog lin-
earization. Analog phase-domain signal processing (APSP) tech-
niques for beat-frequency extraction, phase-interpolation, and
phase-folding relax constraints on both voltage-to-frequency
analog circuitry and frequency-to-digital synchronous digital
hardware. High-speed multi-phase frequency-to-digital convert-
ers (FDCs) and multi-rate digital back-end enable a sampling
speed of 35 MS/s. The ADC prototype is implemented in 28-nm
CMOS and achieves a peak SNDR of 64.4/59.9 dB, equiv-
alent to an ENOB of 10.4/9.7 over 80-/160-kHz bandwidth
(BW). The ADC core occupies an active area of 0.12 mm2

and consumes 15.9 µW, resulting in a Walden and Schreier
FoM of, respectively, 73.3/61.5 fJ/c-s and 161.4/159.9 dB at the
corresponding BW configurations. Measurements across multiple
ICs and supply voltages consolidate the value of variation-aware
deep-subthreshold open-loop ADCs.

Index Terms— 0.2 V, analog-to-digital converter (ADC), beat-
frequency (BF), deep-subthreshold, energy-harvesting, folding
and interpolation, Internet of Things (IoT), phase-domain, ultra-
low voltage (ULV), variation-aware, voltage-controlled oscillator
(VCO)-based ADC.

I. INTRODUCTION

ENERGY harvesting (EH) holds an immense promise of
delivering full energy autonomy and system portability

to networks of densely interconnected Internet of Things
(IoT) devices. Ambient energy sources, such as photovoltaic,
thermo-electric, and human vibration harvesters, can produce
an output voltage well below 300 mV with power density
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Fig. 1. Simulated (a) power consumption, (b) energy/cycle, (c) oscillation
frequency ( fosc) of an RO, and (d) statistical variation in the propagation
delay of an inverter from subthreshold (VDD = 0.2 V) up to super-threshold
operation (VDD = 0.8 V). (e) Impact of VT variations on fosc relative to the
nominal frequency fosc,nom in sub- and super-threshold regions.

less than 100 μW/cm2 [1]. Intermediate dc–dc converters
can boost the supply voltage, but intrinsic parasitic losses
with large voltage up-conversion ratios waste the scavenged
energy [2]–[4]. The need for innovation at the circuit and
architecture levels is, therefore, paramount, as evidenced by
research progress in ultra-low-power (ULP) and ultra-low-
voltage (ULV) sub-systems for communications [5]–[7], fre-
quency synthesis [8]–[10], and digital processing [11], [12].
In the domain of analog-to-digital conversion, we recognize
that the analog-to-digital converter (ADC) should: 1) operate
from well below 0.3-V supply using scaled CMOS technology;
2) provide versatility to different applications, thus covering a
resolution and bandwidth (BW) range of approx. 9–11 bits
and 50–200 kHz, respectively; 3) achieve μW-level power
dissipation; and 4) exhibit some degree of tolerance to process,
voltage, and temperature (PVT) variations.

A voltage-controlled oscillator (VCO)-based ADC can be
considered a natural candidate for ULV operation [13], [14]
because of its mostly digital implementation (i.e., simple
inverters, flip-flops, and logic gates). To reinforce the intuition
of supply scalability, the characteristics of a ring-oscillator
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Fig. 2. Open-loop VCO-based ADC with an eight-stage ring oscillator
(Ndel = 8) and with (a) single XOR-based FDC (NFDC = 1) used in [16]
and (b) eight parallel XOR-based FDC slices (NFDC = 8) followed by the
output summation logic, as a starting point for this work.

(RO) are shown in Fig. 1. Low-power [see Fig. 1(a)] and
low-energy [see Fig. 1(b)] consumption requirements call for
the minimization of the power-delay product (PDP) [15].
This generally occurs at the lowest supply voltage feasible
(VDD,min) and fortunately coincides with the available voltage
generated from the aforementioned energy harvesters. How-
ever, the circuit designer must address a number of unique
deep-subthreshold challenges detrimental to the achievable
BW and resolution of the VCO-based ADC. The exponential
dependence of MOS subthreshold drain current on VDD and
threshold voltage (Vt ) results in a 20× reduction in RO
oscillation frequency as VDD scales down to 0.2 V from
0.4 V [see Fig. 1(c)]. Intra-die mismatch arising from process
(P) random dopant fluctuation (RDF)-induced Vt variations
leads to a 5× increase in gate propagation delay uncertainty
at ULV [see Fig. 1(d)]. Voltage and temperature (VT) fluc-
tuations are dynamic by nature and alter fosc by more than
10× ( fosc,max/ fosc,min), in stark contrast with merely 0.5×
(or ±20%) change in super-threshold operation [see Fig. 1(e)].

Fig. 2(a) depicts the simple open-loop VCO-based ADC in
our prior work [16]. The input voltage Vin passes through a
resistive-drive “tune” circuit [17] with a voltage attenuation
factor Ktune. This limits the peak voltage swing of Vtune

that directly modulates the oscillation frequency fVCO of the
Ndel-stage RO circuit. The Vtune-to- fVCO gain of the RO is
Kring, while the overall gain of the VCO (KVCO) is the
product Ktune Kring. A 1-bit XOR-based frequency-to-digital
converter (FDC) [18] operating at the sampling speed of fCLK

is employed to digitize the VCO frequency information. For
this topology, fVCO,max < fCLK/2 prevents the overflow of the
FDC (i.e., exceeding the available quantization range). Parallel
FDC slices (NFDC > 1) can be introduced [see Fig. 2(b)] to
further improve the quantization noise performance, at the cost
of increased complexity in the synchronous digital hardware.

Operating at 0.2 V, the predecessor of our ADC [16]
achieved 11-ENOB over 60-kHz BW while consuming merely
7 μW. The “raw” figure-of-merit (FoM) of <30 fJ/c-s was
obtained by performing a meticulous circuit-level optimization
of the resistive-drive VCO structure [the input resistor network
is sized so as to cancel third-order harmonic distortion (HD3)]
and maximizing the speed of the phase-sampling sense-
amplifier flip-flop (SAFF) within the 1-bit XOR-based FDC.

Despite the encouraging FoM, critical limitations exist. The
over-reliance on harmonic distortion cancellation to linearize
the high gain VCO meant that 6- and 18-dB losses in SNDR
are incurred within, respectively, 2% and 8% variations of VDD.
At higher supply voltages (or temperature), the oscillation
frequency of the VCO becomes so fast that it overflows
the FDC.

A radically different approach is taken in this work. Instead
of applying circuit optimizations, we explore whether archi-
tectural improvements can be introduced to obtain high res-
olution, BW, and possibly guarantee a “PVT-adaptive” func-
tionality without incurring severely limited power efficiency.
To this end, we present a versatile 0.2-V open-loop VCO-based
ADC featuring a beat-frequency (BF) VCO network, resulting
in a variation-aware, highly linear, and low-noise voltage-
to-frequency (V -to- f ) conversion. Analog phase-domain sig-
nal processing (APSP) techniques provide a flexible interface
between the analog (i.e., VCO) and digital (i.e., FDC) domains
to alleviate their respective design constraints. Finally, multi-
rate synchronous digital circuitry enables high-BW frequency
digitization.

This article is organized as follows. Section II reviews the
compatibility of the main classes of VCO-based ADCs with
the ULV operation and discusses the design challenges of a
subthreshold open-loop VCO-based ADC, which motivates
the proposed architecture. Section III investigates the VCO
network, while Sections IV and V are dedicated to the
description of the APSP chain and its constituent circuits. The
experimental results are presented in Section VI.

II. ARCHITECTURAL CHALLENGES AND SOLUTIONS

A. Compatibility of Prior Art With ULV Operation

To address the general limitations of VCO-based ADCs,
several architectural innovations have proven effectiveness in
mitigating the nonlinear V -to- f tuning curve of the VCO
and the need for high-speed digital counting. Nonetheless,
most of such solutions are not portable to ULV supply
(<0.3 V). In the popular closed-loop configuration, the VCO
and digital circuitry act as a multi-bit quantizer (frequency-
based) [18], [19] or perform voltage-to-phase integration and
quantization (phase-based) [20] within the delta–sigma (��)
modulator loop. The large loop gain suppresses the V -to- f
nonlinearity and allows increasing the order of the loop
filter for more aggressive in-band noise shaping. However,
the stability demands a rather narrow loop BW, and moreover,
such topology is hardly scalable with supply voltage since
it heavily relies on analog-intensive circuitry, such as current
sources and opamps.

In the multistage configuration [21], [22], the VCO-based
ADC is typically used as the fine-stage quantizer to enhance
the overall ADC resolution. V -to- f nonlinearity is mitigated
by virtue of processing only a small residue voltage. Nev-
ertheless, such a solution entails all the difficulties of the
feedback DAC design, while the gain mismatch and timing
delay between the coarse and fine paths seriously impair the
ADC performance at ULV. An interesting alternative is to
operate the VCO in the inherently linear two-point frequency
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modulation scheme. This enables cascading switched-current
VCO-based integrators [23]–[26] within digitally intensive
high-order noise-shaping �� architectures, at the cost of an
increased system complexity.

Background calibration of the V -to- f nonlinearity using
multi-level dither correlation [27] can accommodate slow
PVT variations although the digital signal processing circuitry
may not be functional in deep-subthreshold and, further-
more, would otherwise greatly dominate the power budget.
Foreground calibration [28]–[31] using post-silicon integrated
built-in self-test only needs to operate intermittently (thus
minimizing the averaged power), but a lack of real-time
PVT tracking necessitates regular and disruptive off-line
re-calibrations. Moreover, the accuracy of the calibration is
dependent on the precision and stability of the test signal
generated on-chip. This may be prohibitively expensive to
integrate into a microwatt-level ULV design, limiting the
calibration procedures to a well-controlled laboratory envi-
ronment. The associated digital nonlinearity correction (NLC)
also introduces quantization errors, while high-speed access
of large memory arrays increases the power consumption and
area [31].

The discussions above, while diverse, seem to reach the
same unavoidable verdict: the supply-constrained environment
of energy-harvesting IoT applications, together with the severe
impact of PVT variations, demands the designer to pursue the
lowest level of system complexity. The simplicity provided by
the open-loop VCO-based ADC shown in Fig. 2, clearly offers
a promising path to overcome the practical limitations of deep-
subthreshold operation. Motivated by the pioneering works
in [13] and [14] and building around the performance of [16],
we continue to explore the deep-subthreshold open-loop ADC
design landscape that, to date, remains uncharted territory.

B. Deep-Subthreshold Design Challenges

To appreciate the impact of the deep-subthreshold operation
on the achievable performance of the architecture shown
in Fig. 2, we guide the reader through its system optimization.

The signal-to-quantization noise ratio (SNRQ) derives from
the contribution of the first-order noise-shaped quantization
error

SNRQ = 6.02 · MQ + 30 · log10

(
fCLK

2BW

)
− 3.41 (1)

MQ = log2

(
2Ain · KVCO · 2NFDC

fCLK

)
(2)

where Ain is the input amplitude and BW represents the noise-
integration BW. The in-band signal-to-noise ratio (SNRPN),
dominated by the VCO phase noise (PN), is equal to

SNRPN = 10 · log10

[
(Ain · KVCO)2

16 · L(� f ) · � f 2 · BW

]

L(� f ) ∝
(

fVCO,0
)2

PVCO
(3)

where L(� f ) represents the thermal PN1 at an offset � f from
the rest (quiescent) oscillation frequency fVCO,0 (Vin = 0.1 V),

1Neglecting flicker noise for simplicity such that L(� f ) · � f 2 is constant.

Fig. 3. VCO frequency tuning curves depicting (a) tradeoff between tuning
range and linearity (varying the slope, Ktune), (b) effect of large VDD-induced
variations, and (c) significant reduction to be applied to the VCO gain to
prevent the overflow of the FDC in response to VDD variations.

with PN being further dependent on the VCO power PVCO.
See [32] for the derivation of the above expressions from first
principles and [33] for the analysis of pseudo-digital RO noise
and power efficiency.

The simplest optimization procedure is to first maximize
the sampling speed of the SAFF within the FDC [ fCLK

in (1)] to target a large oversampling ratio (OSR). Then,
design the VCO with Ktune close to one so as to maximize
its tuning range, 2Ain KVCO, essentially mapping the input
voltage range to occupy as much of the frequency range from
dc to fCLK/2 as possible. From here, further reduction in
quantization noise is achieved by increasing the number of
parallel FDCs [NFDC in (2)]. Thermal noise is suppressed by
burning more power in the VCO while maintaining the same
rest oscillation frequency fVCO,0 [L(� f ) in (3)]. The result,
however, is a highly nonlinear V -to- f conversion that looks
like the Ktune = 0.5 tuning curve of Fig. 3(a). To overcome
this with minimal hardware overhead, the pseudo-differential
topology and the mixed-mode voltage/current resistor tuning
scheme are chosen to cancel second- and third-order harmonic
distortion (HD2 and HD3) components, respectively. At 0.2 V,
the VCO operates in weak inversion and exhibits the highest
power efficiency [33]. This optimization approach, therefore,
allows the open-loop VCO-based ADC to operate near the
upper limit of its theoretical performance although, unfortu-
nately, it becomes unpractical when PVT variations are taken
into consideration.

In a more realistic design, Vin must be sufficiently attenu-
ated [toward the Ktune = 0.1 tuning curve of Fig. 3(a)] so
that Vtune exercises only a relatively linear portion of the VCO
tuning curve [24], [34], [35]. This reduction in Ktune comes
at the severe cost of both a higher thermal and quantization
noise. To make matters worse, shifts in fVCO,0 due to VDD

(or, similarly, temperature) variations can cause the VCO
to oscillate at frequencies much higher than fCLK/2, which
would thus lie outside of the quantization range of the fol-
lowing XOR-based FDC [see Fig. 3(b)]. Coarse-fine counting
FDC architectures [30], [31], [34], [35] can accommodate
fVCO � fCLK/2 efficiently although, contrarily, they embed
edge-triggered sequential logic that must operate at a speed
even higher than fCLK (which, as stated earlier, should
conveniently be maximized). Moreover, intra-die mismatch
induces random propagation delay variability that impacts the
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reliability of high-speed flip-flops, leading to setup and hold
time violations.

A more practical and reliable solution is to slow down
the VCO with a large number of delay stages Ndel [see
Fig. 3(c)] or, optionally, by introducing excess capacitive load
CL at each output terminal of the delay stage. To maintain
a sufficient SNRQ , an increase in NFDC is then required to
compensate for the reduction in KVCO. For example, with
a 3-MHz tuning range, NFDC ≈ 16 is required to achieve
an effective resolution of 10-bit over 160-kHz BW and at
35 MS/s, assuming a THD <−70 dB (so that the ADC
resolution is not limited by distortion) and PN of −100 dBc/Hz
at 100-kHz offset. The under-utilized quantization range (blue-
shaded regions in Fig. 3) and the relatively high working fre-
quency of the digital logic make the use of many parallel FDCs
inefficient. To prevent timing violations with VT variability
and statistical mismatch, propagation delay margins must be
overestimated. This translates into a design with prohibitively
large devices or an unnecessarily slow system clock fCLK,
both being suboptimal solutions. In addition, the long clock
distribution, as well as the heavily pipelined output summation
logic and the multi-bit output decimation filter [to realize the
topology in Fig. 2(b)], would all concur to an overall power
consumption exceeding by 5×–10× that of the analog section
of the ADC (the ring-VCO).

C. Re-Engineering the Open-Loop VCO-Based ADC

Faced with the daunting challenges of deep-subthreshold
operation, several advancements of the open-loop VCO-based
ADC, as visualized in Fig. 4, are proposed as follows.

1) Embedded PVT Sensing: Since ROs offer a digital-
intensive, low-cost solution for PVT sensing [36]–[38],
a replica VCO (input terminal grounded) is proposed to
dynamically track VT shifts via its free-running frequency
fREF. A low-rate, low-resolution (therefore, reliable) digital
counter could be used to provide virtually costless digitization
of fREF. At the system level, fREF can be used for the dynamic
voltage-frequency scaling (DVFS) [39] of the entire energy-
harvesting sensor node. Furthermore, the replica VCO can
serve as a multi-phase clock to the aforementioned dc–dc
converters, such as a switched-cap voltage doubler [3], [6],
[40] to generate 2VDD, which may be necessary elsewhere in
the system.

2) Variation-Aware VCO Linearization: Harmonic distortion
cancellation in the analog domain eliminates a significant
portion of hardware required with digital NLC techniques.
A high-gain, power-efficient VCO can then be designed, but
the extreme sensitivity to PVT variations persists. Ultimately,
if the energy constraints of the energy harvester do not allow
for power-hungry, expensive on-chip calibration procedures,
the ADC is practically constrained to operate at a single,
stable temperature environment where the supply voltage is
stringently regulated [29]. It is shown in [16] that, by tuning
the input resistor network, the ADC linearity performance can
be recovered at different VDD points. We expand upon this in
Section III to investigate whether fREF can be directly utilized
to extend the variation tolerance of the VCO open-loop analog
linearization technique.

Fig. 4. (a) Conceptual block diagram of the proposed architecture. The
frequency tuning curves demonstrate the beat-frequency extraction in the
case of a relatively (b) slow and (c) fast VCO operations. (d) Phase folding
interleaves four phases to utilize the available frequency quantization range
of the single-bit FDC. The equivalent PFM spectra [46] for (c) and (d) are
shown in (e), taking into account only the first modulation sideband.

3) Beat-Frequency Extraction: The rest oscillation fre-
quency fVCO,0 is equivalent to a dc voltage “bias” that does
not carry any signal information (as opposed to the signal
component 2Ain KVCO) and is anyway canceled by the ADC
pseudo-differential configuration. Yet, in order to not overflow
the FDC, the VCO must be slowed down significantly to
suppress large PVT-induced shifts in fVCO,0. This results in
a massive under-utilization of the available FDC quantization
range. Together with the need for a larger number of par-
allel FDC slices (NFDC), the high-speed synchronous digital
circuitry becomes increasingly inefficient and unreliable.

By setting the gain of the replica VCO to be slightly larger
than that of the main VCO, fREF remains unconditionally
higher than fVCO,max [see Fig. 4(b) and (c)]. Both fREF and
fVCO are passed through a mixer stage to extract their beat-
frequency fBF (=| fREF − fVCO|) in the feedforward path,
representing the useful signal component. Visualizing this in
the frequency-domain for a single input tone [see Fig. 4(e)],
the beat-frequency interface between the VCO and FDC per-
forms a translation of fVCO to an intermediate frequency (IF).
Consequently, the down-converted modulation products ( fBF)
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Fig. 5. Top-level implementation of the proposed 0.2-V VCO-based ADC core. The subscripts +/− denote the respective positive and negative complementary
halves of the pseudo-differential ADC. The phases within each half are differential and are denoted by the subscripts p/n .

do not fall within the signal band (BW). The baseband signal
information is preserved, while the complete decoupling of
fVCO,0 from KVCO allows the convenient design of large-
gain VCOs.

The purposely introduced gain mismatch between the main
and replica VCO causes fBF(Vin = 0) to drift by a few
hundred kHz as VDD varies (i.e., from 0.2 to 0.25 V) although
this represents barely 5% of the >10-MHz drift experienced
instead by fVCO versus VDD, indicating that fBF is significantly
more insensitive to VT variations compared to fVCO. Another
advantage brought by the proposed beat-frequency interface is
that it relaxes the frequency tuning requirements of the main
VCO (e.g., a ∼3× smaller programmable capacitor bank is
needed compared to [16]) since the frequency shift that needs
to be covered is fBF (i.e., the difference of two frequency
components) and not anymore the absolute fVCO shift.

4) Phase Interpolation (PI) and Phase Folding (PF): When
the VCO tuning range is limited, a large number of FDC
slices (i.e., NFDC) may still be required to sufficiently suppress
the quantization noise. A viable remedy is to take inspiration
from the folding flash ADC architecture [41], where each
voltage comparator is dedicated to multiple evenly distributed
level-crossings rather than just one. Similarly, the VCO-based
ADC can also benefit from such a concept, as its quantization
process is inherently flash-based. For example, if fBF,max <
fCLK/8 [see Fig. 4(d)], a single phase can be interpolated by
4× and then subsequently folded/interleaved back into a single
wire. This results in an implicit frequency multiplication by
the same factor of 4 (it is now f4BF to be upper bounded to
fCLK/2). The pulse-frequency modulation (PFM) equivalence
of this ×4 frequency multiplication is the up-conversion and
expansion of the beat-frequency ( fBF) modulation sideband
shown in Fig. 4(e). The hardware resources of a single
FDC slice are now shared among four phases (i.e., through
analog recombination) to utilize its full quantization range.

Arithmetically, each FDC slice computes the function

Dout,FDC = 4 · | fREF − fVCO(Vin)|
fCLK/2

= 2 · f4BF

fCLK
. (4)

D. ADC Implementation

Fig. 5 shows the top-level architecture of the implemented
pseudo-differential VCO-based ADC. The entire core oper-
ates at a nominal supply of 0.2 V. With respect to each
complementary half (positive and negative), the input signal
Vin+ (Vin-) directly connects to a resistor divider network
[17], [23] and subsequently modulates the oscillation fre-
quency fVCO+ ( fVCO−) of a 16-stage ring-VCO. The
input resistor network can accommodate different input
signal ranges and significantly mitigates the HD3 of
the VCO.

An array of phase detector (PD)-based digital mixers with
a merged passive PI network extracts the frequency differ-
ence between fVCO± and the replica VCO frequency fREF.
A 16-phase beat-frequency waveform I1+ (I1−) with fre-
quency fBF+ ( fBF−) is reconstructed. The 2π phase range span
by I1± (at fBF) is then folded into four-phase sub-ranges at
node I4± to interleave the 16 phases originally required in
the case of directly processing fBF (NFDC = 16), into only 4
(NFDC = 4).

The complementary halves of the ADC digitize the multi-
phase frequency information f4BF± at I4± using a bank of
four paralleled 1-bit XOR-based FDCs (an optimized ver-
sion of [16]) operating at the nominal oversampling clock
frequency fCLK of 35 MHz. The four FDC pulse-density-
modulated (PDM) output bit-streams are then individually
processed with a polyphase decimate-by-4, second-order
cascaded-integrator-comb (CIC) digital filter (DEC blocks),
and recombined at fCLK/4-rate to produce the digital outputs
Dout±. A digital subtractor generates the 8-bit 2’s-complement
final output Dout.
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Fig. 6. Circuit-level implementation details of the pseudo-differential
ring-VCO.

III. RING-VCO NETWORK

A. VCO Circuit Implementation

The ring-VCO presented in Fig. 6 consists of a loop
of 16 delay stages, implemented with CMOS pseudo-
differential inverters. A large number of delay stages (16 as
opposed to 8 in [16]) sacrifices some tuning range to suppress
the dramatic increase in VCO oscillation frequency in face
of “fast” VT conditions. It also helps in reducing both flicker
PN [42] and fVCO mismatch (via stage averaging, thus allow-
ing better HD2 cancellation) while ensuring robust startup.
The inverter outputs are passively coupled with feedforward
80-k� resistors to impose the proper edge alignment in the
RO and, thus, establish a stable oscillation mode.

The aspect ratio of both pMOS and nMOS devices of
the inverter delay cell is 16 μm/30 nm, where the channel
width is chosen to optimize the noise-power tradeoff for the
nominal VDD of 0.2 V. A weak nMOS-only latch (6 μm/50 nm)
improves the VCO output voltage swing since the voltage
across the main inverters (VDD −Vtune) is amplitude modulated
at the nMOS source control node Vtune, i.e., at the resistive
partition of the analog input voltage Vin between resistors
R1 and R2. The output phases are further buffered using
inverter cells. The programmability of the input resistors R1

and R2 (4-bit programmable within 2.62–5 and 0.12–2.5 k�,
respectively), of the capacitor banks at the output of each
delay stage CL (4-bit programmable within 50–125 fF) and
the tunability of the pMOS n-well voltage BODYP (frequency
tuning sensitivity of 6 kHz/mV) represent the tuning “knobs”
that are integrated into the VCO core, used to properly shape
its characteristics (i.e., HD3, HD2, KVCO, and fVCO,0).

B. VCO Linearization Characteristics

The propagation delay of this inverter-based delay cell
(assuming identical rise and fall voltage slopes) operating in
weak inversion can be expressed as

Tdel = αVring · CL

β ID0
W
L e(αVring−Vt)/nVtherm

(5)

where αVring is the output voltage swing, being the product
of Vring (the difference VDD − Vtune) and α (≥1), a fac-
tor that boosts the main delay-cell inverter via the weak
nMOS latch. ID0 is the MOS saturation current, n is the
subthreshold slope factor, and Vtherm is the well-known thermal
voltage kT/q. Factor β (<1) embeds the rather dynamic
drain current modulation as CL is charged/discharged by the
nMOS/pMOS paths. The Vin-to- fVCO transfer characteristics
are expressed as

fVCO = 1

2NdelTdel

fVCO = b0 + b1Vtune + b2V 2
tune + b3V 3

tune

b1, b3 < 0, b2 > 0 (6)

Vtune = R2

R1 + R2
[Vin + Itune(Vtune) · R1]

Vtune = a0 + a1Vin + a2V 2
in + a3V 3

in, a1, a2, a3 > 0

(7)

fVCO(Vin) = c0 + c1Vin + c2V 2
in + c3V 3

in

c1 ≈ a1b1, c3 ≈ a3
1b3 + a3b1 + 2a1a2b2 (8)

where Itune is the current flowing from the RO into the resistor
network R1–R2 and is a complex function of Vtune, supply
voltage, temperature, threshold voltage, and MOS transistor
dimensions. The combined characteristics of the input resistor
network and Itune perform analog predistortion of Vtune.

As revealed in Fig. 5, the positive and negative main VCOs
operate in the pseudo-differential configuration so that c2 is
canceled and the nonlinearity of the VCO differential gain
is largely dominated by c3. When R1||R2 � Vring/Itune,
the nonlinear current Itune interacts weakly with the resistor
network. Vtune almost linearly scales with Vin (a2 � a1 and
a3 � a2). Because the Vtune-to- fVCO transfer characteristic is a
result of the exponential drain current of the deep-subthreshold
MOS devices which charges/discharges CL [see (5) and (6)],
the differential VCO gain � fVCO,diff/�Vin,diff (thus, dominated
by HD3) exhibits an intrinsically expansive behavior (red
short-dashed curves of Fig. 7), where c1 < 0 and c3 ≈
a3

1b3 < 0. When R1||R2 � Vring/Itune, Itune interacts strongly
with the resistor network (a2 �= 0). The VCO V -to- f tuning
curve can be shaped from being expansive into compressive
(black long-dashed curves of Fig. 7, where c3 > 0 and
a3

1b3 + a3b1 > −2a1a2b2). The transition between these two
modes (c3 = 0 if a3

1b3 + a3b1 = −2a1a2b2) provides optimal
linearity (blue lined curves of Fig. 7). The V -to- f linearization
is, therefore, dependent on the ratio a2/a1.

In reality, the imperfect matching of the pseudo-differential
main VCOs causes residual even-order distortion components
at the ADC output that, although not as severe as HD3,
must also be mitigated. Simulations indicate an HD2 mean
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Fig. 7. (a) VCO’s nonlinear interactions between Itune and Vtune, resulting
in (b) expansive, linearized, and compressive differential gain characteristics.

and worst case of −72 and −60 dBc, respectively. Apply-
ing �BODYP (the differential body-bias component of the
positive and negative main VCOs’ BODYP) within 20 mV
is sufficient to recover the HD2 performance to better than
−80 dBc.

C. HD3 Mitigation

Fig. 8(a) plots the VCO HD3 resulting from modifying
the input resistor network characteristics. Having fixed R1 at
4 k� and computing HD3 across a range of supply voltages
(180–220 mV) for different values of R2, a notch-like behavior
can be observed. The HD3 minima are encountered as the
VCO differential gain transitions from its expanding to com-
pressing nonlinearity. Prima facie, it may appear obvious that
a large R1/R2 ratio should be chosen so that the VCO exhibits
a low HD3 over a wider range of supply voltages (i.e., a wide
“notch valley”). However, we must realize that this is the
equivalent of reducing Ktune. The improved PVT tolerance
comes at the expense of a higher thermal and quantization
noise power. The supply sensitivity, and thus PVT robustness
of the VCO analog linearization technique, is quantified with
the metric �VDD, which defines the change in supply volt-
age (mV) that maintains HD3 below a tolerable upper bound
(e.g., −65 dBc here). To quantify the VCO’s input-referred
PN (IR-PN) and, thus, power efficiency, we define the met-
ric Knorm,VCO ≡ 2Ain(Ktune Kring)/ fVCO,0 [derived from (3)].
At the same PVCO and fVCO,0, a larger Ktune, therefore,
corresponds to less of the VCO PN being referred back to the
input. The normalization of the VCO tuning range by fVCO,0

implies that the input-referred thermal noise is independent of
CL and Ndel, in accordance with [33].

The tradeoff between Knorm,VCO and �VDD is further eluci-
dated in Fig. 8(b). When R1/R2 = 1, Knorm,VCO of 1.25 can
be achieved, which is a power-efficient means to obtain a
low IR-PN. However, �VDD of less than 3 mV, along with
a significant deterioration in HD3 outside of the notch valley
(>−50 dBc), makes this configuration highly sensitive. On the
contrary, large R1/R2 ratios (e.g., 7) greatly extend �VDD to
40 mV [see Fig. 8(b)] but at the cost of a significantly lower
Knorm,VCO, which drops to 0.3, thus resulting in an overall
12-dB deterioration in SNRPN.

Fig. 8. Simulated VCO HD3 characteristics at (a) different R1/R2 ratios
versus VDD and (b) corresponding Knorm,VCO/�VDD tradeoff.

A balanced tradeoff would be operating somewhere
in-between these two extremes, where both the HD cancel-
lation and suppression are observed (e.g., setting R1/R2 ≈ 3).
By maintaining the R1/R2 ratio but varying the absolute
resistance values [see Fig. 9], the HD3 notch is shown to
“slide” along with supply voltage changes while keeping
Knorm,VCO approximately constant at 0.75. A simple control
strategy of the values of R1 and R2 may be to exploit the
PVT information provided by the replica VCO and define fREF

regions, visualized by the vertical blue-dashed lines in Fig. 9.
When 2 MHz < fREF< 3 MHz, R1 is programmed to 5 k�,
and when 3 MHz < fREF< 4 MHz, R1 is programmed to 4
k�. This further allows us to replace �VDD with an equivalent
variation in fREF (� fREF), roughly approximated from Fig. 9
to be 100 kHz/mV. Therefore, by simply associating the
measured fREF quantity with (R1 and R2) pairs, the fun-
damental tradeoff between IR-PN and HD3 PVT tolerance
(now quantified by Knorm,VCO and � fREF, respectively) can
be relaxed.

D. Considerations for Variation-Aware VCO Linearization

Although fREF can be directly observed and digitized,
HD3 is only indirectly inferred, thus requiring the appro-
priate mapping from fREF to (R1 and R2) to provide the
variation-aware VCO linearization. The considerations for this
mapping are highly dependent on both the programmed R1/R2

ratio and the expected VT operating environment. Suppose
that the designer operates the VCO with a R1/R2 ratio of 7.
�VDD of 40 mV means that HD3 remains below −65 dBc for
an equivalent �fREF of 4 MHz, e.g., 2 MHz < fREF< 6 MHz.
With such a wide notch valley, the fREF → (R1, R2) mapping
can be very imprecise (i.e., computed with simulated data)
such that the nonlinearity calibration would not be required.
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Fig. 9. Simulated VCO HD3 characteristics at different resistor values versus
VDD for an R1/R2 ratio of 3.

This represents a “blind” in-field nonlinearity compensation.
At the other design extreme, a R1/R2 ratio below 1 yields
�VDD of less than 3 mV. HD3 remains below −65 dBc for
� fREF of merely 300 kHz. In this case, very little margin of
error is afforded to the fREF → (R1, R2) mapping. Expensive
on-chip digital calibration procedures may be unavoidable.
A far more practical solution that avoids any on-chip nonlin-
earity calibration is to operate with a R1/R2 ratio of around 3,
with a � fREF of 1 MHz (�VDD of 10 mV), as visualized
with the example in Fig. 9. This would offer sufficient error
margins in the fREF → (R1, R2) mapping to accommodate
a post-silicon factory two-VDD-point nonlinearity calibration
procedure.2

Consequently, to anticipate a realistic production scenario
where only the factory calibration is available and to not
significantly sacrifice power efficiency, we only consider the
R1/R2 ratio somewhere between 2 and 4. It is also worth not-
ing that the PVT states can theoretically be inferred from the
common-mode component of Dout±. Unfortunately, this would
imply minimal re-configurability of the main VCOs, so as
to not require a factory-level characterization across multi-
dimensional combinations of VCO tuning knob configurations.
In contrast, the beat-frequency interface simultaneously allows
run-time programmability of the main VCOs in the feedfor-
ward path while retaining the frequency information solely
dependent on PVT variations through fREF.

The variation-aware VCO linearization approach can be
extended further by also accounting for temperature variations,
as shown with the contour plot in Fig. 10. The dark shaded
regions, enclosed by the blue lines, correspond to the specific
VT combinations where the VCO’s HD3 is below −65 dBc
(i.e., linearized). Interestingly, the white-dashed lines repre-
senting fREF appear almost in parallel with this linearized

2The fREF margin considerations are very similar to the delay guard-bands
required for digital processor dynamic variation tolerance [39], [43].

Fig. 10. Simulated VCO HD3 (shaded contours) and fREF (white-dashed
lines) characteristics at different VDD and temperature combinations for
R1 = 4 k� and R2 = 1.3 k�.

HD3 shaded region. This suggests that, within the specified
VT range, the HD3 can be indirectly inferred by solely
observing fREF, without requiring independent knowledge on
both the temperature and VDD.

IV. ANALOG PHASE-DOMAIN SIGNAL PROCESSING

A. APSP Signal Flow

Fig. 11 shows the diagram of a single complementary
half of the APSP chain. All of the 16 buffered differential
outputs of the main and replica VCOs (Op�1:16�, On�1:16�
and REFp�1:16�, REFn�1:16�, respectively) are inputted
into a matrix of digital mixers composed of XOR-PDs
to generate four-phase differential (octal3) beat-frequency
waveforms (Pp�1:4�, Pn�1:4�). A 4× passive PI network
generates 12 additional differential phases. The phases are
re-ordered into separate bundles of nets (categorized as A,
B, C, and D) with 45◦ equidistant separation in phase
space (IAp�1:4�, IAn�1:4� to IDp�1:4�, IDn�1:4�). Two cas-
caded stages of ×2 PF logic gates spatially interleave all of
the nets within a bundle into a single differential wire, yielding
QAp, QAn to QDp, QDn at the output of the PF network.
After each PF stage (I2i and I4i), the generated waveforms
are weakly coupled through a resistive averaging ring [44] to
maintain their phase relationship in the presence of large delay
skew between all PF units. These resistive averaging rings
can be further utilized to generate more interpolated phases
or, alternatively, to reduce the number of phase folders (PFs)
required at each APSP stage. In this prototype, a significant
reduction in power consumption could have been obtained
with a more optimized partitioning of both the folding and
interpolation factor.

Non-idealities incurred along the APSP chain are first-
order noise shaped at the digital output as a consequence
of operating directly on the phase information, achieving a
level of error resilience for low input frequencies (i.e., within

3This is in analogy to radio frequency receivers that down-convert the
received signal to quadrature or octal [45] IF representation.
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Fig. 11. Signal-flow diagram of APSP pseudo-differential half.

the signal BW). Furthermore, the use of mainly XOR and
inverter gates preserves the digital nature of VCO-based
ADCs. These “analog” logic gates display elasticity in terms
of speed requirements as driving strength changes coherently
to the PVT-induced VCO frequency shifts, differently from
synchronous digital circuits, whose operations are marked by
a clock signal.

B. SNR Degradation

Timing skews in the gate delays perturb the ideal locations
of the phase zero-crossings and impose run-time constraints
on f4BF,max. To prevent phase-mismatch-induced spectral com-
ponents near fCLK/2 from aliasing in-band after the phase-
sampling operation and ensure correct and proper functionality
of the XOR-based FDC, the minimum delay between ris-
ing/falling edges at stage I4 (i.e., 0.5/ f4BF at Vin = 0.2 V,
without mismatch-induced timing deviations) must be larger
than the clock sampling period. Consequently, f4BF,max is
limited to approximately 70% of fCLK/2 so as to allocate
a safety margin. A lower bound of 3 MHz is also outlined
to ensure that the spurious content of the modulation spectra
occurs far out of the signal band [46].

It is also interesting to note that the PN of the replica
VCO degrades the SNRPN of the single-ended ADC half by
approximately 3 dB. The noise power is doubled at stage P/I1,
given the frequency subtraction operation of the mixer stage
and the fact that the main and replica VCOs exhibit the same
level of uncorrelated PN. Fortunately, this represents merely
a common-mode noise source and is, thus, canceled in the
pseudo-differential ADC configuration.

Operating under the constraints stated above, Fig. 12
plots the simulated SNR versus BW from 80 to 200 kHz

Fig. 12. Simulated SNR versus BW for fin = 50 kHz and with 65 536 FFT
points (five Monte-Carlo runs), including transient noise, when phases are
digitized at the pseudo-differential output of the main VCO (O), PI (I1),
and ×2 PF stages (I2 and I4).

( fin = 50 kHz and Ain = −17 dBV) of the FDC-digitized
frequency information at stages O, I1, I2, and I4 within
the APSP chain. Transient noise was enabled to include the
thermal PN contribution of the BF-VCO network, while five
Monte-Carlo simulations were run to investigate the effect of
transistor mismatch on SNR degradation. For the 160-kHz
BW configuration, the mean SNR at the input–output of the
APSP chain (in the pseudo-differential configuration, thus
O+ − O− and I4+ − I4−) is 62.9/62.6 dB. Only minor
degradation is observed due to the VCO-based ADC’s noise-
shaping property, as phase mismatch translates into an additive
quantization error component, while the common-mode fREF

PN is canceled out.

C. Group Delay Dispersion

The instantaneous phase θVCO(t) of the VCO, modulated by
the input sinewave x(t) = Ain sin(2π fint), is expressed as

θVCO(t) = 2π

∫ t

−∞
KVCO · x(t)dt (9)

which is the signal to be processed by the APSP chain. Its
output phase signal θ4BF will be distorted

θ4BF(t) = θVCO(t) + θAPSP,tot(t) (10)

by the amount θAPSP,tot(t) = 2π KAPSP,tot ·x(t) with KAPSP,tot =
KAPSP,I1 + KAPSP,I2 + KAPSP,I4, where KAPSP,tot represents the
total input voltage-to-phase conversion gain (Vin-to-θAPSP,tot),
due to the individual gain contribution at nodes I1, I2, and I4,
corresponding to the output of PI and ×2 PFs, respectively,

KAPSP,i = kPM,i · Ci

gm,i
, i = {I1, I2, I4}. (11)

Each APSP stage is modeled by a nonlinear dispersion
term kPM,i [with dimension rad/(V · s) and where kPM,I1,
kPM,I2, and kPM,I4 are proportional to KVCO] scaled by a
linear time constant determined by its transconductance gm,i

and capacitive load Ci . This delay dispersion term arises
from each of the APSP stages, which process FM waveforms
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Fig. 13. Schematic-level simulations of SFDR versus input-frequency
(32 768 pt. FFT) when phases are digitized at the output of the main VCO (O),
PI (I1), and ×2 PF stages (I2 and I4) for different capacitive loading
conditions.

with non-saturated voltage swing and non-constant rise/fall
times. The non-constant propagation delay of the logic gates,
in turn, introduces an undesired modulation of the phase
information. In other words, if the APSP input had a constant
amplitude and rise/fall times (i.e., a strongly buffered signal),
the APSP would not generate any phase distortion θAPSP,tot.
The derivative (PM-to-FM conversion) introduces a deviation
of the instantaneous frequency at I4

f4BF(t) = d

dt
θVCO(t) + d

dt
θAPSP,tot(t)

= Ain
[
KVCO sin(2π fint) + fin KAPSP,tot · cos(2π fint)

]
.

(12)

Since, at low input frequencies, fin KAPSP,tot � 1, the low-
frequency THD is dominated by the VCO’s V -to- f non-
linearity, i.e., by the nonlinear KVCO. This phenomenon is
clearly visible from Fig. 13, which plots the simulated SFDR
of the FDC-digitized frequency information along the APSP
chain at stages O, I1, I2, and I4, versus the input signal
frequency from 10 to 150 kHz (Ain = −17 dBV). At fin

of 10 kHz, the SFDR (dominated by HD3) is 74 dB at
all processing stages, corresponding to the linearized KVCO

(i.e., the one obtained from R1-R2 configured such that the
optimal HD3 cancellation occurs). At fin of 100 kHz, SFDR
values of 74/70/67/64 dB, respectively, at stages O/I1/I2/I4
demonstrate that HD3 increases (i.e., worse SFDR) not only
versus input frequency [see (12)] but also along the APSP
chain [see (11)] since the propagation delay dispersion accu-
mulates toward the output. Similarly, the delay dispersion is
a function of the capacitive load of each stage; the SFDR at
stage I4 is 69/60 dB, for C , respectively, equal to 5/45 fF
(which are 20 fF lower/higher than the estimated post-layout
extracted capacitive load of 25 fF per net).

V. APSP CIRCUITS

A. PD Mixer Matrix

The XOR-PDs, organized as in Fig. 14(a), work in tandem to
extract the beat frequency of incoming square waves (namely,
vectors O and REF). When the frequencies of O ( fVCO)
and REF ( fREF) are not identical, the alternating constructive
and destructive interference patterns generate a waveform that

Fig. 14. Single slice of the multi-phase PD mixer: (a) circuit-level imple-
mentation and (b) associated timing waveforms.

“beats” at the periodicity of their frequency difference. In prin-
ciple, only a single-phase XOR-PD (e.g., Op/n�1�⊕REFp/n�1�)
could be used, but the beat frequency would be relatively
close to, or even overlap with, fREF, the fVCO modulation
sideband, their integer multiples, and the summing frequency
components, which cannot be sufficiently filtered out with a
low-pass filter.

By utilizing instead all of the 16 equidistant phases of
O and REF, the entire complement of pulsewidth-modulated
(PWM) signals are combined at the analog summation node
P�1� [47]. Spurious carrier tones are up-converted by 16× and
readily filtered out through a resistor–capacitor (RC) network,
formed by purely wiring parasitic resistance, the drain–source
capacitances, and channel resistance at the XOR PD output to
reconstruct the clean beat-frequency waveform. From the time-
domain perspective, this carrier up-conversion increases the
transition density. The voltage ripple superimposed with the
ideal beat waveform is minimized so that phase zero-crossings
occur exactly at time intervals of 0.5/ fBF.

The PD differential output can be expressed as

Pp�1� = 1

16

∑[
Op�1:16�] ⊕ [

REFp�1:16�]

Pn�1� = 1

16

∑
[On�1:16�] ⊕ [REFn�1:16�]. (13)

The redundant information available in the phase space is
exploited to compute the octal phase-shifted versions of (13).
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Fig. 15. Passive phase interpolation: (a) circuit-level implementation and
(b) associated timing waveforms.

A 45◦ shift is obtained with the appropriate circular rotation of
vector O by physically re-ordering the input phases as follows:

Pp�2� = 1

16

∑[
Op�5:16�, On�1:4�] ⊕ [

REFp�1:16�]

Pn�2� = 1

16

∑[
On�5:16�, Op�1:4�] ⊕ [REFn�1:16�]. (14)

Further incremental shifts of 45◦ in the input phase ordering
of vector O complete the set Pp�1:4�, Pn�1:4�.

The level-sensitive XOR-PDs are simple by design and
do not need to generate narrow pulses with sharp digital
transition edges, unlike edge-triggered PD topologies. This
is an important advantage because it reduces the switching
speed requirements considerably. The XOR transistor length is
upsized to 50 nm to conserve power consumption and suppress
mismatch at the cost of increased area and capacitive loading
at both input and output terminals. The width of MOS devices
is sufficiently large (WpMOS = 3 μm and WnMOS = 1 μm) to
maintain a near rail-to-rail voltage swing of the beat-frequency
waveforms.

B. Passive Phase Interpolation

The locally interpolated nodes, e.g., IBp�1�, ICp�1�, and
IDp�1� in Fig. 11, are formed by the resistor-ladder voltage
division between two adjacent rising (falling) reference tran-
sition edges IAp�1� and IAp�2�, as shown in Fig. 15. The
intermediate transition edges subdivide the phase-quantization
space into approximately equal partitions. Phase interpolation
requires differential reference signals, where IDp�4� connects
into IAn�1�, and vice versa, IDn�4� into IAp�1�. This, in fact,
creates a fully symmetric and circular resistive ring to obtain
monotonic interpolated phases in the range 0–2π at fBF. The
near-sinusoidal beat-frequency waveforms result in the rise-fall
times of transition edges to be longer than the timing delay

difference between such zero-crossings, thus preventing flat
transition regions in the interpolated waveforms from severely
degrading the quality of the interpolation. The interpolation
resistor value is chosen to be 40 k�. For a larger resistor
value (aside from its impractical area overhead and routing
complexity), the interpolation would be weak. The finite para-
sitic capacitance at the interpolated nodes induces an RC time
constant which prevents intermediate nodes from following the
reference transition edges instantaneously [48]. On the other
hand, a small resistor value would improve the PI linearity,
but the lateral current paths would increase the static power
consumption and reduce the voltage swing necessary to drive
the succeeding phase folding circuitry.

C. Phase Folding Logic

Signal folding in voltage-domain flash ADCs automatically
compresses multiple level-crossings into a single wire. Bridg-
ing into the domain of frequency generation, clock multipliers
and phase/edge combiners using windowed multiplexing [42]
or self-switching [49] perform the identical task. To remain
consistent with the ADC terminology, we refer to this concept
as phase folding, as explicitly defined by the folding of
spatially distributed phase-domain zero-crossings.

In this prototype, a single ×2 PF unit, as shown
in Fig. 16(a), consisting of two CMOS XOR gates and a differ-
ential buffer stage, accepts the 90◦-separated quadrature input
phases [50]. The output is a 50% duty-cycle square wave at
twice the input frequency. The tree of double-cascaded ×2 PF
stages (I2 and I4), thus, accepts 2 × 4 phases 45◦ apart (each
phase bundle at stage I1), which corresponds to the implicit
frequency quadrupling.

Local mismatches are in part mitigated through circuit
sizing—the aspect ratio of each XOR-based PF is 16 μm/40 nm
and 8 μm/40 nm for pMOS and nMOS devices, respectively.
In addition, resistive rings (80-k� units) are placed at the
output of each PF stage to average out the timing skews
and ensure the monotonicity of the phase quantization levels.
Finally, the buffer stage (L = 40 nm) not only acts to
steepen the transition edges through positive feedback but
also performs realignment of the pseudo-differential edges.
Common-mode shifts are corrected in the feedforward man-
ner to stabilize the propagating multi-phase waveforms from
accumulating duty-cycle errors. This gain stage further isolates
the inter-stage parasitic capacitance so as to limit the signal
attenuation and suppress the conversion gain of RDF Vt

variations into timing delay mismatch.
While the techniques described above proved sufficient for

the target performance, more demanding BW specifications
may necessitate using 30-nm-length transistors and minimiza-
tion of capacitive loading or better served with alternative
mismatch and dispersion-free PF schemes, such as [42].

VI. EXPERIMENTAL RESULTS

Fig. 17 shows the chip micrograph of the proposed 0.2-V
VCO-based ADC, fabricated in TSMC 28-nm LP CMOS and
occupying an active area of 0.12 mm2. Peripheral circuitry
includes the input clock buffer and internal clock generation,
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Fig. 16. Phase folding logic for each phase bundle: (a) circuit-level
implementation and (b) associated timing waveforms. Note that the phase-
balancing resistors indicated in Fig. 11 are not shown.

Fig. 17. Chip micrograph of the VCO-based ADC prototype.

serial-to-parallel interface (SPI), and digital read-out (array of
multiplexers, buffers, and level shifters).

The output spectrum of a 50-kHz, 0.4-Vpp (−17 dBV)
differential input sinewave sampled at 34.6 MS/s (digi-
tal output at the decimated 8.65-MS/s rate) is presented
in Fig. 18(a). The ADC prototype demonstrates a peak
SNR/SNDR of 61.7 dB/59.9 dB over a 160-kHz BW.
The SNR and HD2 of the single-ended digital output [see
Fig. 18(b)] are 55.8 dB and −21.6 dBc, respectively, demon-
strating effective cancellation of both fREF PN and even-order
harmonic distortion components by the pseudo-differential
ADC configuration.

The characterization of SNR/SNDR versus input signal
amplitude (Ain) and frequency ( fin) is presented in Fig. 19 for
80- and 160-kHz BW configurations. An SFDR of 67.2 dB
at fin of 50 kHz (an input frequency that places the third
harmonic near the edge of the stated 160-kHz signal BW)
results from dynamic distortion and contributes to ∼2-dB drop
in SNDR at high input frequencies.

Fig. 18. Measured (a) pseudo-differential and (b) single-ended ADC
output spectrum of a 50-kHz 0.4-Vpp differential input sinewave, sampled
at 34.6 MS/s and decimated by 4 on-chip.

The effect of dynamic distortion is more appropriately
investigated through two-tone tests at various input frequencies
(Ain = −23 dBV) within the signal band (see Fig. 20).
The worst case third-order intermodulation distortion (IM3) is
−66.5 dBc at 150 kHz when f1 = 130 kHz and f2 = 140 kHz,
while the second-order intermodulation distortion (IM2) is
more pronounced when f1 = 65 kHz and f2 = 70 kHz,
yielding −65 dBc at 135 kHz.

The total power consumed (excluding the decimation-
filtering back-end for a fair comparison), as shown
in Fig. 21(a), is 15.9 μW, of which the power budget is
22%, 12%, 12%, 29%, and 25% for the VCOs, VCO buffers,
PD matrix, PFs, and FDCs, respectively. For the sake of
completeness, the power breakdown versus supply voltage is
further displayed in Fig. 21(b)–(d) for the VCO, APSP, and
FDC blocks. In addition, the resistor-divider network con-
sumes current through its input path. With a R1 and R2 values
of 5 and 2.5 k�, respectively, and at the common-mode input
of 0.1 V, an average current of around 15 μA flows through
both Vin+ and Vin-. This amounts to an extra power overhead of
3 μW. The introduction of phase folding represents an FDC
power saving of 45%, before considering additional digital
back-end and clocking overhead, which would incur greater
FDC parallelism. The beat-frequency extraction consumes less
than 2 μW. Only 22% of the power budget is allocated to
the VCOs; therefore, performance gains may be achievable
with power/PN tradeoff optimization. The resulting Walden
and Schreier FoM is 73.3/61.5 fJ/c-s and 161.4/159.9 dB,
respectively, over 80-/160-kHz BW configurations.
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Fig. 19. Measured SNR and SNDR versus (a) input signal amplitude and
(b) input frequency for 80- and 160-kHz BW configurations, respectively.

Fig. 20. Measured two-tone test (−23 dBV) with input frequencies:
(a) 130 and 140 kHz, (b) 65 and 70 kHz, and (c) 11 and 13 kHz.

The 80-kHz BW SNR/SNDR characterization versus
VCO and APSP supply voltages (VDD,VCO swept from
170 to 225 mV, while VDD,APSP = VDD,VCO +15 mV) is shown
in Fig. 22. The SNDR of 64 dB occurs at VDD,VCO of 185 mV
and remains above 62 dB from 182.5 mV to 192.5 mV
(�VDD of 10 mV, fREF ranging from 3.7 to 4.4 MHz) for
the input resistor configuration R1/R2 = 5.0/2.5 k�. From

Fig. 21. Measured power consumption of (a) ADC core and constituent,
(b) VCO, (c) APSP, and (d) FDC blocks versus supply voltage. Peak
performance is obtained for VDD,VCO, VDD,APSP, and VDD,FDC of 185, 200,
and 210 mV, respectively.

192.5 to 205 mV ( fREF: 4.4–5.4 MHz) and 205 to 215 mV
( fREF: 5.4–6.4 MHz), the input resistor network should be set
to R1/R2 = 3.6/1.1 k� and R1/R2 = 3.0/0.8 k�, respectively.
Utilizing the sensed fREF to actuate the resistor values accord-
ingly extends >10-ENOB (80-kHz BW) performance by at
least 30 mV (≈20% supply variation). Similarly, at 160-kHz
BW, a lower bound SNDR of 58 dB is achieved across a
supply voltage variation of 45 mV (180–225 mV) and can be
further extended with wider resistor programmability.

Fig. 23 extends the SNDR characterization versus VDD,VCO

across four IC samples to demonstrate the effect of inter-die
process variations. Taking 185 mV as the optimal performance
for IC1 (64-dB SNDR and fREF of 3.9 MHz), it is evident
that IC2 exhibits nearly identical characteristics, as observed
by the overlapping SNDR and fREF curves. IC3 is the fastest
among the reported samples, with fREF of 4.8 MHz. Inspecting
Fig. 22, this corresponds to an equivalent upward VDD,VCO shift
of 12.5 mV; thus, the input resistor configuration “B” should
be used. Indeed, SNDR recovers to greater than 62 dB instead
of 56 dB by exploiting the transferred fREF information
obtained with IC1. IC4 is slightly slower than IC3 (equivalent
to a downward VDD,VCO shift of 5 mV) and is at the transition
point of input resistor configurations “A” and “B.”

Table I compares the proposed 0.2-V open-loop VCO-
based ADC, which is an architectural advancement of [16],
with state-of-the-art low-voltage �� ADCs and digitally
intensive VCO-based ADC architectures. This work achieves
the highest signal BW (SNDR ≥ 60 dB) compared to
ADCs with supply ≤0.4 V by exploiting open-loop, multi-
phase parallelism extended across analog-digital domains.
It demonstrates the power efficiency FoM rivaling strong-
inversion VCO-based ADC architectures and near-threshold
continuous-time �� ADCs. Most importantly, it is the
only work among deep-subthreshold designs to showcase
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TABLE I

PERFORMANCE SUMMARY AND COMPARISON WITH STATE-OF-THE-ART SUBTHRESHOLD AND VCO-BASED ADCS

Fig. 22. Measured SNR/SNDR at (a) 80- and (b) 160-kHz BWs versus VCO
supply voltage (VDD,VCO) for different input resistor network configurations
with (c) corresponding fREF state. VDD,APSP is set to be VDD,VCO+15 mV,
while FDC clock sampling is fixed at 35 MS/s.

moderate-to-high performance (in the region of 9–11 bits over
50–200 kHz BW), taking into account inter-die process and
supply variations (<2-dB SNDR degradation within 10% VDD

Fig. 23. Measured SNDR at (a) 80- and (b) 160-kHz BWs versus VDD,VCO
with (c) corresponding fREF state for four IC samples.

variation, instead of the 18-dB degradation in [16]), achieved
through practical embedded feedforward and feedback PVT-
aware capabilities.
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VII. CONCLUSION

The massive deployment of IoT networks has been sup-
ported by energy harvesters that often supply voltages well
below the threshold level of MOS transistors. This article,
through the demonstration of a 0.2-V open-loop VCO-based
ADC, overcomes the limitations of deep-subthreshold opera-
tion to realize the potential of digitally intensive mixed-signal
circuits for medium-to-high data conversion performance. The
constituent beat-frequency VCO network delivers variation-
aware analog linearization for low-noise and highly linear
V -to- f conversion with an embedded replica VCO. APSP
circuits for beat-frequency extraction decouples the VCO gain
requirements from its rest oscillation frequency and suppress
large PVT-induced VCO frequency shifts in the feedforward
manner, while phase interpolation and phase folding reduce
significantly the digital hardware overhead. High-speed FDCs
and multi-phase operation distributed across both analog-
digital domains improve the ADC BW by more than 2×.
A peak SNDR of 64.4/59.9 dB over 80-/160-kHz BW is
achieved while consuming 15.9 μW. The corresponding FoMs
rival those of state-of-the-art digital-intensive VCO-based
ADCs. The robustness is further verified through measure-
ments across multiple ICs and supply voltages.
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