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Abstract—In this paper, a novel method for the quality assess-
ment of despeckled SAR images is proposed. This method is based
on the observation that the perceived quality of despeckled SAR
images is not always appropriately described by classical statis-
tical and deterministic parameters that are proposed in the litera-
ture. Various evaluations are performed here. A preliminary visual
qualitative evaluation is taken as a reference for the subsequent
quantitative assessment. Then, a revised statistical analysis that
can solve some of the drawbacks of previous methods is proposed;
however, the statistical approach still has certain drawbacks. To
address this problem, a new frequency analysis approach is first
proposed, together with a definition of the appropriate indexes. In
this way, it is possible to select the best filter in terms of noise re-
duction, edge and texture preservation, while limiting the effect of
introduced distortions. While statistical analysis is widely used in
the literature, frequency analysis has never been presented for this
aim, especially for non-linear filters.We prove that frequency anal-
ysis can robustly identify the best filter, taking perceptual consid-
erations into account, even when statistical analysis fails. Despeck-
lingmethods based on anisotropic diffusion algorithms are used for
a comparison, but the proposed analysis can be applied to any fil-
tering method. Experiments are presented with SAR images from
the Italian Cosmo/Skymed constellation. Both Stripmap and Spot-
light acquisitions have been evaluated, and to prove the validity of
the proposed method with respect to different spatial resolutions
and different classes of interest, various classes are considered.

Index Terms—Adaptive filters, anisotropic diffusion, despeck-
ling, frequency analysis, SAR images, statistical analysis.

I. INTRODUCTION

S PECKLE is responsible for the granularity of coherent
imaging systems such as radar, laser, ultrasound, and

Synthetic Aperture Radar (SAR). It is a scattering phenomenon
that results from limited sensor resolution with respect to the
individual scatter that contributes to an image pixel, and it is
caused by coherent processing of backscattered signals from
multiple distributed targets.
Speckle is often considered to be “multiplicative noise”, but

it is not just noise, as it brings significant information about the
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scene under investigation. Examples in which speckle preserva-
tion is important include feature-tracking in ultrasound imaging
and the detection of features that are of the same scale as the
speckle patterns (e.g., coagulation damage in hematology). In
general, speckle reduction is mainly desired as a preparation
phase before image analysis steps such as feature detection [1],
segmentation [2], and classification [3].
Despite the fact that speckle is related to all of the aforemen-

tioned coherent imaging systems mentioned before, speckle-re-
ducing filters have mainly originated in the SAR community.
Non-linear filters are the major denoising filters applied in the

processing of real digital images. In this work, various adaptive
algorithms for despeckling already presented in the literature
are compared with the most recent method, which is based on
anisotropic diffusion. The originally proposed quality assess-
ment approach is aimed at becoming a general procedure that
can be applied to images that are filtered with any other despeck-
ling algorithms.
The aim of this paper is to overcome the classical drawbacks

of the existing quality assessment approaches for despeckled
SAR images. New quantitative assessment measures based on
statistical analysis are originally proposed as an extension of ex-
isting statistical parameters and to select the filter that presents
the best performance in terms of both noise reduction and detail
preservation at the same time.
Initially, we have performed a qualitative evaluation through

visual interpretation, followed by the investigation of quantita-
tive assessments through both statistical and frequency analysis.
We have proven that statistical analysis does not always allow us
to identify the best filter, although this approach is extensively
used in literature.We have instead considered analysis in the fre-
quency domain, which is very innovative because it has never
been proposed in the literature, and it is proven capable of es-
tablishing the effectiveness of the best filter. Quantitative mea-
surements within the frequency domain have been performed
and are presented here to demonstrate the effectiveness of this
approach. To this end, we have introduced some new numerical
parameters and analysis functions to validate the performance
of filtering methods and to allow for an objective comparison.
Section II is a general overview of the proposed approach

and introduces the methods applied, the datasets, and the ob-
jectives. Section III describes the statistical basis for the SAR
image models, as related to the local characteristics that are to
be optimized by the adaptive filter procedures. The most com-
monly applied despeckling methods are briefly introduced.
Section IV reviews the statistical parameters that are cur-

rently in use for the evaluation of despeckling method perfor-
mances. Section V describes, in detail, the proposed evaluation
parameters, starting with some revised statistical parameters,
and followed by a new frequency analysis approach.
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The experimental results are presented in Section VI, where
the quality evaluation metrics proposed applied to real SAR im-
ages and a discussion of the results and the validity of the ap-
proach are presented. Conclusions and final remarks are pre-
sented in Section VII.

II. OVERVIEW OF THE PROPOSED METHOD

In the literature, fewmethods are described that quantitatively
assess filtered images according to various aspects such as noise
reduction, edges and feature preservation. Because they address
statistical and deterministic evaluation metrics, the results of
these methods can be contradictory and often do not appropri-
ately reproduce human perceptual interpretation.
In general, the performances of de-speckling filters are

quantitatively evaluated only on simulated images. From ex-
perimental results, it is not always possible to identify the best
filter. More often, the evaluation of the results obtained from
real images is only visually achieved.
An innovative approach is proposed here as an extension of

traditional evaluation methods, analyzing the effects of the al-
gorithms on the processed image. To overcome the problems
of the deterministic and statistical approaches, we propose a
frequency analysis based on a comparison between the spectra
of the original image and the filtered image. New indexes that
can gain quantitative evidence of the visual comparison are then
proposed.
The best known de-speckling filters that exist in the literature

and in commercial tools will be compared with the quite recent
Speckle-Reducing-Anisotropic-Diffusion (SRAD) approach
[4]. This filter not only preserves but also enhances edges by
inhibiting diffusion across the edges and allowing diffusion on
either side of the edge. Moreover, it is adaptive and does not
utilize hard thresholds to alter performance in homogeneous
regions or near edges and small features.
As described by Yu and Acton [4], the classical Lee and

Frost filters, Enhanced Lee and Enhanced Frost filters can be
expressed by partial-differential equations and can be posed as
discrete isotropic diffusion methods. The following analysis is
focused on this class of filters. For a comparison of classical fil-
ters with other approaches, such as wavelet-based methods [18],
the reader is referred to a previous paper [5].
The quality assessment approach proposed and described

herein should be applied to obtain quantitative evidence of
the visual comparison of generic image processing methods
without the need for simulated data or ground-truth images.

III. IMAGE DESPECKLING

Radar waves can interfere constructively or destructively to
produce the well-known speckle phenomenon. In SAR imaging,
this issue is a major source of problems for image analysis and
interpretation processes. Reducing the effect of the speckling
allows for both better discrimination of the scene targets and
easier automatic image processing.
A SAR resolution cell is very large when compared to the

wavelength of the illuminating electromagnetic wave. The
image generation involves coherent processing that is per-
formed on the received signal.

The SAR image value at each pixel is a function of the
Radar Cross Section (RCS), , which is a measure of the local
reflectivity of the target; this reflectivity depends on the target’s
backscattering properties. Given the complex backscattering
signal at pixel coordinate , the two basic SAR imaging
products are the Amplitude (Single Look) and the
Phase, . The (Single-Look) Intensity Image, named the
“power image”, is defined as follows:

(1)

At each pixel, the value of the power image is usually considered
to be the best RCS, , estimate. As is well known for single-look
images, a model of the power image in a homogeneous area has
a negative exponential distribution, the statistical parameters of
which depend on the target area’s physical and electromagnetic
characteristics in addition to the incident wave features.
For the goal of signal processing, the product model describes

the signal power as a backscattering coefficient value, , that is
multiplied by an independent random speckle, :

(2)

Depending on the imaged terrain class, the backscattering coef-
ficient value, , is deterministic. The speckle is usually consid-
ered to be a stationary random process in homogeneous areas
and follows an exponential model with a unitary mean and uni-
tary variance in single-look Intensity images, .
From among the features that were proposed to evaluate the

SAR image quality, the inherent signal-to-noise ratio (ISNR) for
power detection was defined by [6] as the following:

(3)

It is easy to derive that (defined as
) and are both inde-

pendent from the RCS value and both have unit values.
The observed single-look amplitude at each pixel, given ,

has the conditional probability density function (pdf):

(4)

where is the step function.
Following again the product model, one can find that the

speckle in amplitude SAR images , which is defined
by the following:

(5)

is Rayleigh distributed, with a mean value and variance equal
to the following:

(6)

As a consequence, the and are again inde-
pendent from the RCS value, and they always assume the fol-
lowing value:

(7)
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The primary SAR de-speckling approach is “multi-looking
processing”, based on incoherent averaging of different images
(“image looks” or “looks”) that are generated by separately
processed non-overlapping parts of the SAR data spectrum [7].
For -look images, the intensity value can be repre-

sented as the product of the Radar Cross Section with a speckle
contribution , which becomes a unit mean gamma dis-
tributed process with an order parameter . Its pdf is then given
by the following:

(8)

In this case, the mean value, , is equal to 1 and the variance,
, is equal to . Because , the quality in-

creased decibels compared to the single-look inten-
sity data.
However, multi-looking is equivalent to the linear moving-

average filter; therefore, it blurs edges, decreases the image res-
olution, and causes an irreversible loss in the image features.
Consequently, new methods are continuously under study with
the aim of removing the speckle without blurring and without
destroying important image features. For this purpose, the non-
linear, adaptive filtering approach has appeared in the literature
starting in the 1980s.
The most widely cited and applied adaptive de-speckling

filters in the SAR community include the Lee [8], [9], Frost
[10], Kuan and Gamma MAP filters [11]. More recently,
based on the PDE approach, the new method of Speckle-Re-
ducing-Anisotropic-Diffusion (SRAD) has been proposed and
is applied here and evaluated comparatively on real images [4].
In the medical application domain, the most recent proposals

for filtering ultrasound images are based on complex wavelets
[12] and on wavelet diffusion [13].
In general, the performances of such filters are quantitatively

evaluated only on simulated images by analyzing deterministic
and statistical filter properties. The evaluation of results ob-
tained from real images is seldom presented and is very often
only visually achieved. An exception is described in [20], which
addressesMagnetic Resonance Imaging, in which the noise-free
image is obtained by averaging four repeated measurements.
The consolidated Lee, Frost, and Kuan algorithms balance the

local application of averaging and all-pass filtering, depending
on the inside characteristics of the moving window. To this end,
the coefficient of variation is defined. Given a region , of size

, in the generic image , we make use of the re-
gion sample mean , and the corrected sample variance ,
which are defined as folows:

(9)

In [14], the region Coefficient of Variation (CV) is derived as
the following:

(10)

In a similar way, in a generic image , given a neigh-
borhood of pixel , namely , of size , after
defining the -neighborhood sample mean and the neigh-
borhood corrected sample variance , the local Coefficient
of Variation is:

(11)

(12)

The Lee and Kuan filters have the same formation, although
the signal model assumptions and the derivations are different.
Essentially, they form an output image by computing a linear
combination of the center pixel intensity with the average in-
tensity of the window. The linear combination depends on a
comparison of the local coefficient of variation, computed as
in (12), with the speckle CV. The filters achieve a balance be-
tween straightforward averaging (in homogeneous regions) and
the identity filter (where edges and point features are present).
The Frost filter strikes a balance between averaging and the

all-pass filter. In this case, the balance is achieved by forming an
exponentially-shaped filter kernel that can vary from a basic av-
erage filter to an identity filter on a point-wise, adaptive, basis.
Again, the response of the filter varies locally with the coeffi-
cient of variation. In cases with a low coefficient of variation,
the filter is more of an average type; in cases with a high coef-
ficient of variation, the filter attempts to preserve sharp features
by avoiding averaging. As described by Yu and Acton [4], al-
though these despeckling filters are named “edge-preserving”
and “feature-preserving,” they have major drawbacks. They are
sensitive to the size and shape of the filter window. Given a
too-large filter window, over-smoothing occurs and edges are
blurred. In contrast, a small window will leave a speckle un-
changed. Because they apply a square window, corners of rect-
angular features are rounded and blocking artifacts occur.
It has been already proven [4], that these filters do not enhance

edges; they only inhibit smoothing near edges because the co-
efficient of variation is high in their neighborhood. In addition,
they are not directional. In the vicinity of an edge, all smoothing
is precluded, instead of inhibiting smoothing in directions per-
pendicular to the edge and encouraging smoothing in directions
parallel to the edge.
The extended versions of the Lee filter and the Frost filter

[11] have been introduced to locally improve performances ac-
cording to three cases. In the first case, pure averaging is in-
duced when the local coefficient of variation is below a lower
threshold. Above a higher threshold, the filter performs as a
strict all-pass (identity) filter. When the coefficient of variation
exists between the two thresholds, a balance between averaging
and the identity is computed (as with the standard Lee and Frost
filters). Such a design of enhanced filters does not definitively
solve the drawbacks of the original approaches, and a robust
solution is not found. In all cases, we must finally notice that
serious blotching artifacts arise.
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Both the Lee and Frost filters can be expressed by partial-dif-
ferential equations and can be posed as discrete isotropic diffu-
sion methods. The PDE-based filter approach allows the gen-
eration of an image scale-space without a bias from the filter
window size and shape. From these considerations, the Speckle
Reducing Anisotropic Diffusion (SRAD) framework has been
derived [4].
SRAD not only preserves edges but also enhances edges by

inhibiting diffusion across edges and allowing diffusion on ei-
ther side of the edge. SRAD is adaptive and does not utilize hard
thresholds to alter the performance in homogeneous regions or
in regions near edges and small features.
The new diffusion technique is based on the same min-

imum mean square error (MMSE) approach to filtering as the
Lee (Kuan) and Frost filters. Therefore, SRAD is considered
to be the edge-sensitive extension of conventional adaptive
speckle filters, in the same way that original Perona and Malik
anisotropic diffusion [15] is the edge-sensitive extension of the
average filter. In this new method, adaptivity is driven by the
“instantaneous coefficient of variation”, which is defined in [4]
as the following:

(13)

where is the gradient magnitude and is the Lapla-
cian operator.
Because of the common background formulation and its dif-

fuse application for SAR images, we focus on the following in
the PDE-based methods. The Lee and Frost methods and their
enhanced versions are included in some specialized commercial
tools for remote-sensing image processing, such as ENVI [16].
SRAD has not been included, but given its good performances,
we foresee that its application will in future be a substitute for
the other methods. The wavelet-based approach has been com-
pared to the Lee and Frost approach in a previous paper [5], so
it is not necessary to repeat such an analysis here. However, the
quality assessment approach we are proposing here should be
applied to gain quantitative evidence of the visual comparison
for different filters and different applications than the ones de-
scribed here.

IV. STATISTICAL PERFORMANCE EVALUATION OF
DESPECKLING FILTERS

Image quality evaluation metrics have been described in the
literature, and most are based on a noise-free image. It is the
case of using simulated images, as in more recent papers, such
as [26] and [29].
In the case of real data (in medical or remote sensing ap-

plications), this strategy is never possible, and the best filter
is usually selected based on qualitative evaluations performed
through visual analysis.
SAR images are acquired with inherent speckle noise; thus, it

is important to find a metric to measure the quality of the filtered
results without a noise-free image.

Regardless of the approach used to reduce the effect of the
speckle noise, the ideal de-speckling method preserves radio-
metric information, which concerns the edges between different
areas and the spatial signal variability, for example, textural in-
formation. In addition, it avoids geometrical distortions such
as blocking (or blotching) artifacts. In the past, a decrease in
variance without changing the mean of different sample classes,
based on Shi and Ko Fung [11], was considered.
Even though the evaluation of noise removal from SAR im-

ages was historically based on a comparison between the Equiv-
alent Number of Looks (ENL) of the filtered SAR image with
respect to the original ENL, it was soon clear that such a mea-
sure is insufficient to take the various mentioned aspects into
account.
Given the filtered image , the Equivalent Number of

Looks (ENL) [5] is defined as follows:

(14)

It is straightforward to notice that, by definition, ENL is the
sample ISNR measure. It is therefore clear that the higher the
ENL value for a filter, the higher the efficiency of improving
the signal-to-speckle ratio over homogeneous areas will be. Be-
cause the coefficient of variation is the cost minimized by the
described filters, one can also easily verify the following:

(15)

From among the statistical parameters, someone can evaluate
the preservation of radiometric information, such as MSE
(Mean Squared Error), RMSE (Root Mean Squared Error), and
MAE (Mean Absolute Error). For noise reduction, we recall
the PSNR (Peak Signal-to-Noise Ratio) and the correlation
( ). These methods all require a noise-free image. The filter is
applied to a version of the same image, which is corrupted by
known simulated noise. A comparison is performed between
such noisy images and the original noise-free image.
Specifically, the Mean Squared Error and the Root Mean

Squared Error both measure the quality change between the
original and the processed image. Whereas edge sharpness is
very important for both human interpretation and automatic
segmentation, it cannot be monitored by MSE [22]. The Mean
Absolute Error (MAE) can be computed in the form of a
Minkowski metric and is another parameter that is often con-
sidered to be more perceptually significant than the MSE [23].
Speckle suppression is sometimes evaluated in terms of fi-

delity by comparing the structure similarity between the filtered
image and the noise-free image. A correlation-based structural
similarity measure is given by the parameter, , which is defined
in [24] and reported in [26] and is essentially the local cross-cor-
relation coefficient of the two images.
With respect to the preservation of edges, the Edge Preserva-

tion Index (EPI) and False Edges Index (FEI) have been pro-
posed in the literature. EPI computes the ratio between the gra-
dient of the filtered image and the noisy image edges [27]. Its
range is [0,1], which indicates howmany of the original image’s
edges have been preserved by processing. FEI quantifies how
many edges have been artificially introduced during the filtering
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process. A good de-speckling algorithm should have a high EPI
and a reasonably low FEI.
In other words, as a statistical description, EPI represents

the “sensitivity”, which measures the proportion of real posi-
tive edges that are correctly identified. It is the complement of
the statistical Type I error. FEI represents Type II error, which is
inversely related to the “specificity” parameter, which measures
the proportion of negatives that are correctly identified.
Finally, Pratt’s Figure Of Merit (FOM) [28] is another index

for edge preservation. It is defined as the following:

(16)

where is the number of detected edge pixels in the noisy
image, is the number of reference edge pixels in the noise-
free image, and is the Euclidean distance between the th
detected edge pixel and the nearest reference edge. Parameter
is an arbitrary constant that is typically set to 0.11. FOM ranges
between 0 and 1, with a unity value for ideal edge detection.
It is easy to notice that for the edge-preservation indexes men-

tioned here, results strongly depend on the algorithm used for
the detection of edges, starting from the original and the filtered
images. The literature reports methods that span from Roberts
and Sobel to Laplacian or Canny operators [25].
A few other measures do not require simulated images, and

these are of interest in the case study of SAR images. An ex-
ample is the Speckle Suppression Index (SSI), which is typically
used to evaluate the efficiency of a filter. Unfortunately, it turns
out that such a measure is misleading because it does not simul-
taneously take into account any mean preservation measure.

V. THE PROPOSED METHOD

A. Statistical Analysis

A revised statistical approach is proposed here to discrim-
inate the best filter for noise reduction, starting from existing
methods, with the aim of obtaining a more exhaustive and sig-
nificant result. Different metrics and criteria are used for the
evaluation of a filter’s efficiency. Only numerical parameters
that do not require original noiseless images are addressed here
because images are corrupted by noise when dealing with real
applications.
Some parameters already presented in the literature are ana-

lyzed, such as the Speckle Suppression Index (SSI) [29] and the
Speckle Suppression andMean Preservation Index (SMPI) [30].
To solve some of the drawbacks of existing measures, two new
statistical indexes are proposed, namely the Mean Preservation
Index (MPI) and the Mean Preservation Speckle Suppression
Index (MPSSI).
Traditionally, to evaluate the mean preservation filter ability,

a simple qualitative comparison of the mean values was made
in the previous literature. Because the purpose of this paper is
to perform a quantitative, objective analysis, a new index is
introduced that makes use of the sample mean of the original
speckled image and of the filtered image, as computed from a
homogeneous region.

In a homogeneous region , the Mean Preservation Index
(MPI) is proposed to be the following:

(17)

where is the generic speckled image and is the
filtered one, as defined above.
Independently on the actual image content and the RCS, it

appears to be a good representative of the mean preservation
capability of a filter because it is a normalized measure. This
scenario allows a filter comparison that is independent from the
specific SAR image acquisition mode to be made with various
homogeneous regions.
When addressing the noise reduction ability of a filter, we

show that some previously proposed indexes are affected by
serious problems that have not always been appropriately noted.
The Speckle Suppression Index (SSI), which is widely used

in the literature [29], [30], corresponds to the ratio between the
normalized standard deviations of the image after and before
filtering:

(18)

It is notable that this parameter is the ratio between the CV of
the filtered image and that of the original image; in other words,
it is the ratio of the two squared-root ENL:

(19)

Compared with the original image, a filtered image tends to have
less variance because speckle is reduced. The smaller the SSI
value is (less than one), the greater the speckle suppression. It
is obvious that ENL and SSI are reliable only when the filter
simultaneously has good mean-preservation properties.
To solve this last problem, the Speckle Suppression andMean

Preservation Index (SMPI) was proposed by Shamsoddini in
[30], which is defined as follows:

(20)

Because, in this case, the mean difference between the speckled
and filtered image is not normalized, this last measure shows
higher values for larger backscattering regions. To address this
problem, we propose here a new index called the Mean Preser-
vation Speckle Suppression Index (MPSSI), which turns out to
be better normalized with respect to SMPI and is better for a
comparison of various filters on different images:

(21)

Recalling (17), we rewrite the above equation as follows:

(22)

According to these two last indexes, the lower values indicate
better performance of the filter in terms of themean preservation
and noise reduction, independently of the actual mean value.
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B. Frequency Analysis

In this section, we address a novel approach to the evaluation
of the filtering results quality, which is based on the observation
that the visually perceived quality is not completely described
by the classical statistical and deterministic parameters that are
presented in Section V.A.
We propose to deeply investigate the behavior of non-linear

filters, referring to the desired properties of good image filters.
In general, the major properties of digital 2D smoothing filters
are as follows [31]:
• Zero gain at zero frequency;
• Isotropic behavior;
• Higher attenuation to higher frequencies, in other words,
monotonic frequency response.

These properties, which address, respectively, the mean
preservation, invariance to image rotation, and ideal low-pass
behavior without phase reversal, can be assessed through a
specific spectral analysis of the obtained results.
In addition to the above desired features, non-linear filters ad-

dress the problem of edge-preservation or enhancement, but are
often subject to distortions and artifacts. It is well-known that
the median filter suffers from streaking or blocking effects. This
drawback has often been observed, but has never been evaluated
in a quantitative way.
Therefore, our idea is to propose a numerical, objective ap-

proach that can address the mentioned aspects of the problem.
To this end, we propose to analyze the changes introduced by
the filter to the image spectrum. Specifically, the output energy
spectrum is analyzed when a homogenously speckled region is
filtered. Such a region is hereafter referred to as a “test region”.
Although it is not possible to define a transfer function of a

non-linear filter, we introduce the “Equivalent Transfer Func-
tion (ETF)”, , which is defined as the ratio between
the output spectrum and the input spectrum when we
are considering a test region.
In the following specific case:

(23)
where and are the 2D Discrete Fourier
Transform (DFT) of the speckled and filtered image, respec-
tively. As usual, and are the horizontal and vertical fre-
quencies, respectively.
Such a function represents the equivalent linear filter that

should have produced the same effect on that same input image.
With this relation, we can not only evaluate the smoothing ef-
fect of the filter on that specific image portion but we can also
visualize and measure any distortion that arises.
A specific metric will be proposed in this paper to obtain

quantitative measures of the above filtering properties. Such in-
dexes are independent of the image type and content, as well as
of the applied filter, thus providing a tool for absolute/objective
evaluation, which is useful for more than the comparison of dif-
ferent methods.
The three properties proposed look at the distortions that are

introduced into the filtered spectrum with respect to the orig-
inal spectrum in a selected area of homogeneous properties. By

analogy with the linear filter characteristic analysis and refer-
ring to the first property of mean-preservation, we define the
Static Power Gain as . The mean-preser-
vation filter quality is therefore related to such a power gain,
which should be zero decibels for a perfectly preserving filter.
It becomes obvious that such a value and the mean-preserva-
tion criteria described in Section V.A are correlated. In fact, for
an image portion of size , the 2D DFT is the
following:

(24)

Because the following is true:

(25)

and

(26)

one can derive the following:

(27)

In other words, one can conclude thatMPI and the Static Power
Gain are functionally related by:

(28)

A good filter should be invariant to rotation, in other words, it
must produce the same effect on an image and its rotated copy.
As a consequence, the second desired filter property refers to
the ETF isotropy.
A 2D function is isotropic if it has a circular symmetry; there-

fore, the ideal isotropic filter should have a constant value along
any circle that is centered at the origin of the frequency space.
For any constant value , the solution of the system is a con-
stant value:

(29)

Alternatively, for an isotropic function, all of the ETF sections
derived by intersecting with a vertical plane passing from the
origin and having any angle with the domain space coordinates
are equal. Through a transformation from Cartesian to polar co-
ordinates, one obtains .
For isotropic filters, we have the following:

(30)
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For this goal, the ETF values along a generic circle of the stop-
band spectral domain are plotted for each filter that is consid-
ered. A constant plot for any circle radius is representative of
an optimal isotropic filter. To the contrary, a non-constant value
is representative of an anisotropic behavior.
When the samemetric is adopted as a measure of such a prop-

erty, for example a dispersion value, the proposed approach rep-
resents a procedure for a quantitative comparison from among
various filters, as related to their isotropy.
As a special case, looking to the 0 and to the degree sec-

tions, the necessary (but not sufficient) isotropic condition is:

(31)

which is equivalent to:

(32)

To evaluate the third filter spectral property, which addresses
ideal low-pass behavior, we propose the evaluation of the Stop-
Band Ripple Amplitude similarly to classical linear filter anal-
ysis. We then propose to evaluate the presence and strength
of the undesired sidelobes with the commonly used parameter
of the Peak Sidelobe Ratio (PSLR) [32], which is defined as
the ratio of the highest sidelobe level to the peak of the func-
tion. Another useful parameter is the Integrated Sidelobe Ratio
(ISLR), which is defined by the ratio of the energy contained in
the sidelobe to the energy contained in the main lobe of the re-
sponse [32].
Quantitatively, the PSLR can be evaluated for each filter for

comparison as follows:

(33)

where the max operator applies to the ETF and looks for the
largest local maximum (excluding the mainlobe), thus referring
to the highest sidelobe.
Similarly,

(34)

In the definition of the highest sidelobe, we define its position
in the spectral plane by defining the following:

(35)

When the ETF is circularly symmetric, the largest sidelobe can
be located by analyzing only one of its vertical sections. It fol-
lows, based on (30), that

(36)
Therefore,

(37)

and

(38)

(39)

It also follows that

(40)

Therefore, for isotropic filters,

(41)

Additionally, from (31)–(32), one can observe the following:

(42)

It then appears that the complex computation required in (32) is
in fact a search for the local maxima of a single 1D plot.
In conclusion, we propose to study the 1D plots of

that pass from the origin in the and
directions. With these two functions, we can gain much infor-
mation about isotropy and monotonicity at the same time.
When a filter has a separable ETF, the following holds:

(43)

and

(44)

and it appears that the considerations in (32) and (42) are not
only necessary but also sufficient conditions for the evaluation
of filter isotropy and monotonicity, respectively.

C. Proposed Method Flow

By accounting for the considerations described in
Sections V.A and V.B, a general method for assessing filter
performances is proposed, according to the flowchart of Fig. 1.
A generic image is given as input to a given filter.

The final aim of the process is to compute the parameters ,
, , and , which are useful for the filter evaluation and for

the comparison with the other filters.
As already stated, the only statistical analysis is not suffi-

cient for a comprehensive performance evaluation. Therefore,
the left side of the flowchart is always completed by the right
side, which is devoted to the spectral-based evaluation. From
among the statistical parameters, the one parameter selected is
the MPSSI index, which is associated with the index. Addi-
tionally, the frequency parameters are all derived from the ETF
function, which is computed starting from the original and the
filtered images.
The three spectral indexes are the following
— , associated with the value (corresponding
to the complement of MPI);

— , the isotropy index, computed as:
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Fig. 2. Cosmo/Skymed images (after an appropriate histogram stretching) acquired in Spotlight mode (a.x) on April 29th, (b.x) on April 30th and (c.x) on May
1st. Red samples are used for statistical analysis, and green samples are used for frequency analysis of “Class 1” (x.1) and “Class 2” (x.2).

Fig. 1. Flowchart of the general method for assessing filter performances.

— ,the sidelobe index, given by the PSLR.
With such parameter computations, a good filter (which ad-

dresses the specific image ) is characterized by low ,
high , low , and low values. In the comparison of the
various filters, if one method verifies all of the criteria, then it
must be selected as the best method. Otherwise, if various cri-
teria are satisfied by various filters, the selection of the best filter
is determined by weighting the relevance of the single index.

The major difference with the performance evaluations
methods existing in the literature lies in the fact that specific
spectral analysis indexes are proposed in addition to the clas-
sical statistical analyses. To make it possible to perform such a
spectral analysis of non-linear filters, we must use the proposed
ETF definition, which relates each filtered image with its orig-
inal version, thus judging the filter performance as related to
that specific image. In addition, the statistical indexes proposed
here are better designed to provide appropriate evaluations of
the speckle suppression property, allowing for a direct compar-
ison from among filters.

VI. EXPERIMENTAL RESULTS

A. Dataset

In this study, experiments were performed on various
Cosmo-Skymed SAR images (X-band) that were acquired in
different acquisition modes. The results presented here refer
to three Spotlight images named T1, T2, and T3 (1-meter
resolution), which are shown in Fig. 2. These images cover a
geographical area of 5.4 . A Stripmap pair (2.5 meters res-
olution) of images (named T4 and T5) is represented in Fig. 3
(these images correspond to an entire frame, approximately
2,575 ). The Spotlight images were acquired on April 29th
(image T1), April 30th (image T2) and May 1st (image T3),
2009, in different flight configurations, whereas the Stripmap
image pair, in the ascending/right configuration, was acquired
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Fig. 3. Cosmo/Skymed images (after appropriate histogram stretching) acquired in Stripmap mode on January 16th (a) and 24th (b). In yellow and white, the area
of “Class 1” and “Class 2”, respectively. The details of samples used for statistical analysis of “Class 1” (c) and “Class 2” (d). (These images correspond to an
entire frame, covering an area of approximately 2,575 ).

TABLE I
ACQUISITION PARAMETERS CONFIGURATION. ID: IDENTIFICATION; DATE:
ACQUISITION DATE; TIME: ACQUISITION DATA TIME; A: ACQUISITION
MODE ( , ); P: POLARIZATION;
O: ORBIT DIRECTION ( , );

L: LOOK ANGLE ( , )

on January 16th and 24th, 2010. The geometric acquisition
parameters are shown in Table I.
The Spotlight images show an area of North Italy, and the

Stripmap images show the Shkodër area in Albania; both refer
to the monitoring of flooding events and were acquired in the
context of the OPERA project [33].
The Spotlight and Stripmap COSMO products used are

Geocoded Ellipsoid Corrected (GEC)_B single-look Ampli-
tude images [21]. It was not necessary to calibrate the images
to assess the performance of the filters.
As a test set for the statistically based performance evalua-

tion, some homogeneous regions have been manually selected
from the two datasets. From the Spotlight images, 22 samples
in every image for Class 1 have been selected, as shown in red
in Figs. 2(a.1), 2(b.1), and 2(c.1). The 22 samples for Class 2
are shown in red in Figs. 2(a.2), 2(b.2), and 2(c.2). Each sample

covers a 61 61 pixel wide area. From the Stripmap images,
10 samples from the image pair have been analyzed, both for
Class 1 and for Class 2, always covering an area of 61 61
pixels, as shown in Fig. 3(c) and (d), respectively.
For both datasets, Class 1 test regions correspond to calm

water areas, which are characterized by low backscattering
and low speckle values. Class 2 regions correspond to hetero-
geneous no-water areas in Spotlight images. In the Stripmap
image pair, Class 2 test regions have been chosen in the sea
area, but the characteristics are different with respect to calm
water because of some wind, which increases backscattering
and speckle. Thus, different classes have been chosen to prove
the effectiveness of the evaluation method and its applicability
to any image type.
Because of the need for larger regions for frequency anal-

ysis, in Spotlight images test samples that are 121 121 pixels
wide are analyzed. In Fig. 2, such test regions are noted in
green. The regions selected for the frequency analysis of the
Stripmap images are in the same location as the red regions in
Fig. 3(c) and (d), but have a larger size (201 201 pixels).
Each filter chosen for the comparison requires the setting of

parameters and thresholds, such as the size of the window neigh-
borhood ( ), a normalization constant ( ), the number of itera-
tions ( ) and the time step ( ). In some cases, the manual de-
lineation of a homogenous area is required. In such cases,
represents the area size.
Specifically, only one configuration has been selected,

setting each filter parameter at a predefined value, except
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TABLE II
FILTER PARAMETERS CONFIGURATION. ; ;

; ; S8 AND
WITH DIFFERENT PARAMETERS. ;

Fig. 4. (a) Sample of an original CSK image acquired in Spotlight mode. Result
by (b) Lee filter; (c) Frost filter; (d) Enhanced Lee filter; (e) Enhanced Frost
filter; (f) SRAD filter with parameter 8–0.5 (SRAD-8); (g) SRAD filter with
parameter 200–0.01 (SRAD-200).

for the SRAD filter, for which the results are referred to
two settings. When the filter requires the parameter, a
homogenous area belonging to a water area that corresponds
to 0.01% of the total image size has been selected. The
parameter configurations chosen for the filters comparison are
reported in Table II.

B. Filters

A visual analysis is presented in Fig. 4, where a specific area
of an original image is reported, with the corresponding filtered
versions. It refers to an original Cosmo/Skymed image that was
acquired in Spotlight mode depicting a boundary zone between
fields and water. As can be seen, the Frost and the Enhanced
Frost filters introduce significant blocking effects, although less
than the Lee and the Enhanced Lee filters. Both SRAD versions
do not show these artifacts and better preserve the details and
edges. Note that the SRAD-8 appears to achieve a better noise

reduction compared with SRAD-200. Then, from a visual in-
spection, SRAD despeckled images more closely resemble the
original image when compared to the others.

C. Statistical Analysis

For the classical statistical analysis, the mean and standard
deviation of the original (noisy) images and of the corre-
sponding filtered images have been computed for each test
region. The averaged region values are summarized in Tables III
and IV. One can notice that, as expected, the ISNR value for
the original Spotlight images (T1, T2 and T3) is equal to 3.6 in
both classes.
As described above, a good filter approach preserves the

mean value of the original image while it decreases the standard
deviation value. From Tables III and IV, one can observe that
all of the filters preserve the mean and reduce the standard
deviation. Specifically, SRAD and Frost filters retain the mean
better compared with the other filters. The best reduction in the
standard deviation is always obtained by the Frost algorithm.
The analysis shows that the filter performances are indepen-
dent of the sample classes because both classes exhibit the
same behavior in statistical terms, proving good robustness
when addressing the mean preservation and standard deviation
decrease.
As already described, the classical mean-preservation

indexes do not coincide with human perception. In fact, from
a visual inspection of Fig. 4, SRAD despeckled images more
closely resemble the original image when compared to the
others.
Starting from these values, it is possible to compute the var-

ious statistical indexes that are presented in Section V.A. First,
we consider the Mean Preservation Index (MPI). This index
uses the sample mean of the original (noisy) and filtered im-
ages: the best filter presents a low value. Graphs in Figs. 5 and
6 report the obtainedMPI values as computed by averaging the
MPI on the test regions of each class.
One can notice that SRAD-8 reaches the best perfor-

mances, in terms of the minimum MPI, when applied to
Spotlight images. In fact, the MPI values are approximately
zero in T1, T2, and T3 images, both for “Class 1” and
“Class 2”. Worse results are obtained in the case of Stripmap
images, where the MPI index presents slight changes with
the variation of the filtering method, and it is impossible to
identify the best filter.
While MPI takes into account only the mean of the original

and filtered images, the Speckle Suppression Index (SSI) con-
siders also the standard deviation. We can select the best filter
for despeckling when the SSI index presents a small value. The
results obtained from Spotlight and Stripmap images are illus-
trated in Fig. 7.
When passing from the Spotlight to the Stripmap images, the

behavior of SSI does not change significantly with both class and
image. When we considered Spotlight images we notice that the
Frost filter seems to be the best filter, and the Lee and SRAD
filters have a similar SSI value. Although the standard deviation
achieved by the two filters is of the same order, the Lee filter has
a bad mean-preservation behavior. This fact is not appropriately
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TABLE III
MEAN VALUES ON TEST SAMPLES FROM THE T1, T2, AND T3 IMAGES. MEAN AND STANDARD DEVIATION OF “CLASS 1” AND “CLASS 2”

TABLE IV
MEAN VALUES ON TEST SAMPLES FROM THE T4 AND T5 IMAGES. MEAN AND STANDARD DEVIATION OF “CLASS 1” AND “CLASS 2”

described by SSI. Instead, in the case of Stripmap images, the
traditional filters present the best results.
The final indexes investigated for the statistical analysis

are the Speckle Suppression and Mean Preservation Index
(SMPI) and the Mean Preservation Speckle Suppression Index
(MPSSI). As presented before, both indexes must be as small
as possible to determine the best filter. Figs. 8 and 9 present the
results of SMPI, which are obtained for both types of images
that were investigated, while Figs. 10 and 11 present MPSSI
results.
In the case of Spotlight images, SRAD-8 performs the best re-

sults in terms of SMPI and MPSSI. In fact, both indexes are the
lowest compared to other filters for both classes. Specifically,
theMPSSI index is approximately zero. Instead of Stripmap im-
ages, it is not possible to select the best filter.
In conclusion, the results show that the statistical analysis

method is not always able to select the best despeckling filter,
mainly when addressing various acquisition parameters and
classes of interest. Specifically, we found more problems in
Stripmap images then an appropriate frequency analysis was
applied, as originally proposed in the previous sections.

D. Frequency Analysis

Because of the inability to always select the best filter
through statistical analysis, the frequency analysis proposed in
Section V.B has been applied, to evaluate spectral features of
filtered images.
Starting from a Class 1 region from one of the Spotlight im-

ages, Fig. 12(a) shows the DFT of the original sample and the
ETFs as derived by (23), after the application of the filters. One
can visually appreciate how the low pass effect is evident for all
of the filters. However, the strong anisotropy and the geomet-
rical distortions introduced are visible in the lateral lobes of the
ETFs, except for the SRAD-8 and SRAD-200.
With regard to the first of the parameters that were in-

troduced in Section V.B, the so-called Static Power Gain,
, of “Class 1” and “Class 2” samples from Spot-

light and Stripmap images are reported in the graphs depicted
in Fig. 13, which describe the mean-preservation properties of
each filter. It is confirmed here that the SRAD filter is the best
filter in the mean preservation for Spotlight images, in accor-
dance with the MPI index (see Fig. 5). It is important to note
how this property is equally verified for “Class 1” and “Class
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Fig. 5. Mean Preservation Index for Spotlight images. (a) “Class 1” and (b) “Class 2”.

Fig. 6. Mean Preservation Index for Stripmap images. (a) “Class 1” and (b) “Class 2”.

Fig. 7. Speckle Suppression Index for the (a) Spotlight and (b) Stripmap im-
ages. The graphs show the behavior of the filtering with the class and image
changing.

2”, suggesting that its good performances are not affected by
the image average power.
In the case of Stripmap images, the behavior of the filters

related to the mean preservation is almost the same. All of the
filters present the same trend for both classes; the differences
among the filters and for image changes are not very significant,
as concluded from the MPI values of Fig. 6.
The method proposed for the isotropic analysis consists of

the study of the ETFs along the circumferences centered in the
origin of the frequency axes. As an example, the plots presented
in Fig. 14 show the ETF intensity along a fixed circle with a 40
pixel radius, , for all of the applied filters.
As stated previously, a constant plot indicates a good isotropic

effect. To this end, the plot dispersion is evaluated. From Fig. 13,
one can appreciate how the plot of the Frost filter appears better
than the Lee and the enhanced filters, as evident in Fig. 11.
On the whole, SRAD filters show a good plot, thus confirming
the visual analysis that appreciates the lower distortions intro-
duced in the result. However, because of the larger frequency of
filter SRAD200, the plot actually represents the anisotropy in
the filter pass-band.
To numerically evaluate one-filter anisotropy, a complete

analysis takes into account all of the circle radius that corre-
spond to the filter stop-band. The maximum value from among
these dispersions is a good parameter for describing the filter
anisotropy.
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Fig. 8. SMPI for Spotlight images. (a) “Class 1” and (b) “Class 2”. Each value is averaged over samples.

Fig. 9. SMPI for Stripmap images. (a) “Class 1” and (b) “Class 2”. Each value is averaged over samples.

Fig. 10. MPSSI for Spotlight images. (a) “Class 1” and (b) “Class 2”. Each value is averaged over samples.

TABLE V
MAXIMUM DISPERSION VALUES FOR POLAR ETF PLOTS

WITH THE CORRESPONDING RADIUS

Table V reports the maximum dispersion values for each
filter, as computed for a “Class 2” region. As expected, by

excluding SRAD filters, the best effect is that achieved by Frost
filters, while the Lee filter is the worst.
Thanks to the stationarity of the test regions belonging to the

same class, given an image acquisition mode, the ETFs obtained
from each region of a class have been averaged for the evalua-
tion of the isotropy and the low-pass effect of each filter. When
the ETFs of the Class 1 samples acquired in T1, T2, T3 Spot-
light images are averaged, a unique for each filter
is obtained. Similarly, corresponding information for the Spot-
light Class 2 test regions have been averaged. The same holds
for Stripmap images: with a change of the filter applied to the
original images T4 and T5, the average ETFs for “Class 1” and
“Class 2” have been computed.
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Fig. 11. MPSSI for Stripmap images. (a) “Class 1” and (b) “Class 2”. Each value is averaged over samples.

Fig. 12. Frequency analysis of a “Class 1” region from an original CSK image
acquired in Spotlight mode. (a) DFT of the region; ETFs of the (b) Lee fil-
tered; (c) Frost filtered; (d) Enhanced Lee filtered; (e) Enhanced Frost filtered;
(f) SRAD filtered with parameter 8–0.5 (SRAD-8); (g) SRAD filtered with pa-
rameter 200–0.01 (SRAD-200).

As suggested in Section V.B, 1D plots of
passing from the origin in the and directions, i.e., the

and , are shown in Fig. 15. These
plots refer to Spotlight Class-1 regions (Fig. 15(a) and (c)) and
Spotlight Class-2 regions (Fig. 15(b) and (d)).
With this approach, one can gain a preliminary idea about

the sidelobes and about the eventual anisotropy at the same
time. It is possible to observe from the graphical analysis that
for both classes, the traditional filters (Lee, Frost, Enhanced
Lee and Enhanced Frost) do not present monotonic behavior
along both the and directions. In contrast, both of the
SRAD filters (SRAD-8 and SRAD-200) show amonotonic non-
increasing trend. This aspect is especially evident in Fig. 15 be-
cause the traditional filters introduce high peaks far from the

Fig. 13. Analysis of zero frequency gain. Static power gain of
“Class 1” and “Class 2” samples of (a) Spotlight and (b) Stripmap images.

origin. The various sidelobe features of the classical filters might
be computed for their comparison but do not compare with the
SRAD filter. Because of the evident lack of lateral sidelobes in
the SRAD plots, the related PSLRs have a value of zero. A di-
rect comparison of SRAD filters with respect to the other filters
is straightforward.

VII. CONCLUSIONS

In this paper, a new method for the quality assessment of
despeckled SAR images has been presented. Many statistical
indexes have been presented in the past for evaluating filter
quality, and most of them require a noise-free image. Typically,
the statistical analysis can be achieved for simulated images, but
it is impossible to apply in a real context, where only noisy-im-
ages are available.



DELLEPIANE AND ANGIATI: QUALITY ASSESSMENT OF DESPECKLED SAR IMAGES 705

Fig. 14. Filtered circular ETF plot (40 pixels radius) referring to “Class 2” Spotlight region.

To counter this problem, a few indexes that do not require
free-noise images have been proposed in the literature, the most
common example being the SSI index.
Despite this fact, statistical analysis is not always able to

effectively evaluate filter performances and to select the best
method for despeckling filters.
To address this limitation, the present paper proposes a new

approach that performs a quantitative analysis in the frequency
domain. The effects of some despeckling filters on the image
spectrum have been analyzed.

The performances of some of the traditional filters, such
as Lee, Frost, Enhanced Lee and Enhanced Frost, are investi-
gated, in addition to SRAD, a more recent filter that is based on
anisotropic diffusion. Visual interpretation of the filtered images
demonstrates that the SRAD filter achieves the best results with
respect to traditional filters. Indeed, the SRAD filter not only
reduces the noise without damaging the edges and textures but
also does not introduce artifacts, as with traditional filters.
To obtain the same results with quantitative analysis, both sta-

tistical and frequency analysis are proposed and have been per-
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Fig. 15. ETF analysis along a direction. Spotlight images T1, T2, T3. for (a) “Class 1” and (b) “Class 2”. for (c) “Class 1” and
(d) “Class 2”.

formed on real SAR images. In addressing the former statistical
evaluation, only indexes that do not require free-noise images
have been considered because we used only real images for the
experimental section. This type of analysis allows us to obtain
some results, but not always the best filter can be objectively
identified.
The latter analysis investigates the filtered image behavior in

the frequency domain. Different values have been evaluated for
the analysis of the mean preservation, the isotropy and the ideal
low-pass behavior. More specifically, because of the two last
measures, it is possible to prove that SRAD filters produce the
best results compared with traditional filters.
Experiments on real data that were acquired through the

new mission, Cosmo/Skymed, have been realized, and images
were acquired in different acquisition modes (Spotlight and
Stripmap), with different acquisition parameters.
The proposed methods are used here for the comparison of

filters based on anisotropic diffusion, but they can easily be
extended to other despeckling filters, such as filters based on
wavelet transforms.
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