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A Bilevel Contextual MRF Model for Supervised
Classification of High Spatial Resolution Remote

Sensing Images
Yu Shen , Jianyu Chen, Member, IEEE, Liang Xiao , Member, IEEE, and Delu Pan

Abstract—Markov random field (MRF) based methods have
been widely used in high spatial resolution (HSR) image classi-
fication. However, many existing MRF-based methods put more
emphasis on pixel level contexts while less on superpixel level
contextual information. To cope with this issue, this article presents
a novel bilevel contextual MRF framework, named BLC-MRF, for
HSR imagery classification. Specifically, pixel and superpixel level
dependence are incorporated into the proposed MRF model to fully
exploit spectral–spatial contextual information and preserve object
boundaries in HSR images. In BLC-MRF, a pixel level MRF model
is first performed and then cascaded as an input of a superpixel level
MRF. In superpixel level, unary and pairwise potential terms are
constructed by using the superpixel probability estimation method
and spectral histogram distance, respectively. At last, a contextual
MRF model is conducted and the final classification map can be
computed by using α-expansion algorithm. The benefits of BLC-
MRF are twofold: first, the pixel and superpixel level contextual
information can be exploited under MRF framework to preserve
object boundaries for improving the classification performance,
and, second, the algorithm can provide promising results with a
small number of training samples. Experimental results on three
HSR datasets demonstrate that the proposed approach outper-
forms several state-of-the-art methods in terms of the classification
performance.
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I. INTRODUCTION

W ITH THE rapid development of satellite imaging tech-
nologies, a number of high spatial resolution (HSR)

remotely sensed images are being acquired. Therefore, auto-
matic understanding of HSR images has been a notably hot
topic of research in recent years. One of the important topics
is HSR image classification, which aims at classifying an HSR
remote sensing image into a thematic map. Due to the rich
geometric and detailed information, the classification of HSR
image plays an important role in various areas such as damage
assessment of environment accidents, vegetation detection, and
urban planning [1], [2].

Over the past decades, a large number of approaches have
been developed for HSR image classification. Among these
approaches, many pixel level approaches, such as support vector
machine (SVM) [3], multinomial logistic regression (MLR) [4],
and extreme learning machine (ELM) [5], have been proven
effective in HSR image classification under small-size training
samples. Pixel-based approaches usually exploit discriminant
spectral information to distinguish varying objects of remotely
sensed images. However, due to the existence of noise and mixed
spectral pixels in HSR remote sensing images, pixel-based
classifiers can result in outliers or errors in thematic maps. To
overcome these drawbacks, on the one hand, kernel tricks are
proposed to improve the linear separability of data. For example,
composite kernel SVM (SVMCK) [6] and ELM (ELMCK) [7]
are considered for remote sensing image classification and pro-
vide better performance than traditional classifiers. On the other
hand, more and more researchers propose to exploit spectral–
spatial contextual information, which assumes that the nearest
neighboring pixels of an HSR image share similar spectral
features and consist the same land cover types.

There are five main approaches to integrate spectral–spatial
contextual information [8], [9]: 1) filtering-based method,
2) relearning method, 3) deep learning based method, 4) object-
based image analysis (OBIA), and 5) random fields. For the
filtering-based method, many different types of effective filters,
such as Gabor filter [10], [11], bilateral filer [12], wavelet
transformation [13], and local binary pattern (LBP) [14], [15]
have been developed for remotely sensed image classification in
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success. Relearning-based method considers the frequency and
spatial distribution of image classes and then class distribution is
learned in an iterative manner [8]. More recently, deep learning
based supervised classification models have attracted increasing
attention. Deep learning based models have the ability to learn
HSR image features for classification with a deep neural net-
work [16]. For example, in [17], convolutional neural network
(CNN) is used for extracting spatial feature. CNN is a kind of
deep neural network that can learn convolutional filters auto-
matically. In [17], the HSR images are set as small patches (e.g.,
5 × 5, 7 × 7) for the deep network training by back propagation.
Recently, the CNN extensions residual network (ResNet) is
also applied in HSR image classification. The ResNet uses
fundamental CNN structures as residual blocks to facilitate
learning a deeper network. In [18], a spectral–spatial ResNet
(SSRN) is proposed for supervised remote sensing image clas-
sification. Specifically, SSRN uses residual blocks to connect the
convolutional layers from both spectral and spatial dimension.
Therefore, an improvement in the classification performance can
be ensured in SSRN. However, deep learning based methods
only show their potential with an enough amount of training
samples [16].

With the spatial resolution of remote sensing images increas-
ing, the OBIA (or GEOBIA for geospatial object based image
analysis) has attracted the attention of many researchers [19],
[20]. The object-based classification framework has the capac-
ity to integrate segmentation and classification algorithms to
improve the classification performance [21]. In this framework,
segmentation algorithms, such as watershed algorithms [22]
and mean shift [23], are usually used to divide spatial regions
into nonoverlapping homogeneous objects. After that, the seg-
mentation objects (superpixels) are considered as basic anal-
ysis units to generate spectral–spatial features of the original
images. By incorporating spatial information of homogeneous
regions, object-based methods are believed to help preserve
object boundaries and suppress the effect of classification errors
or outliers that often appear in pixel-based classification meth-
ods [24]. For example, in [25] and [26], superpixel level sparse
representation classification methods are developed to jointly
integrate spectral and spatial information for remote sensing
image classification. However, it is difficult to obtain an accurate
segmentation map. Once a superpixel is estimated wrongly,
pixels in that superpixel will all be classified by mistake.

Random field methods, including Markov random field
(MRF) and conditional random field (CRF), are advanced statis-
tic modeling tools that can effectively integrate spatial contextual
information into image processing under Bayesian inferring
framework [27], [28]. Specifically, both MRF and CRF based
methods are able to incorporate labeled data and observed spatial
contextual feature into an integrated framework. The CRF is a
type of MRF whose clique potential is conditioned on input
features [29], [30].

Both group of random fields have been widely used in remote
sensing image processing. It has been proven that MRF methods
has the ability to improve the classification performance with
spatial priors. For remote sensing image classification problem,
the MRF is usually defined to model the spatial dependence

in the local neighboring pixels (four- or eight-neighborhood
system)[31]–[33]. For instance, in [34], the SVM and MRF are
integrated as a spectral–spatial classification model for remote
sensing image classification. Some other remote sensing im-
ages features, such as three-dimensional wavelet [35], nonlocal
spatial information [36] and co-occurrence matrix [37] are also
incorporated into MRF models to improve the classification
performance. Unfortunately, the spatial prior of MRF can also
lead to an oversmoothed phenomenon [37]. Due to the spatial
smoothness property of MRF, this phenomenon usually occurs
in the object boundaries where the values of pixels change
drastically. Therefore, in order to preserve the object boundaries,
some researchers start to focus on introducing object-based
methods into MRF classification process. For instance, in [38]
and [39], researchers applied superpixel-based majority voting
as a postprocessing of MRF classification. However, these MRFs
still only consider superpixels as region constraints and the
interactions between superpixels are not fully exploited. If a
superpixel is estimated wrongly, pixels in the superpixel will be
affected by mistake. To deal with this problem, one solution is
to use higher order potentials in MRF [40]. However, the use of
higher order potentials is limited due to the complexity of models
and difficulty of efficient inference [41]. Another solution is to
apply superpixel level MRF methods. In superpixel level MRF,
the spatial dependence is modeled in adjacent superpixels. Just
like pixel level MRF model, the class label of a superpixel is
not only decided by itself, but also affected by its neighboring
superpixels. Some superpixel level MRF models are also used
in remote sensing image problems. For example, in [42], pixel
level and superpixel level MRF work in parallel and generate a
decision fusion result for remote sensing image classification.

In this article, to incorporate spectral–spatial contextual in-
formation and boundary preserving, a novel bilevel framework
integrating pixel and superpixel level MRF, named BLC-MRF, is
proposed for remote sensing image classification. The overview
of our proposed method is displayed in Fig. 1. In pixel level,
the MRF model focuses on local spectral dependence and the
neighborhood of each central pixel. After that, a segmentation al-
gorithm is used to generate a superpixel map. We then construct
the superpixel level MRF by integrating pixel level outputs and
superpixel spatial dependence. The final classification result is
obtained by solving the bilevel MRF optimization problem.The
main contributions of this article are summarized as follows.

1) We propose a bilevel contextual MRF framework for HSR
imagery classification. Through the integration of pixel level and
superpixel level MRF, a coarse-to-fine mechanism is established
to make full use of spectral–spatial contextual information and
produce promising results with a small number of training
samples.

2) A spectral histogram distance as feature similarity descrip-
tors of adjacent superpixels is presented to create a superpixel
level MRF minimizing model, in which new unary and pairwise
potential terms are proposed. By minimizing the superpixel level
MRF model, adjacent homogeneous superpixels merging pro-
cess can be created to refine misclassified superpixels. Moreover,
the object boundaries can be preserved as superpixels can help
suppress outliers in the boundary areas.
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Fig. 1. Flowchart of the proposed BLC-MRF classification framework.

Experimental results on three HSR remote sensing image
datasets (two multispectral images and a hyperspectral im-
age) demonstrate the efficiency of our proposed framework. In
comparison with some state-of-the-art classifiers, our proposed
method shows a promising classification performance when the
training data are limited (0.3% to 0.8% on three datasets).

The remainder of this article is organized as follows. Section II
briefly describes the pixel level MRF model. The proposed
classification framework (BLC-MRF) is presented in Section III.
Section IV provides the parameter sensitivity analysis and ex-
perimental results. Section V gives the conclusion and future
work.

II. PIXEL LEVEL MRF MODEL

Let us first define some notations used throughout this article.
Let X = {x1, x2, . . ., xN} ∈ RB×N be an HSR image with N
pixels and B dimensions (spectral bands), and each xi represents
the observed spectral vector. Let y = {y1, y2, . . . , yN} denote
the corresponding labels of X, and each yi takes a value from
label set K = {1, . . . ,K}. K represents the label set with K
class labels.

As described in Section I, the MRF model is an advanced
statistic modeling tool that directly models the posterior proba-
bility of labels, which has been proven effective in integrating
spectral–spatial information of remote sensing images [27]. The
joint probability of MRF can be expressed with a Gibbs random
field, which can be written as

P (y) = (1/z)exp(−E) (1)

where z is a normalization factor and E is known as the energy
function. Given the observed image data, the aim of the classi-
fication task is to find the optimal estimation of ŷ, which can be
formulated as

ŷ = argmax
y

P (y|x) = argmin
y

E(y|x). (2)

According to the Bayesian maximum a posterior (MAP)
framework, finding the maximization of the probability P (y|x)
is equivalent to minimizing the energy function E(y|x), which
can be represented as the sum of two potential terms

E(y|x) =
∑

i∈N
ψi(yi, x) + α

∑

i∈N,j∈Vi

ψij(yi, yj , x) (3)

where ψi(yi, x) denotes the unary potential term, while
ψij(yi, yj , x) is the pairwise potential term. Vi represents the
neighboring pixels of i and α is the tuning parameter of the
pairwise term.

In the unary potential term, probability classifiers are usually
employed to reflect the relationship between pixels and corre-
sponding class labels. Based on the observed feature vector, a
probability classifier can be used to compute the possibilities
of each pixel belonging to a certain class independently. As a
widely used probability classifier, the probabilistic SVM [43] is
applied here in this article. In this end, the unary potential can
be denoted as

ψi(yi, x) = −ln(P (yi = k|x)) (4)

where ln(P (yi = k|x)) is the probability of sample x belonging
to class k, which can be computed by probabilistic SVM.

The pairwise potential term is usually used to integrate
spectral–spatial information into the MRF model. Since the
neighboring pixels have a higher probability of belonging to
the same land cover types, the pairwise potential term reflects the
conspicuous spatial correlation in each neighboring system [44],
which is defined as

ψij(yi, yj , x) =

{
0, if i = j

1 + θa(exp(−θb||xi − xj ||2)), else
(5)

where θa is a constant smooth parameter and θb represents the
mean square difference between the neighboring pixels.

From (2)–(4), it is obvious that the MRF model is able
to integrate spatial contextual information in class labels and
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Fig. 2. Graphical example of the superpixel level MRF model. Si represents a
superpixel and Qi represents the corresponding class label. The light green and
light yellow color represent two different land cover areas. The misclassified
black node in (a) is corrected in (b) after superpixel level MRF.

formulate a complete expression. Therefore, the pixel level
MRF model has been successfully applied in various image
processing fields. However, with the spatial resolution of remote
sensing images increasing, it is difficult to effectively suppress
the spectral noise and outliers by simply using a pixel level
MRF model. Therefore, in this article, to further improve the
HSR image classification performance, a pixel and superpixel
integrated MRF model (BLC-MRF) is proposed for HSR remote
sensing images classification.

III. PROPOSED CLASSIFICATION FRAMEWORK

In this article, to further exploit the spectral–spatial infor-
mation, a bilevel MRF classification algorithm (BLC-MRF) is
proposed, as illustrated in Fig. 1. In the pixel level, a pixel-
wise classifier is applied on HSR imagery to obtain an initial
classification result. Then, MRF is applied on initial result
and the observed image data, aiming to produce the first level
classification outputs. The probabilistic SVM is utilized in pixel
level MRF to generate initial classification map.

In the superpixel level of BLC-MRF framework, as shown in
Fig. 2, superpixels play the role of basic units in classification
process. A segmentation algorithm named ERS [45] is used to
generate superpixel map. After that, superpixels are classified
by an improved probability estimation method. In this step, the
pairwise potential term is designed to integrate spectral–spatial
features of superpixels. At last, BLC-MRF is performed to obtain
the final result and the corresponding classification map.

A. Superpixel Map Generation

A variety of segmentation algorithms can be used for super-
pixel generation, such as SLIC [46] and mean shift [23]. In
this article, ERS algorithm is used for remote sensing image
segmentation. ERS algorithm has good accuracy and bound-
ary recall properties with a high time efficiency. This method
considers image segmentation as a clustering problem whose
object function includes two components: 1) the entropy rate; 2)
the balance term on the cluster distribution. The ERS algorithm
for HSR segmentation can be briefly described in the following.

1) Map an HSR image to a graph G = (V,E), where the
vertices represent the pixels and edge weights denote
the pairwise similarities. ERS algorithm recasts image
segmentation as a graph cut problem. The goal is to find
a subset of edges such that the resulting graph contains
exactly M clusters (superpixels). The objective function

is formulated as

max
A

H(A) + λB(A) s.t.A ⊆ E (6)

where H(A) is the entropy rate term and is acquired
by the random walk on the constructed graph. B(A) is
the balance term used for encouraging superpixels with
similar sizes. The λ is the weight of the balance term.

2) Maximize objective function through a greedy
algorithm [47]. This algorithm starts with an empty set
(a fully disconnected graph with A = ∅) and sequentially
adds edges to the set. At each iteration, it adds edges
that yields the largest gain. The iteration stops when the
number of connected subgraphs reaches a preset value
(superpixel number M).

3) Generate a superpixel map. The pixels in each subgraph
are extracted and form a superpixel. The subgraphs ob-
tained in previous steps are represented as superpixels of
the HSR image.

At last, an nonoverlapping superpixel map is obtained from
the original HSR image, which will be used for superpixel level
contextual MRF model construction.

B. Superpixel Level MRF Classification

In superpixel level MRF classification step, as shown in Fig. 2,
superpixels act as basic variables. It can be assumed that a
superpixel map S = {S1, S2, . . . , SM} withM superpixels has
been obtained after superpixel map generation. Corresponding
to the superpixels S, the superpixel class label is denoted by
Q = {Q1, Q2, . . . , QM}, where Qm takes the value from label
set K. The superpixel MRF classification task is to find an
optimal estimation Q̂ that maximizes the posterior, which is
formulated as

Q̂ = argmax
Q

P (Q|S) = argmin
Q

E(S). (7)

Under MAP framework, finding the maximum probability
P (Q|S) is equal to finding the minimization of energy function
E(S). Therefore, this energy function can be represented as a
sum of two potential terms

E(S) =
∑

m∈M
ψm(Qm, S) + β

∑

m∈M,r∈Um

ψmr(Qm, Qr, S)

(8)
where ψm(Qm, S) denotes the unary potential term and
ψmr(Qm, Qr, S) is the pairwise potential term. Um is the local
neighboring superpixels of superpixel m and β is the tuning
parameter of the pairwise term.

After the establishment of the superpixel level MRF model,
the rest problem is to formulate the unary and pairwise potential
terms.

1) Unary potential term: Unary potential describes the rela-
tionship between a single superpixel and its corresponding class
label, which usually relies on local spectral features. Specifically,
the unary potential term can be defined as

ψm(Qm, S) = −ln(P (Qm = k|S)) (9)
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where P (Qm = k|S) is the class probability of superpixel S
belonging to class k.

After superpixel map generation, the class probability of
each superpixel is determined based on pixel level classifi-
cation result. In this step, an improved superpixel probabil-
ity estimation strategy is proposed by integrating probabilistic
SVM and MRF classification results of first level. Let Sm =
{xm1 , xm2 , . . . , xmnm} be a superpixel with nm pixels. For each
superpixel Sm in an HSR image, let nmk be the number of pixels
belonging to class k after first-level MRF classification and let
Pk(x

m
i ) denote the probability of pixel xmi belonging to class k.

Then, the class probability of superpixel Sm can be defined as

P (Qm = k|Sm)=
1

Z

⎛

⎝nmk +
∑

xm
i ∈Sm

Pk(x
m
i )

⎞

⎠ , k=1, . . . ,K.

(10)
The Z is the normalization factor and can be calculated as Z =∑K

k=1(n
m
k +

∑
xm
i
Pk(x

m
i )).

2) Pairwise potential term: Since the neighboring pixels in
homogeneous regions usually share the same class label, the
pairwise potential term models a smooth prior to integrate the
neighboring superpixels relations. The typical smooth prior can
be written as

ψmr(Qm, Qr, S) =

{
0, if m = r
gmr(S), else

(11)

where gmr(S) is the smooth term related to the superpixels S.
The smooth term is designed to measure the difference between
adjacent superpixels.

To describe the dependence among superpixels, we need to
represent these superpixels with some feature descriptors. A
superpixel can be described in many aspects, such as spectrum,
texture, shape, and size. Among these descriptors, spectrum
histogram is an effective feature descriptor to represent the
superpixel spectral feature and has been widely used in pattern
recognition [48].

At first, we uniformly quantize and divide each spectral
band into T levels for an HSR image. The histogram of each
superpixel is then calculated in the feature space of TB bins.
Let HistQm

be the normalized histogram of a superpixelQm and
the similarity between superpixels Qm and Qr can be defined
by Bhattacharyya coefficient [49] as

ρ(Qm, Qr, S) =
TB∑

u=1

√
HistuQm

· HistuQr
(12)

where the superscript u represents the uth bin of feature space.
The Bhattacharyya coefficient ρ actually reflects the perceptual
similarity between two superpixels. The higher the ρ between
Qm and Qr is, the higher the similarity between them is.

By using the Bhattacharyya coefficient between two adjacent
superpixels, the term of gmr can be defined as

gmr(S) = 1− ρ(Qm, Qr, S). (13)

The main purpose of the superpixel level MRF is to build
an adjacent superpixel level refining and merging process. By
minimizing the MRF energy, the misclassified superpixels in a

Fig. 3. Process of superpixel level MRF optimization over a part of a remote
sensing image. (a) Generated superpixels. (b) Classification results after su-
perpixel probability estimation. (c) Classification results after superpixel level
MRF. (d) Final output.

homogeneous area would be rectified through their adjacent
superpixels in the MRF model. For a superpixel Si with
the corresponding label Qi = k, which is assigned by the
pixel level MRF model, we form its adjacent superpixel S̄i =
{Sj

i }, j = 1, 2, . . ., n. Then, the superpixel similarity gij(S) =

1−∑TB

u=1

√
HistuQi

·HistuQj
between Si and the adjacent superpix-

els in S̄i can be calculated with (12) and (13). In a homogeneous
area with low value of spectral histogram difference for each
adjacent superpixel pair, when a superpixel Si is misclassified,
the value of gij(S) will be large, and thus, the MRF has larger
energy.

In the iterative procedure, the correct label information of
surrounding superpixels will be propagated to the current mis-
classified superpixel with the MRF energy decreasing. In this
end, when the superpixel MRF achieves the minimum energy
[see (8)], the misclassified superpixels in this homogeneous area
will be assigned a correct label, and the adjacent superpixels will
be merged to a connected area with the same correct labels. In
Fig. 3, we show an example for the process of superpixel level
MRF optimization over a part of a remote sensing image.

C. Inference MRF Model by α-Expansion Algorithm

The solution to the pixel level and superpixel level MRF model
is an NP-hard problem [50], thus, it is time demanding to find the
perfect solution. Fortunately, this kind of problem can be inferred
by a variety of optimization algorithms, such as the iterated con-
ditional model [51], particle swarm optimization [52], and graph
cuts [53]. Among these methods, a graph cuts algorithm has
been proven fast in a global energy minimizing problem. In our
proposed model, a graph cuts based α-expansion algorithm [54]
is employed for the bilevel MRF model optimizing.

To find an optimal solution of the MRF model, a special local
search method is designed in α-expansion algorithm to segment
all α and non-α values with graph cuts [54]. The algorithm is
efficient in iterating through each possible label for α until it
converges. Owing to the property of α-expansion algorithm, the
inference of the MRF model can be effectively optimized.

The previous sections gave a description of key steps mod-
eling MRF classification process, including superpixel map
generation and definition of potential terms in the MRF model.
The whole BLC-MRF classification framework is described in
Algorithm 1.
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TABLE I
CLASSIFICATION ACCURACY (%), OA (%), AND KAPPA COEFFICIENT FOR QINGDAO AREA

The best results of OA and Kappa are highlighted in bold.

Algorithm 1: BLC-MRF Framework for HSR Image
Classification.
Input: Raw HSR image with pixels
X = {x1, x2, . . ., xN} ∈ RB×N , where B is the
dimension and x denotes the pixels. Training samples I
with class number K.

Output: Classified thematic map.
1: Begin.
2: Pixel level MRF classification. Computing the initial

classification result P (x) and further obtain the pixel
level classification result by using the pixel level MRF
model.

3: Superpixel map generation by using ERS algorithm.
Superpixels are denoted as S = {S1, S2, . . . , SM}
with M superpixels.

4: Superpixel level MRF classification. Using (10) to get
superpixel class probability. Using (11) (12) and (13)
to calculate the adjacent superpixels’ similarity. Using
(8) to model superpixel level classification.

5: Using α-expansion algorithm to obtain final
classification result.

6: End.

IV. EXPERIMENTAL RESULTS

In this section, to evaluate the classification performance of
BLC-MRF, we apply proposed method over three HSR image
datasets, including two HSR multispectral images1 and one HSR
hyperspectral image. The three test images are described as
follows.

The first experimental image was collected by QuickBird2
sensor in 2012 from Qingdao area in Shandong Province, China.
The image has four spectral bands and a spatial resolution of
2.4 m with a size of 400 × 400 pixels. The ground truth contains
six land cover classes and a total of 91 514 labeled pixels with
720 training samples, as shown in Table I. Fig. 4 gives an
overview of this image and the corresponding ground truth map.

The second experiment dataset was also collected by Quick-
Bird2 sensor in 2012 over Jiaozhou Bay in Shandong Province,
China. This image has the same basic information as first dataset.
The size of the image is 800 × 800 with 469 001 labeled
pixels. Fig. 5 presents the false-color image, as well as the

1https://www.researchgate.net/profile/Liang_Xiao10/publications.

Fig. 4. Qingdao area dataset. (a) RGB false-color image. (b) Ground truth
map.

Fig. 5. Jiaozhou Bay dataset. (a) RGB false-color image. (b) Ground truth
map.

corresponding ground truth map. Six land cover types are con-
sidered, as detailed in Table II.

The third HSR image Salinas Valley was collected by AVRIS
sensor over Salinas Valley, California with a spatial resolution
of 3.7 m by pixel. This image has 224 spectral bands with a
size of 512 × 217 pixels. The number of bands is reduced to
200 after 24 water absorption bands are removed. As detailed
in Table III, this dataset contains 54 129 labeled pixels and 720
training samples in 16 land cover classes. The overview image
and ground truth are displayed in Fig. 6.

The purpose of the experiment is to evaluate the classification
performance of BLC-MRF over three HSR datasets in compar-
ison with other classifiers. The classifiers used are described as
follows.

1) pixel level classifier: SVMCK classifier [6];
2) filtering-based classifiers: LBP with decision fusion clas-

sifier (LBP-DF) [14], multiple-feature-based adaptive
spare representation (MFASR) [55];

3) object-based classifiers: SVMMRF with object-oriented
voting (SVM-OO) [39];

4) MRF-based classifiers: SVM classifier with MRF
(SVMMRF)[34], superpixel level MRF classifier
(SuperMRF) [29], sparse MLR with weighted MRF
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TABLE II
CLASSIFICATION ACCURACY (%), OA (%), AND KAPPA COEFFICIENT FOR JIAOZHOU BAY

The best results of OA and Kappa are highlighted in bold.

TABLE III
CLASSIFICATION ACCURACY (%), OA (%), AND KAPPA COEFFICIENT FOR SALINAS VALLEY

The best results of OA and Kappa are highlighted in bold.

Fig. 6. Salinas Valley dataset. (a) RGB false-color image. (b) Ground
truth map.

(SMLR-WMRF) [31], detail preserving smoothing
classifier based on CRF (DPSCRF) [41];

5) deep learning methods: CNN [17] and SSRN[18].
The CNN model contains three convolutional layers with

a 5 × 5 × 128 convolutional kernels. The SSRN contains
five convolutional layers with 1 × 1 × 24 and 3 × 3 × 128

convolutional kernels for spectral and spatial domain, respec-
tively. In CNN and SSRN, the pixel samples have the size of
7 × 7 ×B for training and testing. The classification results
are obtained after 200 epochs. All relevant parameters of these
algorithms are set based on the reference papers.

A. Experimental Setup

In our proposed BLC-MRF, there are three vital parameters,
including tuning parameter α and β, and superpixel numberM .
In our experiments, α, β, and M are selected according to cross
validation. The parameter α in (2) controls the strength of pixel
level spatial contextual information andβ controls the superpixel
level contextual strength.M controls the number of superpixels
of each HSR image after segmentation. The selection of the
three parameters will be discussed in next experiments. In pixel
level, the SVMMRF is applied for initial classification. The
smooth parameter θa on three datasets are set to 1.2, 1.5, and 0.9,
respectively. The bin number T is set to 8. All the experiments
are conducted on a computer with 3.4 GHz CPU and 16 GB
random access memory.

The classification results are assessed by the overall accuracy
(OA), and kappa coefficient (κ). OA is computed by the ratio
between the correctly classified test pixels and the total number
of test pixels. The κ coefficient is computed by weighting
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Fig. 7. Sensitive analysis of parameter α and β for proposed method. (a) Qingdao area: 120 training pixels per class. (b) Jiaozhou Bay: 250 training pixels per
class. (c) Salinas: 30 training pixels per class.

Fig. 8. Classification accuracy from different number of superpixels. (a) Qingdao area. (b) Jiaozhou Bay. (c) Salinas Valley.

the measurement accuracies. The F index [56] is a summary
measurement that reflects the correspondence between boundary
map. In our experiment, F index is in a range of [0,1]. A
higher F index value indicates a better correspondence map with
the ground truth map. To ensure the fairness of experiments,
every experiment is conducted ten times with different training
samples.

B. Sensitivity Analysis of Parameters

To assess the effect of the tuning parameters α and β of the
proposed method, a sensitivity analysis of parameter α and β is
conducted on three HSR images, as shown in Fig. 7.

As displayed in Fig. 7, the sensitivity analysis is conducted
with parameters α and β varying in the preset range. Here, α is
chosen from the range of [0.5, 1, 1.5, . . . , 4.5] and β is varying
from 0.2 to 3.4. Two observations can be made from Fig. 7. The
first is that the OA of Salinas Valley changes significantly when
parameters α and β are varying. In contrast, the OA of Qingdao
area and Jiaozhou Bay changes slowly. This is mainly because
the Salinas Valley dataset has complicated land cover types and
a relatively small number of superpixels, making Salinas Valley
sensitive to parameter changes. The second observation is that
the OA value changes significantly when parameter β is varying,
meanwhile, OA varies slowly when α changes. This is because
that the superpixel level MRF model plays an important role in
the whole algorithm and the output of pixel level is a basic part
in the superpixel level. In this experiment, according to Fig. 7,

to achieve the optimal classification performance, α and β are,
respectively, set to 3 and 2.6 for Qingdao area, 2.5 and 3.4 for
Jiaozhou Bay and 2.5 and 1.4 for Salinas Valley.

The influence of the number of superpixels M on classification
accuracy is also investigated. As shown in Fig. 8, we can see the
OA values obtained from BLC-MRF on three HSR datasets. It is
obvious that the classification accuracies have a climbing trend
when the number of superpixel is increasing. After reaching the
highest point, the OA starts to drop slowly. This phenomenon is
more evident on Salinas Valley dataset. From Fig. 8, it can be
seen that the proposed method achieves the satisfactory classifi-
cation performance when the superpixel number is around 1000
for Qingdao area, 4000 for Jiaozhou Bay and 120 for Salinas
Valley, respectively.

C. Analysis of the Integration of Superpixel Level MRF

In this section, to validate the necessity of integration super-
pixel level MRF, we first compare the results of BLC-MRF with
and without the superpixel level MRF processing. In the BLC-
MRF without superpixel MRF circumstance, the superpixels are
classified only with the probability estimation. Fig. 9 shows the
outputs of BLC-MRF with and without superpixel level MRF.
The visual improvements in the classification performance can
be seen in Fig. 9. Through the integration of superpixel level
MRF, some misclassified superpixels can be corrected. Mean-
while, the object boundaries can be preserved as superpixels can
help suppress outliers in the boundary areas.
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Fig. 9. Comparison with the results of BLC-MRF with and without superpixel
level MRF on Salinas Valley dataset. The red lines draw the object boundaries
of different land cover areas. (a) Classification result of BLC-MRF without
superpixel level MRF. (b) Boundary map of BLC-MRF without superpixel
level MRF on RGB false-color image. (c) Classification result of BLC-MRF.
(d) Boundary map of BLC-MRF on RGB false-color image.

Fig. 10. F index on three HSR datasets.

To further validate the preserving boundaries ability of su-
perpixel level MRF, we compare the output of the proposed
BLC-MRF and some superpixel integrated methods (SVM-OO,
SuperMRF) and SSRN. We calculate the F index on three HSR
images, as shown in Fig. 10. As we can see, the proposed method
exhibits the best performance with respect to the considered F
index. In Salinas dataset, the BLC-MRF achieves the highest F
index value (up to 0.99), indicating that the object boundaries
of Salinas Valley is well preserved. Through the integration of
superpixel level MRF, we can obtain more accurate classification
performance and complete objects.

Apart from the boundary preserving ability, we also compare
the energy minimization process of superpixel levevl MRF in
BLC-MRF with the SuperMRF method [29]. In SuperMRF, the
unary energy term is constructed with majority voting strategy
and the pairwise term is constructed by measuring the difference
of mean spectrum of superpixels. Theα-expansion optimization
method is also applied in SuperMRF. Therefore, it is reasonable
to record and compare the energy minimization process of both
superpixel level MRF models. Figs. 11 and 12 display the energy
minimization curves of both superpixel level MRF methods. As
we can see, the proposed BLC-MRF achieves a lower energy
cost, indicating that the constructed energy terms in BLC-
MRF are suitable for improving the HSR image classification
performance.

Fig. 11. Energy minimization curve of superpixel level MRF of BLC-MRF
and superMRF over Qingdao area.

Fig. 12. Energy minimization curve of superpixel level MRF of BLC-MRF
and SuperMRF over Jiaozhou Bay and Salinas Valley.

D. Classification Results

Fig. 13 depicts the OA results as a function of the number of
training pixels on three datasets. For comparison, we also show
the OA of some other classifiers in experiment. From Fig. 13, we
can find that OA of most classification methods shows a climbing
trend with the training samples increasing. For the classifiers
integrated MRF models (SuperMRF, SMLR-WMRF, DSPMRF,
and proposed method), the OA is higher than other classifiers
in most cases, indicating the importance of integrating spectral–
spatial information.

In this experiment, we also compare the classification per-
formance of BLC-MRF with two deep learning based methods
(CNN and SSRN). As shown in Fig. 13, both methods (CNN
and SSRN) show a significant increase in OA with the number
of training samples increasing. However, as a large number of
neurons need to be trained, a deep neural network is usually
difficult to construct in the case of a very small-size of training
samples [16]. In contrast, owing to the property of superpixels
and MRF, the classification mistakes can be suppressed when
few samples are available. Therefore, from Fig. 13, it can be
seen that the OA of CNN and SSRN is slightly lower than
BLC-MRF when the training pixels are very few (only about
0.3% to 0.8%). On the other hand, with the number of training
samples increasing, the deep learning based methods start to
show their efficiency. In Fig. 13(a) and (b), we can observe that
the OA of SSRN begins to exceed BLC-MRF when the number
of training samples is larger than 180 and 300. In general, our
proposed method achieves fine classification accuracy on three
data sets, which indicates the effectiveness of our proposed
bilevel MRF framework.
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Fig. 13. Impact of the number of training samples. (a) Qingdao area. (b) Jiaozhou Bay. (c) Salinas Valley.

Fig. 14. Classification results on Qingdao area dataset. (a) Ground truth. (b) SVMCK. (c) LBP-DF. (d) MFASR. (e) SVM-OO. (f) SVMMRF. (g) SuperMRF.
(h) SMLR-WMRF. (i) DPSCRF. (j) CNN. (k) SSRN. (l) Proposed BLC-MRF.

Tables I to III show the classification accuracy per class, OA
and kappa coefficient using different classification methods. To
evaluate the classification performance on a small number of
training samples, the number of training data on three datasets
are set to 120, 260, and 30 per class, respectively. The pro-
portion of training sample on three datasets are 0.78%, 0.32%,
and 0.88%. From Table I to III, it can be seen that classifiers
integrating spatial contextual information show a great improve-
ment over traditional pixelwise classifiers in classification accu-
racy. In particular, methods that integrate superpixel processing
(SVM-OO, SuperMRF, and BLC-MRF) obtain better OA than
traditional classifiers, indicating that superpixel generation has
a positive effect on HSR image classification. It can also be

observed that most methods obtain promising accuracies (up
to 100%) on Salinas Valley dataset even though the training
samples is only 30 per class. In contrast, the accuracies of
methods on the other two datasets are close and lower than that on
Salinas Valley. Finally, it can be seen that the proposed method
achieves the highest accuracy.

Figs. 14–16 illustrate the reference map and the classifica-
tion maps of the classifiers listed in Tables I–III. The num-
ber of training samples is the same as Tables I–III. From the
classification maps, we can observe that the pixelwise classi-
fier generated maps (SVMCK) are strongly affected by spec-
tral noise, which leads to a poor classification performance.
For the filtering-based classifiers (MFASR and LBP-DF), the
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Fig. 15. Classification results on Jiaozhou Bay dataset. (a) Ground truth. (b) SVMCK. (c) LBP-DF. (d) MFASR. (e) SVM-OO. (f) SVMMRF. (g) SuperMRF.
(h) SMLR-WMRF. (i) DPSCRF. (j) CNN. (k) SSRN. (l) Proposed BLC-MRF.

Fig. 16. Classification results on Salinas Valley dataset. a) Ground truth. (b) SVMCK. (c) LBP-DF. (d) MFASR. (e) SVM-OO. (f) SVMMRF. (g) SuperMRF.
(h) SMLR-WMRF. (i) DPSCRF. (j) CNN. (k) SSRN. (l) Proposed BLC-MRF.
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classification maps are improved significantly. For the classifiers
integrated MRF models (SuperMRF, SMLR-WMRF, DSPCRF,
and proposed method), these methods have a good effect on
edges while the classification performance is poor at small
regions. CNN and SSRN use the deep convolutional network
to combine spectral and spatial information and show a good
performance on HSR image classification, Moreover, it is ob-
vious that the obtained map of the proposed method achieves
best classification performance. It is worth mentioning that the
proportion of training samples of Jiaozhou Bay dataset is the
smallest (around 0.3%). Even though the number of training
samples is small, the classification performance of BLC-MRF
is still satisfactory.

V. CONCLUSION

In this article, a novel bilevel contextual MRF classification
framework, named BLC-MRF, is proposed for HSR image
classification. In BLC-MRF, two kinds of contextual cues, in-
cluding pixel and superpixel level contextual information, are
incorporated into the MRF model. In the pixel level, SVMMRF
is applied to obtain initial pixel level classification result. In
the superpixel level, ERS algorithm is first used for superpixel
map generation. Then, two potential terms are constructed for
the contextual MRF model. On the one hand, an improved
superpixel probability estimation is proposed for unary potential
computation. On the other hand, we propose to utilize superpixel
spectral histogram distance to establish a new pairwise potential
term. The final classification result is achieved by an MRF
optimization algorithm. By exploiting the pixel and superpixel
level contextual information, noise and outliers are suppressed
and object boundaries are preserved; thus, the positive impact
of BLC-MRF framework can be ensured.

We have illustrated the superiority of our proposed method
on three HSR datasets in comparison with some other classifi-
cation approaches. The experimental results demonstrate that
our proposed method also provides promising classification
performance with a small number of training samples. In the
future work, we will focus on integrating superpixel and ma-
chine learning models to further exploit HSR image feature for
classification.
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