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Road Extraction From High-Resolution Satellite
Images Based on Multiple Descriptors

Jiguang Dai, Tingting Zhu , Yang Wang, Rongchen Ma, and Xinxin Fang

Abstract—Geometry and texture noise make it difficult to ac-
curately describe road image rules, which leads to the low degree
of automation of traditional template matching algorithms based
on internal texture homogenization. We propose a semi-automatic
road extraction method based on multiple descriptors to improve
the degree of automation while ensuring the accuracy of road
extraction. This method aims to address the problems of incom-
plete road image geometric information and poor homogeneity
of internal road texture. The multiscale line segment orientation
histogram model and sector descriptor are established. Road points
are tracked by interpolation and extension, and postprocessing
is used to fit the tracking points and extract the road routes.
In this article, high-resolution remote sensing images of differ-
ent types, different resolutions, and different scenes are selected,
and the roads exhibit curvatures, vehicle and shadow occlusions,
roundabouts, and variational features. Experiments show that for
roads with a certain width, completeness, and correctness of the
method are more than 98%. Additionally, as compared with other
algorithms, the interactive human intervention of this method is
reduced by more than 2/3.

Index Terms—Line segments, multiscale analysis, multiscale
line segment orientation histogram (MLSOH), road centerline
extraction, sector descriptor.

I. INTRODUCTION

IN RECENT years, road extraction from remote sensing
images has gradually become the main way to update road

information [1]–[4]. Scholars in related fields have studied road
extraction, including road area extraction [5] and road centerline
extraction [6], [7]. Road area extraction is mainly based on
segmentation, classification, and postprocessing. Typical seg-
mentation methods include fuzzy C-means [8], graph-based
algorithms [9], edge-based algorithms [10], threshold segmenta-
tion [11], and multiscale segmentation [12], [13]. Classification
methods are based on color and shape information [14], shape
and spectral features [15], pixel information [16], and contex-
tual information [17]. Postprocessing usually uses mathematical
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morphology, template matching methods [8], [18]–[20], or ten-
sor voting [12] to optimize road extraction results. For example,
Maboudi et al. [12] used a multiscale model combining color and
shape information to segment images and structural, spectral,
and texture features to classify segmentation units, and they
connected road fracture zones using the tensor voting method.
The classical object-oriented method has been applied in this
kind of method in the eCognition software, and it has achieved
a better road extraction effect in regions with little spectral
texture distortion. However, since segmentation, classification,
and postprocessing are usually performed in order, when local
deformation leads to oversegmentation or undersegmentation,
the lack of an effective feedback mechanism will inevitably lead
to the misjudgment of the segmentation unit, thus reducing the
accuracy of road extraction.

The road centerline extraction method focuses on the detec-
tion of the road skeleton, and two different methods are usually
adopted: thinning and tracking. The thinning operation is carried
out on the extracted road area [21]; interested readers can find
the details of the algorithm in [15], [22], and [23]. The template
matching algorithm is a typical road tracking method, and it
requires to input initial information artificially and set matching
rules. The local image information matches the formulated
rules, and the objects are recognized. Accordingly, templates
can generally be divided into regular and variable templates,
among them

1) regular template: Classical templates include the profile
template [24], [25], the rectangular template [26], the T-shaped
template [27], and the circular template [28]. For example,
Zhang et al. [26] manually input three points on both sides of
the road, constructed a rectangular template and input direction
parameters, selected the grey difference and Euclidean distance
as similarity measures, determined the optimal tracking point,
and extracted the road using an iterative method. This method
has the advantage of high precision in road extraction, but it
requires a high degree of manual participation under geometric
and texture interference;

2) variable template: The commonly used models include the
dynamic contour model [29], [30] and the level set model [31],
[32]. For example, Nakaguro et al. [30] used the level set method
to segment remote sensing images. The second-order moment
is calculated, and the road networks are extracted using prior
information about the geometric shape. This kind of method
can overcome poor homogeneity in the level set method to
segment remote sensing images. The second-order moment is
calculated, and the road networks are extracted using prior
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Fig. 1. Flowchart of the proposed method, which consists of (a) preprocessing, (b) matching and tracking processes, and (c) postprocessing.

information about the geometric shape. This kind of method
can overcome poor homogeneity in the road interior; however,
the initial artificial input points have a great influence on the final
road extraction results, and there are many problems such as a
large number of artificial input points and complex calculations.

Compared with the first type of road area extraction method,
the existing template matching method has high road extraction
accuracy, and it has been applied in commercial software such as
Erdas EasyTrace, Feature Analyst, and Easy Feature. However,
as the road extraction method focuses on matching and tracking
between local roads, local object occlusion, radiation difference,
imaging blur, and other road image interference problems often
require more interactive human intervention manual participa-
tion, which will lead to a decline in the degree of automation of
road extraction. Therefore, improving the level of automation
while ensuring the accuracy of road extraction is a difficult task
when developing road template matching methods, and this task
has been a key factor restricting the progress of template match-
ing methods in recent years. Therefore, to solve this problem,
this article proposes a high-resolution remote sensing image road
extraction method combined with multiple descriptors, and it is
designed as follows.

1) In the seed point input stage, to reduce the manual input
of road width information, we adaptively correct the arti-
ficial input points and extract the road width information
according to the texture homogeneity of the road interior.

2) In the road direction prediction stage, under incomplete
road image geometric information, according to the princi-
ple that the edge direction of a motor vehicle, building, iso-
lation zone, or traffic indication line in a road buffer zone

is close to the road direction, a multiscale line segment
orientation histogram descriptor (MLSOH) is proposed to
determine the road tracking direction.

3) In the confirmation of road tracking points stage, to ad-
dress the poor homogeneity of the road image internal
texture caused by ground object interference, according
to the idea that the texture difference between the road
surface area and the road/nonroad mixed area is large, a
sector descriptor is constructed to verify the road direction
and determine the best road tracking point.

4) In the postprocessing stage, to handle low-precision track
points, the least squares method is used to optimize the
road points and extract the road centerline.

II. METHODS

A flowchart of the proposed method is depicted in Fig. 1,
which shows three main stages of the proposed method: (a)
preprocessing, (b) matching and tracking processes, and (c)
postprocessing. Preprocessing consists of two major steps: 1)
line segment extraction (see Fig. 1A0) and 2) L0 smooth filtering.
The steps in the process of road-point tracking are as follows.
First, the starting point and end point of the road are input
(see Fig. 1A1), and the adaptive road parameter acquisition
model is used to obtain the coordinates of the road center point
and the radius of the road (see Fig. 1A2). Second, the road
direction is determined according to MLSOH descriptor (see
Fig. 1A3), and the sector descriptor is used to verify the road
direction and determine the best road points (see Fig. 1A4).
Finally, the matching and tracking of road points is completed
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Fig. 2. Line extraction result. (a) Input image. (b) Result of line extraction.

by iterative interpolation. In the postprocessing step, the least
squares principle is used to optimize the road points and obtain
the centerline of the road (see Fig. 1A5).

A. Preprocessing

In this article, preprocessing consists of two steps: extracting
line segments based on the original image to ensure the accuracy
of the information [the results are shown in Fig. 1(A0)] and
filtering the image with L0 smoothing to improve the homo-
geneity of the pixels inside the road and enhance the differ-
ence between road and nonroad features. However, although
the filtering process can filter out noise and improve the pixel
homogeneity of the road, the structural information of the road is
weakened. Therefore, the two preprocessing steps in this article
are independent of each other.

1) Line Segment Extraction: Filtering usually leads to edge
blurring. Therefore, based on the original image, this article
directly uses the method proposed by Dai et al. to extract
straight line segments [38]. The linear segment is selected mainly
because of its strong direction and length information, which can
help to interpret the structural information of the road area. First,
for this method, a complete refinement algorithm targeting the
Canny edge map was presented. Second, an improved chain
code tracking method was proposed, and the key algorithm
steps are as follows: the start points of the chain code are
detected; the main dynamic directions are set up to determine
the tracking direction of the chain code; the edge points inside
the eight neighborhoods are tracked (or the edge points outside
the eight neighborhoods are tracked if there are no edge points
inside the eight neighborhoods); linear analysis is employed to
perform dynamic constraints on the chain code; and linear fitting
and phase marshaling validation are applied after chain code
tracking (straight lines are output when conditions are satisfied;
otherwise, the start point of the chain code should be reset to
extract straight lines).

As shown in Fig. 2(b), at the edge of the road, the line segment
extracted from the centerline of the road and parts of the shadows
of some buildings have the same or similar directions, which
makes it possible to track the road based on the line segments. In
the following section, the MLSOH descriptor is created based on
seed point information and line segment information (direction,
length, and topological information).

2) L0 Smoothing: In high-resolution remote sensing images,
a main road has uneven surface brightness. For example, with
a ground sampling distance (GSD) of less than 1 m (the GSD

Fig. 3. L0 smoothing result. (a) Input image. (b) Result of filtering.

of Fig. 3 is 0.8 m), zebra crossings, vehicles, and many other
small details are visible [see Fig. 3(a)]. These factors increase
the complexity of pavement texture analysis. In this article, L0

smooth filtering [34] is used to eliminate unimportant details by
removing small nonzero gradients, which enhance the saliency
of the image to preserve the road boundary information.

As shown in Fig. 3(b), the noise and zebra crossing were
removed, and the pavement texture exhibited homogeneity. The
contrast between the road surface and the surrounding environ-
ment was also enhanced, and the road edge information was well
preserved.

B. Matching and Tracking Process

We propose a multidescription road extraction model. First,
the road width and center point information are obtained by an
adaptive road parameter acquisition model (see Fig. 1A2). Sec-
ond, MLSOH descriptors are established to predict the direction
of road tracking (see Fig. 1A3). Third, the road tracking points
are extracted by sector descriptors (see Fig. 1A4). Finally, road
tracking is completed through interpolation and extension.

1) Adaptive Road Parameter Acquisition Model: Seed points
are the basic initial information extracted from roads. As shown
in Fig. 1A1, using manual input seed points, we can obtain the
position and width information of road center points, and these
seed points also serve as a reference for template matching.
Therefore, selecting seed points on a road section with clear
edges but without vehicle and shadow effects is necessary. To au-
tomatically obtain accurate road width and texture information,
while inputting seed points, the artificial input points cannot be
accurately located in the center of the road due to the limitation
of subjective factors. Thus, in this article, the gradient constraint
is used to modify the seed points [35] to obtain the position of
the road center and the road width. The specific steps are as
follows.

1) Create a circular template with a radius of one pixel
centered on the input point.
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Fig. 4. Seed point fitting diagram.

2) Automatically search for the eight neighborhood pixels of
the input points and take each pixel as the center to create
a circular template with the same size as that in 1).

3) Compare the sums of the morphological gradients in each
template and take the smallest gradient value as the most
suitable template for this radius.

4) Estimate whether the sum of the gradients in the most
suitable template exceeds the gradient threshold (μ); if
not, then the radius (in pixels) of the circular template is
increased, and , 2) and 3) are repeated until the gradient
threshold is exceeded. The final template is the size of the
standard template, the center point of the template is taken
as the road center point, and the diameter of the circular
template is taken as the width of the road.

Fig. 4 shows the adaptive extraction process of road parame-
ters; the result is shown in Fig. 1(A2). The red point is the final
standard template, the green line is the radius of the road, and
the red point is the corrected center point of the road.

2) Establishment of the MLSOH Descriptor:
a) Analysis of the descriptor parameter: In actual scenes,

local roads have typical directionality, which can be reflected
only from the direction of the edge lines on both sides of
the road in low-resolution remote sensing images. However, in
high-resolution remote sensing images, this directivity can be
reflected from the edges of relevant ground objects in multiple
regions. First, inside the road, the road markings, edges of mov-
ing motor vehicles, isolation zones, and edges of the shadows
of flat-top buildings have a direction that is the same or similar
to road; second, at the edge of the road, the rule tree, edges of
parked vehicles, and edges of adjacent buildings all have the
same direction as the road; finally, near the road, the edges of
buildings usually have directions similar to that of the road. In
the process of template matching design, this article attempts
to introduce this rule into the process of determining the road
tracking direction, and it interprets the road direction by taking
advantage of the idea that the edge direction of a variety of
ground objects is the same as the road direction.

Edge information includes edge points and edge lines [36].
Edge points are discrete information, their regularity is difficult
to express, and noise interference is relatively severe. Edge lines
are sets of edge points that conform to a certain regularity that
has directionality, and they are less disturbed by noise. As shown
in Fig. 5, this article establishes a rectangular search area with
two times the width of the road as the side length, and the

Fig. 5. Rectangular search area diagram. (a) Half-sheltered road. (b) Fully
sheltered road. (c) Road with many vehicles. Q1: Enlarged view of the corre-
sponding region. Q2: Histogram of the gradient directions. Q3: Results of line
segment extraction. Q4: Histogram of the line segment directions.

semi-occlusion section [see Fig. 5(a)], the full occlusion section
[see Fig. 5(b)] and the multivehicle section [see Fig. 5(c)] are
selected to conduct statistics on image edge points and edge
lines. Images Q1–Q4 show enlargements of the corresponding
regions, histograms of the gradient directions, the results of line
segment extraction, and histograms of line segment directions
(Statistical angles range from 0° to 180°, and this range is divided
into 12 equal parts of 15°; each 15° is treated as an angle band).
It can be seen from Q2 in Fig. 5 that the gradient direction of
the pixel cannot represent the direction of the road due to the
influence of noise, and the peak value is significantly different
from the road direction. In contrast, in Q4 in Fig. 5, in the
semi-occluded road and the multivehicle section, the peak of the
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Fig. 6. MLSOH descriptor. (a) Line segment pyramid building diagram.
(b) Enlarged view of the rectangular search area of each pyramid. (c) Line
segment orientation histogram

histogram in the line direction is consistent with the direction of
the road.

b) Principle of the MLSOH descriptor: In this article, the
multiscale pyramid method is used to determine the direction of
the road. By using this method, when the size of the rectangu-
lar search area remains unchanged, with the change in spatial
scale, the accuracy of line segment’s ability to express structural
information can be improved, and the problem of increasing
complexity caused by the expansion of search scope can be
overcome. The MLSOH descriptor is established as follows.

1) A line segment pyramid is constructed. The coordinates
of the end point of line segments (0 level), which detected
by the original image, are mapped to level 1 and level 2
such that reductions of 1/2 and 1/4, respectively.

2) On level 0, a rectangular search area is established with
two times the width of the road as the side length; the
center points of the search area are reduced by 1/2 and
1/4, respectively, and large rectangular search areas of the
same size as level 0 are established at the corresponding
positions on levels 1 and 2.

3) The total lengths of the line segments in each direction
in each search area are counted separately, and the di-
rection histogram of the line segment is established. The
transverse axes are grouped by the direction of the line
segments; the scale unit is 15°, and the angle range is
0°–180°. The vertical axis is the cumulative value of the
length of the line segment, and the unit is the pixel.

4) The road direction is determined according to the peak
information of the line segment histogram.

In this article, the pyramid has three levels because the ex-
perimental analysis shows that the top level of the three-level
pyramid is eight times the actual width of the road, which is
enough to represent the road neighborhood. If the number of
levels is expanded, the other edges of the non-road area will be
easily highlighted, which is not conducive to the prediction of the
direction of the road. As shown in Fig. 6, the tracking direction
is from right to left. In the location of the search area in the
figure, some roads are blocked by the shadow of the building
and there is considerable noise on the road boundary; thus, road
boundaries provide little line information. However, the shadow

Fig. 7. Sector descriptor.

boundary, which is usually regarded as noise, is consistent with
the direction of the road boundary. The MLSOH descriptor
complements the road boundary information by capturing such
information so that the correct road direction can be obtained at
level 0. Comparing the histograms of the line segments of level 1
and 2, we can see that the road direction is still at the peak, which
fully indicates the stability of the line direction histogram. Thus,
formula (1) will be satisfied, and the corresponding direction can
be determined

Heap_f ≥ λ ×Heap_s. (1)

In formula, Heap_f is the maximum value in the line segment
histogram in pixels. Heap_s is the subpeak in the line segment
histogram in pixels; λ is a proportional factor.

The introduction of the multiscale based on the MLSOH
descriptor can ensure the stability of the road direction in regions
with complex linear features and small shadow occlusions.

3) Sector Descriptor: Although the MLSOH descriptor can
determine the direction of a road, the road direction determined
by the descriptor is calculated based on 15° increments. Thus,
the direction may have a slight deviation, and when the road
conditions are complicated (detours, intersections, and round-
abouts), the accuracy of direction prediction is insufficient.
Therefore, according to the homogeneity of the road interior
texture and the difference between road and nonroad features,
a sector descriptor is constructed by combining seven triangles
(see Fig. 7). The steps for constructing a sector descriptor are
listed as follows.

1) With the current tracking point as the center, the road width
as the bottom, the point P as the vertex, and the OP as the
centerline, an isosceles triangle is established along the
road direction. The distance S between O and P is 3 times
the road radius.

2) The triangle is rotated around the center O by±15°,±30°,
and ±45° to obtain six triangles.

3) In this article, the mean gray level (Grayaverage (i)), the
sum of the gradients (Gradsum(i)), and the position angle
(θi) in each triangle are used as statistical units. The
range of i is 0–6 for each triangle from top to bottom,
respectively. θi is the angle between the vertex of each
triangle and O.

The reason why s is set to three times the road radius and the
rotation angle is set to 15° is to ensure that at least two triangles
are on the road when the road radius is greater than or equal to
3 pixels, increasing the stability of the algorithm.
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Fig. 8. Tracking process diagram.

4) Tracking Mode: Taking the seed point as a starting point,
the road seed point is tracked by an iterative method, which
is a common way for the template matching to extract road
seed points. Commonly used tracking methods include iterative
interpolation methods [37] and bidirectional iteration methods
[38]. The bidirectional iterative tracking method needs to de-
termine only the two adjacent points, which is convenient and
fast. However, it is difficult to effectively control the tracking
direction during tracking, and thus, road extraction errors can
easily occur. Therefore, the iterative interpolation method is
selected for matching tracking, and the regions from the starting
point and the ending point of the road to the middle of the road
are traced simultaneously. As shown in Fig. 8, PS is the starting
point, PE is the ending point, O is the current tracking point
in the starting direction, and Pend is the current tracking point
in the ending direction. In the tracking process, the matching
process of different descriptors is as follows.

1) The MLSOH descriptor is used to determine the direction
of the road. In general, MLSOH can directly determine
the road direction by using the peak value. When com-
plex road image features such as blurred images, trees,
buildings, and shadows lead to line breakage or make the
line direction deviate from or be perpendicular to the road
direction, double-peak, multipeak, and no-value phenom-
ena can occur, as shown in the histogram of the direction
of the line segment constructed according to the level 0
pyramid. For double-peak and multipeak phenomena, if
the main peak of the histogram satisfies the formula (3),
it is the road direction. Otherwise, the subpeak is judged.
When the peak of the line segment in the 0- level histogram
is not prominent, we analyze level 1 and level 2 in turn

θ = average (θSi−5
: θSi

) (2)

abs(ϕ− θ) ≤ α. (3)

In formula (2), θsi−5: θsi represents the angle of the nearest
six tracking points (θsi is the angle between PSi and point
PSi−1) in the starting point direction, and θ is the average angle
of the six tracking points. In formula (3), ϕ is the histogram
peak value, and α is the angle threshold. For this formula, the
angle of a tracking point with a longer distance has less reference
significance to the current position, while the adjacent seed point
has more guiding significance to the current tracking direction.

2) The sector descriptor is used to verify the road direction
and determine the best road point. First, the difference
between θreference and θi is calculated, and the two trian-
gles with the largest difference are deleted. θreference is

the angle between the origin O and Pend (see Fig. 8). The
three triangles with the largest Gradsum and the largest
difference from the Grayaverage of the known points are
removed; thus, two stable triangles can be obtained. Gen-
erally, a point on the road is significantly different from
at least one side of the road in terms of grey level, and
the point satisfying this condition is the best road point. If
both points satisfy this condition, the point with the smaller
difference between θreference and θi is the best road point.
The optimal road point is calibrated to the center of the
road by the adaptive road parameter acquisition model,
and the tracking point is obtained.

3) Steps 1 and 2 are repeated until the distance between the
nearest tracking points in the starting and ending directions
is less than the distance threshold D is; then, tracking ends.

4) The road points are extended. Due to the selection of
seed points and the requirements of MLSOH descriptor
creation, the seed points in the image are not at the end of
the road. Therefore, it is necessary to use the same road
point tracking method to trace the road points back to the
start and end points until the image boundary or road end
point is reached.

C. Postprocessing

Due to the complexity of the road and the noise during image
processing, error extraction is inevitable during road extraction.
Thus, as shown in Fig. 1A5, postprocessing is used to eliminate
the effects of misinterpreted points.

At present, there are many curve fitting algorithms, among
which the cubic spline curve algorithm and the least squares
fitting method are commonly used. The spline curve algorithm
is an interpolation algorithm that requires the curve to pass
through all control points. The least squares method searches
for the function corresponding to the minimum of the sum of
squared errors and does not require the curve to pass through
all control points. Since the purpose of postprocessing is to
reduce or eliminate the influence of incorrect points on the total
experimental results using correctly extracted road points, the
road presents a relatively stable effect (as a whole, not just
locally) and does not strictly require the curve to pass through
all control points. Therefore, this article adopts the least squares
(polynomial) fitting method to process the experimental results.

In the least squares method, according to the m given points,
the approximate curve y= f(x) of the curve y=ϕ(x) is employed.
The specific algorithm is expressed as follows:

y = a0 + a1x+ · · ·+ akx
k. (4)

The sum of the distance from each point to this curve, that is,
the sum of the squared deviations (R2), is expressed as follows:

R2 =

n∑

i=1

[
yi −

(
a0 + a1x1 + · · ·+ akx

k
i

)]2
. (5)

In (5), k refers to the highest order of polynomial. To obtain the
a value that satisfies the condition, the partial derivative of ai on
the right-hand side of the equation is determined and represented
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Fig. 9. Fitting parameter selection. (a) First interface enlargement of two sets
of seed points. (b) Overall result. (c) Second interface enlargement of two sets
of seed points. S: Results of road point selection. F1: Fitting results for road
points at k = 7. F2: Fitting results for road points at k = 9. F3: Fitting results for
road points at k = 11. F4: Fitting results for road points by a cubic spline curve.

in the form of matrix a. The following matrix can be obtained:
⎡

⎢⎢⎢⎢⎢⎢⎢⎣

n
∑n

i=1 xi · · · ∑n
i=1 xi

k

∑n
i=1 xi

∑n
i=1 xi

2 · · · ∑n
i=1 xi

k+1

...
...

. . .
...

∑n
i=1 xi

k
∑n

i=1 xi
k+1 · · · ∑n

i=1 xi
2k

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

a0

a1

...

an

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

∑n
i=1 yi

∑n
i=1 xiyi

...
∑n

i=1 xi
kyi

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

With the reduction of this matrix, the following matrix can be
obtained:

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

1 x1 · · · x1
k

1 x2 · · · x2
k

...
...

. . . · · ·
1 xn · · · xn

k

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

a0

a1

...

ak

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

y1

y2

...

yn

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

That is, X ∗ A = Y; then, A = (X ′ ∗X)−1 ∗ X ′ ∗ Y , and we
obtain the coefficient matrix A and the fitting curve.

Considering detours and roundabouts, we grouped the road
points of a road; a group consisted of 40 points (if the last group
of road points was less than or equal to 20, then these points
were classified into the previous group; otherwise, the points
were separately grouped).

F4 in Fig. 9 shows that the results of the spline curve are closest
to the control point and have strong stability, but this algorithm
does not play a role in reducing the error at the control point; in

addition, the local smoothing effect of this algorithm is the best,
but in a larger range, the results still show a bending state; thus,
this algorithm cannot achieve the purpose of the postprocessing
steps in this article. According to the formula of polynomial
fitting, in theory, the greater the number of polynomial terms,
the more accurate the result. However, for high accuracy, the
number of calculations is large. Additionally, (F3) in Fig. 9(a)
shows that when k=11, the “Runge phenomenon” occurs. When
k = 7 or k = 9, the fitting effect connections among road points
of different groups are good, and the results are in line with the
seed point when the order of the polynomial k = 9.

III. EXPERIMENTAL RESULTS AND ANALYSIS

To verify the effectiveness of the method, an extensive exper-
iment was conducted on urban and rural road extraction using
four sets of data, including two GF2 satellite images and two
Pleiades satellite images. Spectral information was not used in
the experiments, and all images were panchromatic images. All
data underwent radiation correction without georeferencing and
geometrical correction.

A. Experimental Setup

1) Parameter Settings: The template matching method is a
solution to the local road self-similar problem, that is, the best
match between the existing road area and the predicted road
area is obtained. Therefore, although the geometric and texture
features of different roads or different sections of the same road
will change greatly, there is great similarity among the geometric
textures of local roads. Therefore, locally, experimental param-
eters are set according to the robustness, and globally, these
parameters have fixed values.

The proposed algorithm needs four parameters, including
gradient threshold μ in the road parameter adaptive extraction
model, proportional factor λ in the MLSOH descriptor, angle
threshold α and distance threshold D is in the tracking process.

1) For μ, the texture inside the filtered image pavement has
high homogeneity, and the mutation of the gradient is
the road boundary. After many experiments, when the μ
value is in the range from 100 to 1000, and the results are
not significantly different; considering fault tolerance and
accuracy, the μ value is set to 400 in this article.

2) For the peak statistical proportional factor λ, because
the MLSOH descriptor mainly shows the relationship
between the peak value of the line segment and the direc-
tion of the road in the region, to highlight the directivity
of the edge, the threshold λ is set to 1.5 through many
experiments.

3) For the angle threshold α, there is a linear feature in the
local area of the road, and the angle changes slightly. Even
in a large curved area, the corner of the road within two
times the road radius will not exceed 30°; thus, α is set to
30 in this article.

4) For the distance threshold D is, since the widths of differ-
ent roads are inconsistent; it is set to four times the road
radius in this article.
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2) Evaluation Metrics: Wiedemann et al.’s [39], [40] quality
evaluation method is selected to evaluate the experimental re-
sults. The completeness ratio, correctness ratio, and root mean
square (RMS) are selected to evaluate the road extraction results.
The formulas for these three indicators are presented as follows.

Completeness is the ratio of the total length of the extracted
road to the total length of the actual road in an image

Completeness =
D

D +N
. (8)

Correctness is the ratio of the correct extracted road length to
the extracted total length

Correctness =
D

D + E
. (9)

The RMS, which measures the geometric quality of the de-
tected centerlines, is defined by the following equation:

RMS =

√∑n
i=1 d

2

n
. (10)

In the equations, D represents the actual length of the road in
the image, N is the length of the reference centerline that was
not detected by the algorithm and E is the length of the segments
that were classified as the centerline but are errors.

Based on quality evaluation, to demonstrate the automation
advantages of our proposed method, we select the interactive
human intervention degree, i.e., the number of manual input
points, as the evaluation index, and the smaller the quantity, the
better the automation degree.

3) Compared Methods: To verify the performance, the pro-
posed method is compared with three related methods: the
IMAGINE EasyTrace module in ERDAS9.2 (a remote sensing
image processing system developed by Intergraph Company,
USA), the object-oriented module in eCognition (intelligent
image analysis software developed by Definiens Imaging Com-
pany, Germany) and the T-shaped template matching method
proposed by Lin [27]. The EasyTrace module requires seed
points to be manually input and define and specific features
or targets to be specified by tracking the elements between
some points. Then, the digitization of ground objects between
other points can be completed automatically through the match-
ing degree between ground objects and features or targets,
which is a relatively mature template matching algorithm. The
object-oriented module in eCognition is a typical object-oriented
method that considers a series of factors such as spectral statis-
tical features, shape, size, texture, and aspect ratio and com-
pletes road extraction through a segmentation and classification
sequence. The T-shaped template combines the advantages of
profile matching and template matching, uses the angular texture
feature to accurately locate the initial road point, accurately
measures the road width and the forward direction of the road,
and uses least squares matching to obtain the optimal road point.
It is a typical semi-automatic road extraction algorithm.

B. Results

1) GF2 Satellite Image Data: Experiment one: The data
cover large urban areas, and the images are 2000 ∗ 2000 pixels

in size with a spatial resolution of 0.8 m per pixel. The road
images are complex, the difference between the road surface and
the background is not prominent, the surfaces of many roads are
blocked by the shadows of buildings and trees, and the shadows
on some road sections cover the entire road surface.

Fig. 10(b)–(d) show the effects of different descriptors on the
results. As shown in Fig. 10(b), a single MLSOH descriptor
can obtain good experimental results in areas with strong road
structure information. However, in the weak edge area disturbed
by trees and vehicles, the linear information is not prominent
enough, which leads to the tracking point deviating from the road
when the rectangular descriptor is used alone. Once the tracking
point deviates from the road, the subsequent determination of
the road direction by the MLSOH descriptor may always be
in the wrong direction. Therefore, 52 seed points need to be
input manually when using only the MLSOH descriptor to
ensure the effectiveness of road tracking. Fig. 10(c) shows the
results based on the MLSOH descriptor and the sector descriptor.
Since the sector descriptor adjusts the direction determined by
the MLSOH descriptor, the accuracy is greatly improved; thus,
only 14 seed points need to be input to obtain a road network.
However, some road points are not in the strict road center;
for example, in Fig. 10(c), there are 7 error point concentration
areas with a total of 45 error points. Finally, the least squares
polynomial is used to fit the road points. Fig. 10(d) shows the
results of the fitting, the road lines of the two error areas are
corrected, and the accuracy of road lines in other areas is also
improved, which shows the coherence of different descriptors
in this article.

Through the above analysis, the consistency of the different
descriptors selected in this article is shown. At the same time, it
can be seen from the scene analysis that, as shown in Fig. 10(d),
the method in this article has a good noise resistance to shadows
and can extract most of the shaded road centerlines. The first
enlarged view of Fig. 10(d) shows that the road is affected
by the trees on both sides, which makes the internal texture
homogeneity of the road decrease, and the edges are blurred.
The MLSOH descriptor alone presents a road-point extraction
problem; therefore, it is necessary to supplement the seed points
in this section. The MLSOH descriptor can be effectively ad-
justed based on the original peak value through the verification
of the sector descriptor so that the road segment can be auto-
matically tracked. The second enlarged view shows that there is
an isolation line in the middle of the road, which decreases the
texture homogeneity of the road surface; however, the edge of the
isolation line has a good directional effect on the road. Therefore,
both Fig. 10(b) and (c) can better cross the road section, which
also shows that the method proposed in this article is robust when
the road width changes abruptly. The third enlarged view shows
that the road is blocked by the architectural shadow. This article
uses the MLSOH descriptor to capture the approximate direction
provided by the shadow boundary and uses the sector descriptor
to analyze the difference information inside and outside the
road to achieve the span of the shadow region. Therefore, by
comparing the three local scenes, the proposed method has
good robustness and reduces the participation of human beings
when the road is disturbed by trees, blocked by shadows, or
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Fig. 10. First study area. (a) Input image. (b) Results using the MLSOH descriptor alone. (c) Results using the MLSOH descriptor and sector descriptors.
(d) Results using least squares polynomial fitting to the road points. (e) Overlaid ground truth data. (f) Results from eCognition. (g) Results from ERDAS.
(h) Results of the T-shaped template matching method.

TABLE I
EVALUATION TABLE OF THE ROAD EXTRACTION EFFECT OF EXPERIMENT ONE

changes in width. As shown in Table I, compared with other
methods, the object-oriented method has a low road recall rate,
and the shadow area road cannot be detected. Meanwhile, for
the T-shaped template and the EasyTrace module, two template
matching methods that require human interaction, there is too

TABLE II
EVALUATION TABLE OF THE ROAD EXTRACTION EFFECT OF EXPERIMENT TWO

much human involvement, which can be clearly reflected by
the amount of input from the seed point. While the method
in this article guarantees that the accuracy of road extraction
is higher than those of T-shaped template and the EasyTrace
module, the number of manual input points is only 14, which is
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Fig. 11. Second study area. (a) Input image. (b) Overlaid ground truth data. (c) Results of the proposed method. (d) Results from eCognition. (e) Results from
ERDAS. (f) Results of the T-shaped template matching method.

TABLE III
EVALUATION TABLE OF THE ROAD EXTRACTION EFFECT OF

EXPERIMENT THREE

significantly lower than the 510 and 32 of the T-shaped template
and the EasyTrace module, and the processing time is greatly
compressed, indicating that our method improves the degree of
automation of the algorithm.

Experiment two: The residential area shown in Fig. 11(a) is
part of the urban area in Huludao. The size of the image is
2000 × 2000 pixels with a spatial resolution of 0.8 m per pixel.
The first enlarged view, as shown in Fig. 11(c), is a variational
road with two forward directions, the road changes from a
two-lane road to a one-lane road, and the width of the road
decreases. In this article, we first track the left road with a small
change in the overall direction, determine the road direction
through the MLSOH descriptor, and ensure road tracking in
the predetermined direction through the angle constraint in the
sector descriptor. In the second enlarged view of Fig. 11(c)
with a larger curvature, the method of the present invention can

automatically extract the road segment. Similarly, as shown in
Fig. 11(e) (ERDAS software method) and (f) (T-shaped tem-
plate), it can be clearly seen that the road segment requires a large
number of supplementary points, and the degree of automation
is very low. It can be shown that this method can maximize the
degree of automation of the algorithm while guaranteeing the
accuracy of road extraction.

2) Pleiades Satellite Image Data: Experiment three: The
data cover country areas, and the images are 2000 × 2000 pixels
in size with a spatial resolution of 0.5 m. In the image, the main
route consists of one main road and two branches. The first
enlarged view in Fig. 12(c) is a section with a large curvature, and
the curve is shaded. The road structure features are not obvious
here. Using the sector descriptor to analyze the difference be-
tween the inside and outside of the road, the tracking point can be
obtained, and the shadow can be crossed, which can indicate the
necessity of the sector descriptor. The second and third enlarged
views are straight roads and curved roads under the occlusion of
irregular trees. The texture similarity between this road sections
and the adjacent surface features is great, and the difference
between inside and outside the road is not obvious. Therefore,
the object-oriented algorithm in Fig. 12(d) has a poor extraction
effect on these segments, and it is difficult to ensure the accuracy
of road extraction. In this article, the MLSOH descriptor is used
to capture a small amount of clear road boundaries and structural
information provided by buildings near the road and determine
the direction of the road. The sector descriptor is used to select
the most suitable road points and extract such road segments.
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Fig. 12. Third study area. (a) Input image. (b) Overlaid ground truth data. (c) Results of the proposed method. (d) Results from eCognition. (e) Results from
ERDAS. (f) Results of the T-shaped template matching method.

Although the road point is not guaranteed to be at the center
of the road, the error is within an acceptable range. However,
Fig. 12(e) and (f) need to make supplementary points at the curve
to ensure the accuracy of tracking, and the degree of automation
is low.

Experiment four: The input data constitute a high-resolution
remote sensing images image with a ground spatial resolution of
1.0 m, and the size of the image is 2000×2000 pixels. The first
enlarged view in Fig. 13(c) is the intersection area where both
the horizontal road and the vertical road center have a completed
and clear road centerline. Therefore, the area shown in the figure
should be tracked by four roads. The second enlarged view is a
roundabout, which mainly reflects two problems.

1) The roundabout is connected to many roads, and so it is
difficult to control the tracking direction after entering the
roundabout, which is very likely to cause a tracking error.
In this article, the MLSOH descriptor is used to determine
the approximate road tracking direction, the sector de-
scriptor is used to adjust and verify the tracking points,
and contralateral tracking points are used to constrain
the current tracking direction dynamically to ensure that
tracking is carried out in the predetermined direction; thus,
the extraction of the roundabout is realized.

2) The horizontal roads in this area show different charac-
teristics on both sides of the roundabout: the road on the
left of the roundabout is a two-way four-lane road with a
fence in the middle, which is regarded as two roads. The
road to the right of the roundabout is a two-way, two-lane

road with no fence in the middle. We consider it to be one
road.

In this article, extraction is based on the right side of the road,
and so some roads are missing at the bottom of the roundabout.
Some of the road segment texture information in the image
is very similar to the background, resulting in many missing
regions in the object-oriented road extraction results, and many
other features with the same road features are extracted [see
Fig. 13(d)]. Fig. 13(e) and (f) require more manual input points
to extract roundabouts.

C. Discussion

1) Selection of Experimental Images and Analysis of Applica-
bility of Algorithms: The road tracking method proposed in this
article is mainly applicable to high-resolution satellite images
with a resolution higher than 1 m and roads of certain widths. To
verify the effectiveness of the proposed algorithm, we selected
four images with resolutions of 0.5, 0.8 (two images), and
1 m, covering urban, suburban, and country areas, and the road
types include straight roads, detours, variational roads, partially
or totally shaded roads and roundabouts. Road noise includes
full occlusion and semi-occlusion caused by building and tree
shadows, vehicles, and viaducts. Thus, the experimental data
selected in this article have a certain representativeness.

The proposed method is robust enough in many scenarios. It
can be used for semi-automatic road extraction in urban and rural
areas, and it is planned to be used in engineering applications to
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Fig. 13. Fourth study area. (a) Input image. (b) Overlaid ground truth data. (c) Results of the proposed method. (d) Results from eCognition. (e) Results from
ERDAS. (f) Results of the T-shaped template matching method.

reduce the workload of road information extraction practitioners.
However, the proposed method also has some limitations. For
example, the algorithm in this article has a good extraction
effect for the road with a certain width, but for the road with
a narrow width, the extraction effect is not very ideal. So that
in rural areas, the research object selected in this article is a
main road with a wide width; internal roads in villages and
mountain roads have not been studied because, in such villages,
the shadows of buildings are irregular and, for such roads, the
width is usually narrow. The information captured by the sector
descriptor is limited, and the anti-noise ability is poor. Moreover,
the distribution of trees, buildings, and shadows is irregular,
and some road sections are blocked by large areas of trees and
their shadows, resulting in the loss of structural information of
such sections and the sudden change in texture information,
which conflicts with the theoretical basis of the algorithm in
this article. Similarly, most of the roads in the forest are blocked
by trees. It is extremely difficult to extract the geometric and
texture information of the roads from the images. Therefore,
the algorithm in this article is currently unsuitable for such
roads. The track road has obvious linear information, and so the
road extraction process is in line with the idea of this method.
However, the orbit is not clear enough in satellite images, and
so it may be more suitable to extract orbital roads from aerial
images.

2) Selection of Seed Points and Analysis of Supplementary
Points: For a manual input point, in general, the seed point
input rule must be followed; that is, the structure around the

TABLE IV
EVALUATION TABLE OF THE ROAD EXTRACTION EFFECT OF

EXPERIMENT FOUR

road is clear, and there is no obvious vehicle shadow occlusion,
which ensures the accuracy of adaptive information acquisition.
However, it is necessary to make up points when faults occur in
the tracking process. Because of the structure of the fault area is
not clear and the occlusion is serious, we select a supplementary
point not far in front of the fracture area to ensure the accu-
racy of the road information. Furthermore, the input points are
combined with the original starting point and the end point, and
tracking is performed again for road extraction.

3) Accuracy and Automation Analysis: In the local tracking
road extraction method, when there are obstacles preventing the
extraction of road tracking points, to ensure the accuracy of
road extraction, manual participation is often adopted to improve
integrity, i.e., the higher the manual participation, the higher the
accuracy. In Tables I–IV, the completeness and correctness of
road extraction based on template matching (Erdas method and
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T-shaped method) are high, and there are no big differences;
thus, the key is the degree of human participation. However,
in the segmentation and classification process of eCognition,
because the data are global images and only a few parameters
need to be set, it is often difficult to fully consider the changes
of roads in different scenes. Therefore, under occlusion and
geometric texture interference, the integrity and quality of road
extraction are substantially lower than those of traditional tem-
plate matching methods. Therefore, the method in this article
guarantees the accuracy of road extraction, and the number of
manual participants is 1/3 and 1/19 for the Erdas algorithm and
the T-shaped template, respectively, which greatly improves the
degree of automation of road extraction and fully demonstrates
the reliability of our method through experimental verification.

IV. CONCLUSION

In this article, a new type of road tracking method that
combines the MLSOH and sector descriptors is proposed. This
article employs different types of experimental data to verify the
effectiveness of the proposed algorithm. The results demonstrate
that for roads with a certain width, the proposed method has
universality applicable and can extract a complete road network
under the interference of noise, such as parking lots, buildings,
trees, and partial shadows over the road. Compared with other
methods, it has obvious advantages of high automation and high
accuracy. However, many problems in this article need to be
improved. For example, the MLSOH descriptor used in this
article can provide direction constraints for roads under partial
shadows. For large shadows that are uniformly grey without any
reference features, the effect of the descriptor is not satisfactory,
and information often needs to be supplemented. Moreover, the
problem of road extraction has not been solved when there are
many vehicle disturbances and instances of building and road
texture convergence; thus, problem will be addressed during
further algorithm improvement.
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