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Abstract—Scanning radar can be used to obtain images of targets
in forward-looking area, and has attracted much attention in many
fields, such as ocean monitoring, air-to-ground attack, navigation,
and so on. However, its azimuth resolution is extremely poor due
to the limitation of the antenna size. In order to break through the
limitation, many superresolution algorithms have been proposed,
and iterative shrinkage-thresholding algorithm (ISTA) is one of the
most famous methods because of its antinoise ability and simplicity.
In the meantime, the slow convergence of iterative shrinkage-
thresholding algorithm is also known to all. In this article, a
second-order accelerated ISTA for scanning radar forward-looking
superresolution imaging is proposed. In this algorithm, a prediction
vector is constructed before each iteration by using the first and the
second-order difference information of iteration vectors to reduce
the number of iterations and get a faster convergence speed. In the
end, simulations and experimental results are given to illustrate the
effectiveness of the accelerated imaging algorithm.

Index Terms—Accelerated imaging, azimuth resolution,
iterative shrinkage-thresholding algorithm (ISTA), scanning
radar, slow convergence.

I. INTRODUCTION

MANY applications, such as terrain avoidance, au-
tonomous landing, and precision guidance, have an ur-

gent need for radar forward-looking imaging. However, conven-
tional Doppler beam sharpening (DBS) and synthetic aperture
radar (SAR) techniques cannot be used for forward-looking
imaging due to the Doppler ambiguity and small changes in
Doppler frequency [1].

In order to obtain high-resolution images in the forward-
looking terrain, bistatic SAR, whose transmitter and receiver are
mounted on separate platforms, is adopted in [2] and [3], and it
is possible to avoid Doppler ambiguities and improve azimuth
resolution. However, bistatic SAR imaging is confronted with
complicated synchronization and motion compensation [4]–[6].
The array antenna can also be used to obtain high-resolution
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images of the forward-looking terrain [7], [8], but the azimuth
resolution is greatly limited due to the size of the antenna.

Real beam scanning radar is another choice to obtain im-
ages of targets in forward-looking region. However, its azimuth
resolution is determined by the slant range and the beamwidth
of radar antenna. Even though the azimuth resolution can be
enhanced by reducing the beamwidth, it is impossible to in-
crease the antenna size infinitely to match the range resolution.
Therefore, improving the azimuth resolution of scanning radar
through signal processing is of great significance [9].

The monopulse method can be used to obtain the scattering
information of the targets by monopulse angle measurement
technology in azimuth. However, the method is not suitable for
improving the azimuth resolution of extended targets [10].

Direction-of-arrival (DOA) estimation of signal source [11]–
[13] can realize the azimuth superresolution using the spectrum
estimation method. Nevertheless, this kind of methods needs
a large number of snapshots [14]. Besides, these algorithms
usually need to know the a priori information of the number of
targets.

Moreover, since the radar echo in azimuth can be considered
as convolution of scattering coefficients of targets and antenna
pattern, deconvolution methods can be used to improve the
azimuth resolution of scanning radar in theory [15]. However,
deconvolution is an ill-conditioned problem due to the existence
of noise.

Researchers have proposed many superresolution algorithms
to solve the ill-posed problem, such as deconvolution method
for multiantenna system [16], maximum entropy method [17],
maximum a posteriori method [18], maximum likelihood
method [19], iterative adaptive approach [20], [21], augmented
Lagrangian method [22], deconvolution methods based on reg-
ularization [23], [24], etc. Among these algorithms, the method
under the framework of regularized least squares which is called
iterative shrinkage-thresholding algorithm (ISTA) is usually
adopted due to its simplicity, robustness, and low sensitivity to
noise. However, ISTA is recognized to have a slow convergence
speed, which makes it difficult to meet the real-time imaging
requirements of scanning radar.

In order to speed up its convergence, a two-step ISTA
(TwISTA) [25] is proposed. It combines the advantages of
ISTA and the iterative reweighted shrinkage algorithm (IRSA)
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together. Through constructing the next iteration vector by lin-
ear combination of two previous iteration vectors, the number
of iterations can be reduced, and the convergence rate of the
algorithm can be improved to a certain extent.

A fast ISTA (FISTA) which has a higher convergence speed
is proposed in [26]. This algorithm adopts Nesterov accelerated
gradient method; before each iteration, it utilizes historical it-
eration information to construct iteration vectors, thus reducing
the number of iterations and achieving acceleration.

By extending FISTA’s acceleration idea to the vector ex-
trapolation technique according to the Taylor series expansion
formula, an accelerated iteration threshold shrinkage algorithm
was proposed in [27], whose idea is constructing a prediction
vector from extrapolating two historical iteration vectors before
each iteration, aiming to reduce the iteration number to realize
acceleration. However, only the first-order difference informa-
tion of the iteration sequence is used when constructing the
prediction vector.

In this article, an accelerated ISTA (AISTA) based on the
principle of second-order vector extrapolation and Taylor series
expansion is proposed. The main idea of the accelerated algo-
rithm is that it conducts the iterations on a prediction vector
constructed by the first- and the second- order difference infor-
mation of the iteration vector, to improve the convergence speed
further. The main contribution is that an AISTA is developed,
and the algorithm is compared with other similar algorithms
and applied to forward-looking scanning radar superresolution
imaging successfully.

The rest of this article is organized as follows. In Section II,
the signal model of scanning radar in azimuth is illustrated. In
Section III, the principle of the proposed algorithm is introduced.
In Section IV, simulation and experimental results are given
to verify the effectiveness of the algorithm. Finally, Section V
concludes this article.

II. SIGNAL MODEL

In the real beam scanning radar system, the received echo
can be considered as the convolution of the effective scattering
coefficients and the convolution kernel consisting of the antenna
pattern in azimuth and the pulse modulation function in range
direction [18]. Mathematically, it can be expressed as follows:

s (θ,R) = Arx (θ,R)⊗
[
h (θ) fpm

(
2R

c

)]
(1)

where θ means angle in azimuth, R denotes the range, s(θ,R)
represents the output voltage of receiver, Ar is the amplitude
constant related to the system, x(θ, φ,R) denotes the scattering
coefficients, ⊗ represents the convolution operation, h(θ) is
the antenna pattern, fpm( 2Rc ) denotes the pulse modulation
function, and c is the light speed.

Considering the echo in one fixed range bin R0, we have

s (θ,R0) = Arx (θ,R0)⊗
[
h (θ) fpm

(
2R0

c

)]
. (2)

For simplicity, assuming Ar equals one and ignoring the
constant items, (2) can be rewritten as follows [28]:

s(θ) = h(θ)⊗ x(θ). (3)

Taking noise into account, the signal model is shown in Fig. 1.
Mathematically, (3) can be expressed as follows:

s(θ) = h(θ)⊗ x(θ) + n(θ) (4)

where n(θ) represents noise.
Suppose there are three point targets in a range bin as shown

in Fig. 1, the targets in the same beam cannot be separated when
they are densely distributed, as the echo energy of the point
targets in the azimuth is broadened due to the weighting effect
of antenna pattern.

Mathematically, (4) can be abbreviated in matrix-vector form
to

s = Hx+ n (5)

where s denotes echo vector, x denotes vector of scatter-
ing coefficient, n represents noise vector, H represents con-
volution matrix transformed from antenna pattern h, h =
[h0 h1 . . . hl − 1, ], as shown in the following, where l is the
length of h:

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 hl−1 · · · h1

h1 h0
. . . h2

... h1
. . .

...

hl − 1

...

hl − 1

. . .

. . .

hl − 1 · · · h1 h0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
N×N

(6)

where N is the number of sampling points in azimuth.
Given H , the aim of scanning radar superresolution is to

recover x from s, which is known as solving inverse problem.
It is worth noting that even if the noise could be ignored and
the matrix H is invertible, the error of the calculation result
x̂ = H−1s is always great, as the solution is sensitive to small
changes of the data due to the ill-condition of matrix H .

The existence of observation noise will inevitably lead to
numerical instability and unacceptable results. In order to over-
come the difficulty, regularization is introduced, and it is a kind
of least squares method with a penalty term. As for the penalty
term which describes the confidence level of prior information,
since l1 norm is usually adopted to induce sparsity in the optimal
solution and the targets we are interested in are always sparse,
the l1 norm is used here [26], [29]. Then, the solution formula
to the problem can be described as

x̂ = argmin
x

{F (x) ≡ ‖s−Hx‖2 + λ‖x‖1} (7)



622 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

Fig. 1. Signal model.

whereF (x) is objective function, ‖x‖1 denotes l1 norm. λ is the
regularization parameter used to make a balance between data
fidelity items and constraint items.

III. PRINCIPLE OF PROPOSED ALGORITHM

In this section, the principles of ISTA and AISTA are illus-
trated, then an accelerated scheme of ISTA based on second-
order vector extrapolation technique is proposed. In the end, the
computation complexity of these algorithms are analyzed.

A. Iterative Shrinkage-Thresholding Algorithm

Equation (7) in Section II is the least square optimization
problem. Let the least square term be f(x) (smooth convex
function)

f(x) = ‖s−Hx‖2. (8)

Then, (7) can be written as

x̂ = argmin
x

{F (x) ≡ f(x) + λ‖x‖1}. (9)

One of the simplest ways to obtain x̂ is using gradient descent
algorithm, and the iteration sequence xk is generated via

xk = xk−1 − t∇F (xk−1) (10)

where xk is the kth iteration vector, and t is step size which
is restricted to (0, 1

‖HTH‖ ) to guarantee the convergence of the
algorithm.

However, λ‖x‖1 is nondifferential, and ∇F (xk−1) does not
exist. Therefore, the gradient descent algorithm cannot be used.

As the gradient descent algorithm can be regarded as a special
form of proximal regularization method, the solution formula
(10) is equivalent to

xk = argmin
x

{
f(xk−1) + 〈x− xk−1,∇f(xk−1)〉

+
1

2t
‖x− xk−1‖2 + λ ‖x‖1

}
(11)

where 〈·〉 denotes inner product, and ∇f(xk) indicates the
gradient of the least square term f(x) at xk

∇f(xk) = 2HT (Hxk − s) . (12)

Ignoring the constant terms, we can reexpress (11) as

xk = argmin
x

{
1

2t
‖x− (xk−1 − t∇f(xk−1))‖2

+ λ ‖x‖1
}
. (13)

Due to the separable property of l1 norm, (13) can be reduced
to a simple computation procedure [26]

xk = Tλt (xk−1 − t∇f(xk−1)) (14)

where λt is the product of t and λ, and it denotes the threshold
of the thresholding shrinkage operator Tλt(·) and

Tλt(x)i = (|(x)i| − λt)+ sgn((x)i) (15)

where (·)+ denotes positive operator and sgn(·) is symbolic
function.
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Fig. 2. Schematic diagram of the acceleration process.

Equation (14) is the basic iteration of ISTA through which
x̂ can be obtained. Obviously, ISTA is derived as an extension
of gradient algorithms, the slow convergence speed O(1/k) of
gradient algorithms is also maintained [30].

B. Vector Extrapolation Acceleration Technique

Formally, the vector extrapolation method is similar to the
line search method [31], but unlike the traditional line search
acceleration technique, its search direction vector is calculated
based on the difference vector between the current iteration and
the historical iteration.

The vector extrapolation schematic diagram is shown in
Fig. 2, where Fig. 2(a) is the iteration path of unaccelerated
algorithm and Fig. 2(b) denotes the iterative path of the vector
extrapolation acceleration algorithm. Before each iteration, a
predicted vector is constructed by extrapolating the previous iter-
ative vector along the direction of the difference vector. Through
vector extrapolation, the iterative path can be extended without
iterative operation; then, the acceleration could be realized.

C. Accelerated Iterative Shrinkage-Thresholding Algorithm

Aiming at the inherent problem of ISTA, AISTA was proposed
based on the vector extrapolation technique [27]. Mathemat-
ically, the vector extrapolation process can be expressed as
follows:

yk = xk + αkdk (16)

where

dk = xk − xk−1. (17)

Then, the next iterative vector can be obtained by xk+1 =
ψ(yk). ψ(·) denotes the ISTA operation.

The step size αk is the key factor that affects the convergence
speed and robustness of the algorithm. In order to ensure the con-
vergence speed and stability of the algorithm, αk is constructed
according to the geometric convergence of iterative sequences
and the similarity of the adjacent gradient vectors as follows:

αk =

∑
gk · gk−1∑
gk−1 · gk−1

, 0 < αk < 1 (18)

where

gk = xk − yk−1. (19)

Algorithm 1: AISTA.
Input: parameters needed for ISTA iteration λ, t
Intial step: set x0 to 0,
calculate x1 according to (14)
calculate x2 according to (14)

FOR: k = 2 to n repeat
Compute the prediction step αk

dk = xk − xk−1

gk = xk − yk−1

αk =
∑

gk·gk−1∑
gk−1·gk−2

If αk < 0, set the value of αk to 0
If αk > 1, set the value of αk to 1
Construct the prediction vector yk
yk = xk + αk(xk − xk−1)
Compute the next iteration vector xk + 1 through (14)
from yk

The procedure of AISTA is shown in Algorithm 1.

D. Second-Order AISTA (SO-AISTA)

The Taylor series expansion formula of iteration vector yk at
xk is

yk = xk + αΔxk +
1

2!
α2Δ2xk +

1

3!
α3Δ3xk

+ · · ·+ 1

n!
αnΔnxk + · · · (20)

where Δnxk is nth difference at xk.
According to the description in Section III-C, the acceleration

technique of AISTA uses only the first two terms in the Taylor
series expansion formula, which is called first-order vector
extrapolation here. Although the convergence speed can be ac-
celerated, it may not be enough to obtain satisfying acceleration
as there is still some distance between the predicted iteration
vector and the true iteration vector.

Moreover, we can find that the more previous information
is used, the more accurate the approximation will be. Hence,
we can use high-order terms to make the difference between
the prediction vector and the true iteration vector as small as
possible.

In the meantime, it is worthy to mention that the information
decreases greatly as the order increases. In the case where each
prediction is pushed forward one step, retaining higher order
information may lead to an insignificant acceleration at the cost
of storing resources.

Take the simulations in Section IV as an example, the second-
order difference information Ek can be expressed as follows:

Ek =
1

2
α2Δ2xk (21)

where

Δ2xk = (dk − dk−1) (22)
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TABLE I
MODULUS OF DIFFERENCE INFORMATION OF EACH ORDER

while the third-order difference informationT k can be expressed
as follows:

T k =
1

6
α3Δ3xk (23)

where

Δ3xk = (dk − dk−1)− (dk−1 − dk−2). (24)

Let

ek =
1

2
Δ2xk (25)

tk =
1

6
Δ3xk. (26)

In simulations, we observed the modulus of dk, ek, and tk in
the iteration process which are listed in Table I for comparison.

It can be seen that the difference between the three items is
very large. After ten iterations, the modulus of the second-order
vector is ten times as big as that of the third-order vector, and the
modulus of the second-order vector is smaller than that of the
first-order by one power of ten. After 50 iterations, the modulus
of the third-order vector is smaller than that of the second-order
vector by 100 times. And the third-order vector item T k has one
more αk than the second-order vector Ek, making it smaller
since αk is smaller than one. In the meantime, as T k is usually
a large vector, its modulus is so small that it can be ignored, not
to mention higher order items.

Considering the balance between the cost of system resources
for storing and the growth of speed, second-order difference in-
formation may be effective to increase the accuracy of prediction
and enhance the previous acceleration scheme, and higher order
items could be abandoned. Therefore, the second-order vector
extrapolation scheme is used in this article. As for the importance
of the second order, it will be discussed in detail in the simulation
results.

Using the idea that the next iteration vector can be predicted
by the current iteration vector and the previous iteration vector,
a predicted vector should be calculated before each operation of
ISTA, then the iteration path will be extended, and the algorithm
can be accelerated. Mathematically, ISTA can be accelerated as
follows:

yk = xk + αk (xk − xk−1)

+
α2
k

2
[(xk − xk−1)− (xk−1 − xk−2)] (27)

Algorithm 2: SO-AISTA.
Input: parameters needed for ISTA iteration λ, t
Intial step: set x0 to 0,
calculate x1 according to (14)
calculate x2 according to (14)

FOR: k = 2 to n repeat
Compute the prediction step αk

dk = xk − xk−1

αk

(
∑

dk ·dk∑
dk−1·dk−1

) 1
2

If αk > 1, set the value of αk to 1
Construct the prediction vector yk

yk = xk + αk(xk − xk−1)+
α2

k

2 [(xk − xk−1)− (xk − 1− xk−2)]
Compute the next iteration vector xk + 1 through (14)
from yk

xk+1 = ψ(yk) (28)

dk = xk − xk−1. (29)

Since αk is a key parameter that determines the length of the
prediction step, which can affect the acceleration directly, its
selection is important to ensure the efficiency of the algorithm.
Here, if we keep using the αk constructed in AISTA, the accel-
eration may not be improved further as the αk in second-order
extrapolation does not change much compared with that in the
first-order extrapolation. Thus, we adopt a new step construction
way where only the geometric convergence of the iterative
sequence is taken into account, andαk is constructed as follows:

αk =

( ∑
dk · dk∑

dk−1 · dk−1

) 1
2

, 0 < αk < 1. (30)

A detailed derivation of αk will be given in Appendix. Ac-
cording to (30), αk is constructed according to the proportion of
vector’s inner product, and it is always positive. Besides, since
the vector series dk decrease gradually when approaching the
optimum solutions, αk would not be larger than one.

The procedure of the proposed algorithm is shown in
Algorithm 2. We can find that no more additional computation
is needed in the algorithm compared with ISTA, only the storage
for an extra iteration vector.

E. Time Complexity Analysis

The basic iteration step of ISTA is shown in (14), and we
can find that each iteration includes two matrix-vector multi-
plications. Matrix-vector multiplication is dominant in an it-
eration whose time complexity is O(N2). Besides, the other
calculations in each iteration are vector subtractions whose time
complexity is so small that it can be ignored. Therefore, the time
complexity of each ISTA iteration isO(N2), andN is the length
of the iteration vector.

Compared with ISTA, the extra computation of SO-AISTA
is the calculation of the predicated vector through vector dot
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Fig. 3. Targets.

Fig. 4. Antenna pattern.

products and simple addition whose computational complex-
ity is O(N). Therefore, the time complexity of SO-AISTA
is O(N2) +O(N). The extra computation burden O(N) is
relatively lower compared with that of ISTA when N is large.
Moreover, compared with AISTA, SO-AISTA does not add
additional computational complexity, only the storage of few
vectors.

IV. SIMULATION AND EXPERIMENTAL RESULTS

In this section, simulations and real data processing are
conducted to verify the effectiveness of the SO-AISTA. And
the performance of SO-AISTA is compared with TwISTA and
FISTA.

A. Simulations of Extended Targets

As shown in Fig. 3, the targets are distributed from −10◦

to +10◦. The antenna pattern is shown in Fig. 4. Besides, the
pulse repetition frequency is 2000 Hz, and the antenna scanning
velocity is 60◦/s.

1) Simulations in High Signal-to-Noise Ratio (SNR): In or-
der to observe the performance of the proposed algorithm under
high SNR, the SNR is set to 30 dB here.

The real beam data in azimuth with Gaussian white noise is
shown in Fig. 5(a). As we can see, the resolution in azimuth is

Fig. 5. Simulation results of extended targets. (a) Real beam data. (b) ISTA.
(c) AISTA. (d) SO-AISTA.

TABLE II
SIMULATION RESULTS

Fig. 6. RMSE curves.

very poor and the adjacent targets cannot be distinguished due
to the poor azimuth resolution.

Three different algorithms mentioned in Section III are
adopted to process the real beam data, respectively, and the
results with the same iterations are shown in Fig. 5, where
Fig. 5(b) denotes the result of ISTA, Fig. 5(c) represents the
result of AISTA, and Fig. 5(d) is the result of SO-AISTA.

From Fig. 5(b), we can see that the azimuth resolution is not
significantly improved due to the slow convergence of ISTA.
However, the other two algorithms can improve the azimuth
resolution greatly and SO-AISTA has the best result.



626 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

Fig. 7. Simulation results of extended targets. (a) Real beam data. (b) ISTA.
(c) AISTA. (d) SO-AISTA.

TABLE III
SIMULATION RESULTS

Fig. 8. RMSE curves.

Besides, to compare the performance of these three algorithms
further, the RMSE [root-mean-square error, defined in (31)] of
each algorithm is also calculated, and it is listed in Table II
together with the execution times of each algorithm. With the
same iteration number, the three algorithms have similar exe-
cution times. It means that the accelerated algorithms of ISTA
bring little additional computational burden, which is consistent
with the theoretical analysis. Moreover, the RMSE of the two
accelerated algorithms are lower than that of ISTA at the same

TABLE IV
SIMULATION PARAMETERS

Fig. 9. Antenna pattern.

Fig. 10. Original scene.

Fig. 11. Real beam image.



LI et al.: FORWARD-LOOKING SCANNING RADAR SUPERRESOLUTION IMAGING BASED ON SO-AISTA 627

Fig. 12. Simulation results of area targets. (a) ISTA. (b) AISTA. (c) SO-AISTA. (d) Profile of ISTA. (e) Profile of AISTA. (f) Profile of SO-AISTA.

Fig. 13. Original scene.

iteration number, and SO-AISTA has much lower RMSE, which
indicates that both the accelerated versions of ISTA are effective,
and SO-AISTA is better

RMSE =

√∑N
i=1((xk)i − (x∗)i)2

N
(31)

where x∗ denotes the true solution.
Furthermore, the curves of RMSE of the three algorithms

are shown in Fig. 6. It can be seen that the RMSE of the
two accelerated algorithms decrease faster than that of ISTA,
and the RMSE of SO-AISTA decreases much faster, which
proves that both AISTA and SO-AISTA can accelerate ISTA, and
SO-AISTA is more efficient.

2) Simulations in Low SNR: For the purpose of testing the
effectiveness of the proposed algorithm under low SNR, the
SNR is set to 10 dB here, and Fig. 7(a) is the real beam data

Fig. 14. Experimental results. (a) Real beam image. (b) ISTA. (c) AISTA.
(d) SO-AISTA.

in azimuth with Gaussian white noise. It can be seen that the
azimuth resolution is extremely poor, and the targets are difficult
to be distinguished.

Aiming at improving the azimuth resolution, three algorithms
(ISTA, AISTA, SO-AISTA) are used to process the real beam
data with the same iterations, respectively, and the results are
shown, respectively, in Fig. 7, where Fig. 7(b) denotes the result
of ISTA, Fig. 7(c) is the result of AISTA, and Fig. 7(d) denotes
the result of SO-AISTA.

It can be seen that all of the three algorithms can improve the
azimuth resolution to a certain extent, and it is worth noting that
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Fig. 15. Results of different algorithms. (a) TwISTA. (b) FISTA. (c) SO-AISTA.

SO-AISTA can separate the six targets completely, but ISTA and
AISTA still need a lot of iterations to achieve this.

Besides, Table III gives the RMSE and execution time of each
algorithm. Under the same number of iterations, the execution
time of SO-AISTA is similar to that of AISTA. Moreover, the
two accelerated algorithms do not add too much additional
computational burden.

Fig. 8 shows the RMSE curves of the three algorithms. We
can see that SO-AISTA has the fastest convergence speed.

B. Simulations of Area Targets

In this section, the simulations of area targets are conducted to
validate the effectiveness of the proposed algorithm further. The
main parameters used in the simulations are shown in Table IV.

Fig. 9 shows the antenna pattern. The original scene is shown
as Fig. 10 and Fig. 11 denotes the real beam echo in azimuth
with the SNR of 30 dB. We can see that the targets in the scene
are aliased due to the poor azimuth resolution.

Then, different algorithms are used to process the echo with
the same iterations, and the results obtained by the three algo-
rithms are shown in Fig. 12, where Fig. 12(a) is the result of
ISTA, Fig. 12(b) denotes the result of AISTA, and Fig. 12(c)
shows the result of SO-AISTA. In order to illustrate the conver-
gence speed of different algorithms clearly, an enlarged view of
the details in the circle of Fig. 12 is given in the profile, just as
shown in Fig. 12(d)–(f), respectively. Besides, the execution time
of each algorithm is 8.6587, 8.7203, and 8.7204 s, respectively.
It can be seen that with the similar execution time, all the three
methods can improve the azimuth resolution, and SO-AISTA
does the best.

C. Experimental Results

In this section, real data processing is conducted to verify the
performance of the algorithm. The original scene is shown in
Fig. 13. As we can see, there are three buildings in the imaging
area.

The real beam image of scanning radar is shown in Fig. 14(a).
Regrettably, it is difficult to distinguish the three buildings due
to the poor azimuth resolution.

Fig. 16. RMSE curves.

In order to improve the azimuth resolution, the three algo-
rithms (ISTA, AISTA, and SO-AISTA) are used to process the
real beam data.

The results of the three algorithms with ten iterations are
given in Fig. 14, where Fig. 14(b)–(d) represents the results
obtained by ISTA, AISTA, and SO-AISTA, respectively, and the
execution time of each algorithm is 9.8043, 9.8982, and 9.9004 s,
respectively. From the results, we can see that ISTA, AISTA, and
SO-AISTA all can distinguish the three buildings. SO-AISTA
is the best in sharpening the real beam image and making the
three targets completely distinguishable, which indicates that
SO-AISTA has the fastest convergence speed.

D. Comparisons With Other Algorithms

In this section, comparisons are made among the AISTAs
through simulations of extended targets.

Using the real beam data shown in Fig. 7(a), the processed
results of different algorithms with the same iterations are given
in Fig. 15, where Fig. 15(a) denotes the result of TwISTA,
Fig. 15(b) is the result of FISTA, and Fig. 15(c) denotes the
result of SO-AISTA.

From Fig. 15, we can find that with the same iterations, the
performance of TwISTA and FISTA is similar, while SO-AISTA
gives the best results as it distinguishes the targets completely.
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Furthermore, the RMSE curves of the three methods are
illustrated in Fig. 16. We can find that the RMSE of SO-AISTA
decreases fastest.

V. CONCLUSION

Based on vector extrapolation and Taylor series expansion, a
prediction iteration vector is constructed using the first- and the
second-order difference information of the iterative vectors, and
SO-AISTA is proposed in this article. The results of simulations
and real data processing show that SO-AISTA can accelerate
ISTA and perform even better than the other three accelerated
methods AISTA, FISTA, and TwISTA without extra computa-
tional burden.

APPENDIX

STEP LENGTH αk FOR PREDICTION OPERATION

In this section, we will further explain why the prediction step
size does not adopt the step construction method of the first-order
vector extrapolation.
xk is known as an iterative vector, and

xk+1 = xk + dk+1. (A.1)

Besides, x∗ is known as the true solution, and the objective
function of the least squares solution can be rewritten as

F (x) = −(x− x∗)TH (x− x∗) . (A.2)

It is not difficult to find that the gradient of the objective
function is

∇F (x) = −2H (x− x∗) . (A.3)

According to the gradient descent method

dk+1 = t∇F (xk)

= −2tH (xk − x∗) .
(A.4)

Assuming that H is a symmetric positive definite matrix, it
can be eigenvalue-decomposed as follows:

H = SΛHS−1 (A.5)

where ΛH is the eigenvalue matrix of H , and S is the reversible
eigenvector matrix.

Let

B = I − 2tH (A.6)

and

t <
1

2max (ΛH)
(A.7)

then

ΛB = I − 2tΛH (A.8)

and xk can be represented as follows:

xk = SΛk
BS−1 (x0 − x∗) + x∗. (A.9)

Thus

dk = SΛk
B

(
I − Λ−1

B

)
S−1 (x0 − x∗) (A.10)

Fig. 17. Results of different step sizes. (a) αk = (

∑
dk ·dk∑

dk−1 ·dk−1

)
1
2 .

(b) αk =

∑
gk ·gk−1∑

gk−1 ·gk−1

.

xk−δ = SΛk−δ
B S−1 (x0 − x∗) + x∗ (A.11)

dk−δ = SΛk−δ
B

(
I − Λ−1

B

)
S−1 (x0 − x∗) . (A.12)

The difference between the adjacent iteration vectors is

hk,−δ = xk − xk−δ = SΛk
B

(
I − Λ−δ

B

)
S−1 (x0 − x∗) .

(A.13)
Then, the vector obtained by iterating δ steps forward can be

predicted as follows:

xk+δ = SΛk+δ
B S−1 (x0 − x∗) + x∗ (A.14)

and the difference at xk+δ is

hk,δ = xk+1 − xk

= SΛk+δ
B

(
I − Λ−1

B

)
S−1 (x0 − x∗) .

(A.15)

Only the geometric convergence of the iteration sequence is
considered, regardless of the similarity of the gradient direction.
Here, we guarantee that the amplitude relationship satisfies this
least squares projection condition, as described in the following:

‖hk,δ‖2 = αk‖hk,−δ‖2. (A.16)

Then, we have

αk =
‖hk,δ‖2
‖hk,−δ‖2

. (A.17)

Since

I − Λ−δ
B ≈ δ

(
I − Λ−1

B

)
(A.18)
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hk,δ ≈ δSΛk
B

(
I − Λ−1

B

)
S−1 (x0 − xs)

= δdk (A.19)

and

hk,−δ ≈ δdk−δ. (A.20)

Therefore

αk =
‖dk‖2
‖dk−1‖2

=

(
dk

Tdk

dk−1
Tdk−1

) 1
2

. (A.21)

In order to prove that the new step size scheme is more
effective and feasible than the original step construction method,
the one-dimensional simulations in low SNR are performed
again, then the methods with different step sizes are adopted
to process the echo data with the same iterations.

Fig. 17 is the results of the two schemes, where Fig. 17(a) is
the result of αk = (

∑
dk ·dk∑

dk−1·dk−1
)

1
2 , and Fig. 17(b) is the result of

αk =
∑

gk ·gk−1∑
gk−1·gk−1

. From Fig. 17(b), we can find that the result
using the old construction way of αk has no more obvious
acceleration than the one-order vector extrapolation shown in
Fig. 7(c). However, by using the new αk in second-order extrap-
olation, the acceleration is improved further.
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