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A New Benchmark and an Attribute-Guided
Multilevel Feature Representation Network for
Fine-Grained Ship Classification in Optical
Remote Sensing Images

Xiaohan Zhang ", Yafei Lv

Abstract—Maritime activities are essential aspects of human
society. Accurate classification of ships is vital for maritime surveil-
lance and meaningful to numerous civil and military applications.
However, most studies conducted are limited to the coarse-grained
ship classification. Few studies on fine-grained ship classification
have been undertaken despite its accuracy and practicability. In
this study, we construct a new benchmark for fine-grained ship
classification which consists of 23 fine-grained categories of ships.
Besides the category label, the benchmark contains several other at-
tribute information. To solve the problem of interclass similarity, an
attribute-guided multilevel enhanced feature representation net-
work (AMEFRN) is proposed. Concretely, a multilevel enhanced
visual feature representation is designed to fuse the reweighted
regional features in order to focus more on the silent region and
suppress the other regions. Further to this, considering the com-
plementary role of attribute information in ship identification,
an attribute-guided feature extraction branch is proposed, which
extracts the auxiliary attribute features by utilizing the attribute
information as supervision. Finally, the attribute features and the
enhanced visual features jointly function as a feature represen-
tation for classification. Compared to other existing classification
models, AMEFRN has better performance with an overall accuracy
rate of 93.58% on the established fine-grained ship classification
dataset. Moreover, it can be easily embedded into most CNN models
as well as trained end-to-end.

Index Terms—Attribute information, fine-grained classification,
multilevel features, optical remote sensing image, ship
classification.

1. INTRODUCTION

ARITIME activities, for instance, maritime transporta-
tion, commercial trades, maritime security, and anti-
illegal activities, are important to the human society, as they
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Fig. 1. Three-level ship classification task.

impact economic and social development. Daily, numerous ships
of different types cruise the sea and the classification of ships
through optical remote sensing images constitutes one of the
basic technologies for marine surveillance [1], [2]. Hence, this
technology has numerous civil and military applications [3].

Based on practical demands, there are three levels of ship clas-
sification [4]. In level-1 classification, the meta-classification,
ships and nonship objects are separated. In level-2 classification,
the coarse-grained classification, ships are classified according
to some criteria into coarse categories, i.e., warship or civilian
ship. Level-3 classification refers to the fine-grained classifica-
tion where ships are distinguished into their precise categories.
The differences in the three-level classification are shown in
Fig. 1. The complexity in classification increases from one
level to the next. A significant number of studies conducted
mainly address the first two levels of classification, with only
a few methods and datasets proposed for the fine-grained ship
classification. More precise and detailed classification in this
level can be more practical and valuable compared to the other
two levels of classifications in many applications [5].

There is growing attention on ship classification in the remote
sensing field with numerous methods proposed to solve this
task. The existing techniques are primarily categorized into
handcrafted feature-based and deep learning-based approaches.
The handcrafted feature-based methods are further divided into
global feature-based methods and local feature-based methods.
Previously, low-level global features such as geometric features,
i.e., scale, aspect ratio, and shape, aided in ship classification
[6]. However, these features were only used in simple cases.
Explorations of some local features such as the location of the
mast were found to be more discriminative in ship classification
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Fig.2. Two groups of ship samples. (a) Destroyer versus cruiser. (b) Container
ship versus cargo.

[71, [8]. Further, other extracted local features, including scale-
invariant feature transform (SIFT) [9], local binary patterns
(LBP) [10], and hierarchical multiscale LBP (HMLBP) [11],
effectively improve the classification performances at varying
degrees. Both the global and local features have been combined
in multiple feature frameworks, such as the Gabor-based multi-
scale completed LBP (MS-CLBP) [12], the joint feature-based
model [13], and MSHOG feature-based task-driven dictionary
learning [14]. Recently, deep learning-based methods provided
impressive results in multiple tasks of computer vision and
object classification. In the task of ship classification in remote
sensing images, Shi ef al. [15] used two-branch CNN to extract
features based on two-dimensional (2-D) discrete fractional
Fourier transform (2D-DFrFT). Multiple traditional features
obtained by Gabor filter, LBP (CLBP), 2D-DFrFT, and deep
CNN were adopted and applied to extract high-level abstract
features automatically [16]. This method achieved state-of-the-
art performance on a four-category ship classification dataset
[9]. Compared with the handcrafted feature-based methods,
deep-learning-based features provide more discriminative high-
level visual features. These features more effectively bridge the
semantic gap existing between the hand-crafted feature repre-
sentation and the content of remote sensing images.

There still exist some limitations in the use of deep learning-
based features despite their strong discriminative ability in nat-
ural image classification and high potential in fine-grained ship
classification.

1) Lack of annotated data. Few datasets are constructed with
the fine-grained ship category labels due to challenges in
remote sensing images’ collection and data annotation.
The existing datasets [9], [17] are mainly constructed for
level-1 and level-2 classification tasks.

2) Interclass similarity. As is shown in Fig. 2, ships of differ-
ent types may have similar appearance features and ships
of the same type may appear differently under different
conditions which causes difficulties in discriminating both
similar and different ships.

3) The particularity of ship classification. Discriminative
visual features are usually used decisively in the classi-
fication of common objects, especially from the dominant
performances acquired by deep CNNS.
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Regarding the ship identification, which belongs to rigid
body target, some attributes can be simple but effective features
in the differentiation of similar subcategories. For instance, a
destroyer can be easily classified with a fishing ship and an oil
tanker following its larger aspect ratio without considering the
visual features’ differences. Therefore, attributes which usually
describe some unique features of ships can provide adequate
auxiliary information for ship classification.

In this article, the challenging level-3 ship classification task is
explored. First, a new benchmark consisting of high-resolution
optical remote sensing images for fine-grained ship classification
is established. After that, an attribute-guided multilevel en-
hanced feature representation network (AMEFRN) is proposed
for fine-grained ship classification. Specifically, a CNN with
a multilevel enhanced local feature representation module is
adopted to obtain the discriminative visual features, while a
novel attribute-guided branch is designed to obtain auxiliary
attribute features. Finally, the enhanced visual features and
attribute features are fused up as the feature representation for
the fine-grained classification. Comprehensive experiments on
the new benchmark validate its usefulness and the effectiveness
of AMEFRN. In summary, this study’s contributions entail the
following.

1) The challenging task of fine-grained ship classification
in remote sensing image is explored. A fine-grained ship
classification dataset containing 23 categories with high-
resolution optical remote sensing images is established.
Besides the labels of ship category, the attributes of ship
aspect ratio and angles are also annotated in this dataset.

2) A novel AMEFRN is proposed for the fine-grained ship
classification. Based on the generic CNN model, multi-
level enhanced visual features are extracted, where an
RNN-based attention mechanism is used to reweigh the
importance of features in different regions. Moreover, a
new branch for attribute feature learning supervised by
the attribute information is designed to enhance normal
category supervised learning. These two schemes can
be easily embedded into most CNN frameworks and be
trained end-to-end.

3) Numerous experiments are conducted on the new bench-
mark and the effectiveness of the proposed method is fully
verified. Compared with other methods, this framework
shows state-of-the-art performance on the constructed
dataset. Besides, some baseline models are evaluated on
the benchmark.

The rest of this article is organized as follows. Section II gives

a detailed introduction to the FGSC-23. Section III contains the
proposed classification framework. Section IV gives details of
the experiments and result analysis while Section V points out
the conclusions.

II. NEW BENCHMARK FOR FINE-GRAINED SHIP
CLASSIFICATION

A. Ship Classification Datasets in Previous Works

Several object detection and classification datasets [4], [9],
[18], [19] in remote sensing have been established in previ-
ous works. The information of some datasets related to ship
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TABLE I
COMPARING OUR BENCHMARK WITH OTHER SHIP CLASSIFICATION DATASETS

Image Classification Category Ship
Dataset Data source Image type Categories
amount task level balance orientation
Microsoft Bing ) Arbitrary-orien
MASATI Color image 6212 2/7 Level-1 Unbalance
maps ted
Electro-Optical . Arbitrary-orien
BT1000 ) Greyscale image 2000 2 Level-2 Balanced
(EO) satellite ted
Electro-Optical Arbitrary-orien
CCT250 X Greyscale image 750 3 Level-2 Balanced
(EO) satellite ted
Electro-Optical . Arbitrary-orien
BCCT200 . Greyscale image 800 4 Level-2 Balanced
(EO) satellite ted
Electro-Optical
BCCT200-resize X Greyscale image 800 4 Level-2 Balanced Fixed-oriented
(EO) satellite
. Arbitrary-orien
HRSC2016 Google Earth Color image 1161/2976 4/25 Level-1,2,3 Unbalance d
te
Google Earth, . Arbitrary-orien
FGSC-23(ours) Color image 4080 23 Level-3 Unbalance

GF-1

ted

classification using optical remote sensing images is listed in
Table I. Concretely, the Maritime Satellite Imagery (MASATI)
created by Gallego et al. [19] had two main classes, i.e., ship
and nonship, and the subclasses of ship category included ship,
detail, multi, and coast and ship. Thus, it only met with level-1
classification task. BT1000 [9] divided 2000 ships into bulk car-
riers and tankers; CCT250 [9] divided 750 ships into cargo ships,
container ships, and tankers while BCCT200 [9] added a barge
category based on CCT250. All the three datasets had an equal
number of images per category and met the level-2 classification
task. The ships in these datasets were arbitrary oriented and the
size of the images was different. In the BCCT200-resize dataset
[15], preprocessing was accomplished based on BCCT200 by
fixing the orientations of the ships and resizing the images to
300 x 150. Although these datasets were used in previous works
[15], [16], [20], the ship categories were not abundant enough
for the fine-grained ship classification task. HRSC2016 [4] could
be regarded as the first public fine-grained high-resolution ship
detection dataset, which contained 1161 images, and 2976 ships
were labeled with locations and fine-grained or coarse-grained
categories. Regarding the level-3 classification task, 2285 sam-
ples were labeled with 25 fine-grained categories. However, the
number of samples in 13 categories were less than 100, while
seven categories were with less than ten ships. Besides, as a
ship detection dataset, the fine-grained classification of ships
could only be done based on the correct detection of ships.
Although the dataset was an inspiring work for the fine-grained
ship classification, it was not adequate enough. Thus, in this
study, a collection of high-resolution optical remote sensing ship
images was made and it could be used for fine-grained ship
classification.

B. Collection and Annotations of FGSC-23

FGSC-23 has a total of 22 categories of ships and 4080
chips. Some negative samples which look like ships are labeled
as “nonship” category. Therefore, 23 categories constitute this
dataset. All the ship chips are obtained from Google Earth public

images and GF-1 satellite. The sizes of images are not fixed,
ranging from 40 to 800 pixels. Approximately 1600 chips are
taken from the HRSC2016 dataset. All the ship categories are
labeled by human interpretation. Typical samples of each ship
category are shown in Fig. 3, and the number of each category
is listed in Table II.

Except for the category labels, the attributes of the ship aspect
ratio and the angle between the ship’s central axis and the
image’s horizontal axis are also annotated. The illustrations of
the two attribute labels are shown in Fig. 4.

C. Properties of FGSC-23

The FGSC-23 has the following properties.

1) Category diversity: FGSC-23 divides ships into fine-
grained categories. For example, for a coarse category of
cargo ship, it is divided into container ship, bulk carrier,
car carrier, oil tanker, and liquefied gas ship fine-grained
categories.

Image diversity: As is shown in Fig. 3, ships under dif-
ferent illumination conditions, with onshore or offshore
backgrounds and with arbitrary-oriented distributions are
involved in this dataset. Moreover, the resolutions of im-
ages are not fixed, ranging from 0.4 to 2m. On the one
hand, the diversity of data places higher requirements on
classification algorithms. Still, on the other hand, it is ben-
eficial to train a model with stronger learning capability
and better generalization.

Label diversity: Each sample of the dataset is annotated
with three labels—ship category, ship aspect ratio, and the
distribution direction. Therefore, this dataset can also be
used for other tasks such as ratio and direction estimation.
Category imbalance: There exists an issue of category
imbalance in FGSC-23, as is shown in Table II: In the
real world, specific ships, such as the medical ship, are
much less than others. Therefore, category imbalance
is unavoidable to some degree. This necessitates further
improvements to provide a solution to this issue.

2)

3)

4)
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13 Auxiliary ship

17 Bulk carrier

20 Passenger ship

21 Liquefied gas ship

Fig. 3.
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6 Cruiser

14 Container ship

18 Oil tanker

19 Fishing boat

22 Barge

Fine-grained categories and ship slice samples of each category in FGSC-23.

TABLE 1T
NUMBER OF EACH CATEGORY IN FGSC-23

Category ID 0 1 2 3 4 5 6 7 8 9 10 11
Amount 484 165 542 108 295 90 293 88 154 89 238 27
Category ID 12 13 14 15 16 17 18 19 20 21 22 Total

Amount 143 225 101 72 120 343 165 102 88 94 54 4080

The correspondence between category ID and category can be found in Fig. 3.

5) Public availability: The dataset is publicly available for
free for scientific research, and the link to the current
version is' (extraction code: n8ra).

III. PROPOSED METHOD
A. Architecture of the Proposed Method

Based on the interclass similarity issue, a discriminative fea-
ture representation is highly required for a fine-grained ship clas-
sification task [21], [22]. In this study, an AMEFRN is designed.
Two schemes, i.e., multilevel visual feature representation and

Thttps://pan.baidu.com/s/ Th_F7c-btLqhOXLT20XHWBg

attribute feature representation are proposed to optimize the
feature representation of general CNN. The overall architecture
of the proposed method is shown in Fig. 5 and the classical
network of VGG16 [23] is taken as an example for illustra-
tion. Multilevel convolutional visual features are extracted from
VGG16 and the local features are weighed by an RNN-based
attention mechanism to get an enhanced visual feature represen-
tation. To obtain the attribute features, a novel attribute-guided
branch trained by additional attribute supervision information is
designed. Consequently, the visual features and attribute features
are associated together as classification features and fed into
the classifier. Details and analysis of the proposed schemes are
introduced in the following sections.
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Attribute 1: aspect ratio (/W) Attribute 2: ¢

(a) (b)

Fig. 4. Tllustration of the two attribute labels in FGSC-23. (a) Aspect ratio r
(r =|L/W]). (b) Angle 6 € [0, 180°].

B. Multilevel Enhanced Feature Representation

Local features play an important role in distinguishing the
fine-grained categories of ships. Some specific local features
might become a “symbol” of a particular category of the ships.
For instance, as is shown in Fig. 6, a symbol of a red cross
on a ship signifies a medical ship, while a special shape of
the bow, aircrafts on the deck, and a flight runway illustrate an
aircraft carrier. The difference in cargos is an essential element
to distinguish a container ship from a bulk carrier. Compared
with features extracted from other regions, these specific local
features are crucial for better classification performance and re-
quire more attention. However, since the focus areas in different
images are varied, the classification network should be guided
to weigh the features of multilevel areas automatically.

Generally, in CNN frameworks, the high-level convolutional
features from the last convolutional block are usually translated
to a feature vector by flattening or pooling operation. The feature
vector merges all areas of the image; hence, it can be considered
as a global feature vector with senior semantic information.
However, the global feature vector fails to distinguish the fea-
tures of different areas in the image. Thus, in this framework,
a multilevel feature representation is proposed to make up for
the deficiencies. Classical VGG16 is taken as an example for
illustration. The input of the network is resized to 224 x 224 x
3, and after a series of pooling operations, the last convolutional
feature map drops to 7 x 7 x 512. It is treated as a collection
of local feature vectors: Fi; = {0912, 0312 ... 0212}, where
v21? denotes the features of the corresponding area in the original
image. Then, an average pooling operation with a kernel size 2 x
2 is conducted and the second-level feature collection of enlarged
local areas is obtained by Fr» = {wi'?, w3? ... w33} Fur-
ther to this, a global average pooling operation with kernel size 7
x 71s done to translate features into the third-level global feature
vector Fr3 = fglz. The illustration of the three-level visual
feature representation and the visualization effects is shown in
Fig. 7. The number of feature levels is not fixed and can be
adjusted according to actual requirements.

The feature vectors in F,; and F» which denote features of
different local areas are accorded with different weights. When
we scan an image, our eyes move in turns, and we will pay
more attention to some salient parts which is acquired through
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contextual comparison. Based on this fact, these feature vectors
are regarded as a set of ordered sequences, and spatially adja-
cent vectors usually share more semantic associations, which
inspires us to use the RNN network in learning their importance
weights. One of our previous works, an RNN-based attention
module [24], is adopted here to weigh these feature vectors. For
the ith level feature map Fp, = {f{'2, f312, ..., f21%}, the k
regional feature vectors { f7'*}(j = 1,2, ..., k)are entered into
the gated recurrent units (GRU) [25] in turns, which outputs
sequences H = {hy,ho,...,hy}. H is treated as a learned
revised regional feature representation considering context in-
formation. After that, two fully connected (FC) layers are con-
nected and the attention weight map of the regional features
A; ={a1,aq9,...,a;}isacquired. Fr; is revised by weight map
A Fr =A{f;} ={a1 x P2 a0 x f312 00 ag x f2'?}. The
weighted feature vectors in F} ; and F7} , are summed up, respec-
tively, to obtain the local feature vector fr; and fro as follows:

k

k
S SR m
J j=1

—

Together with the global feature vector f2!2, the three fea-

ture vectors { f2!2, f212, f25%} form a three-level visual feature
representation.

C. Attribute-Guided Feature Extraction Branch

As discussed in Section I, some inherent attributes of ships,
i.e., scale and aspect ratio, are effective auxiliary information
helpful for fine-grained ship classification. Inspired by the self-
supervised learning [26], [27] where the feature representation
learning is achieved by predicting the image rotations, the at-
tribute information of ships might be used as the supervision
information as well, which can enhance the feature represen-
tation learning. The learned feature supervised by the attribute
information is regarded as an attribute feature and is the auxiliary
feature to visual features extracted in Section III-B. The attribute
of the ship’s aspect ratio is not affected by the image resolution;
besides, it is easy to acquire as the ship detection technology
with oriented bounding boxes is quite mature [28], [29]. Thus,
it is adopted as the supervision information to construct an
attribute-guided feature extraction branch for the attribute fea-
ture representation.

The attribute-guided feature extraction branch is built based
on the general CNN structure and its architecture is shown in
Fig. 5. The input of the original network is fed into this branch,
and after five blocks of convolution-pooling layers, features of
this branch are fed into two FC layers. A ReLU function is then
used in predicting the aspect ratio attribute. The backbone of
this branch is similar to the structure of VGG16 and its detailed
composition is shown in Fig. 8.

To guide this branch learning the attribute of aspect ratio
automatically, a supervised L1 loss is adopted which is shown
as follows:

Lattr = |ﬁa - ga| (2)

where p,, is the attribute prediction of the network and g, is the
ground truth.
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Fig. 5. Framework of the proposed network.

\ —
labels
Relu Attribute
prediction
/ ) -
Attribute fc2 (512)
Attribute fc1 (1024) (1{') -
|:(> C/ Category
labels
Softmax
fus(512)~ Category
Q) prediction
—Concatenation
| RNN-based
|:> Attention |:>
’ﬂ"i Module 1024)
i fu(512)= -
<d’) 2048 Inference
| | RNN-based r; Classification
E{j Attention II“> result
Module
£i2(512) ™

Fig. 6.
bulk carrier. (c) Special local information of aircraft carrier.

The output of the last FC layer is a 512-dimesional feature
vector f312 which is directly used for attribute prediction.
Naturally, it holds much geometric attribute information, which
is beneficial for category classification. Therefore, it is fused
with the multilevel visual features extracted for subsequent cat-
egory classification. Hence, the whole network obtains attribute
supervision information and category supervision information,
and the attribute features are extracted as auxiliary features to
multilevel version features. This enhances the learning capabil-

ity of the network for a fine-grained classification task.

D. Training and Inference

Using the framework mentioned above, attribute feature 512
and multilevel visual features { f21%, f212, f21?} are acquired.

They are concatenated together and then, two FC layers follow

Samples of salient regions for fine-grained ship classification. (a) Important symbol of medical ship. (b) Local features to distinguish container ship and

to reduce the dimension and further modify the feature. The
classification feature vector f192¢ achieved in this way is then
entered to Softmax classifier for output prediction. Category
labels are used for supervised learning and cross-entropy loss

described in formula (2) is adopted for training

M
Leat = — Y yelog(pe) 3)
c=1

where M is the categorynumber, p. is the category prediction,
and y. is the ground truth. The overall training loss of the whole

network constitutes the summary of L, and Leat
L= Lcat + Lattr- (4)

During the end-to-end training, Softmax function is adopted
for classification. In inference, following [24], classifier of linear
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Fig. 8.  Architecture of attribute-guided branch.

SVM is adopted to replace the Softmax function due to its power-
ful classification ability. The SVM is trained with classification
vector Cl]gié as input and category of the target as output.

IV. EXPERIMENTS AND RESULT ANALYSIS

In this section, extensive experiments are conducted on the
FGSC-23 dataset to validate the effectiveness of the proposed
method.

A. Experimental Setup

In this section, some details about the experiment, including
the dataset setting, image preprocess method, evaluation metrics,
and experiment environment, are presented as follows.

1) Dataset Setting: The FGSC-23 is separated into training
set and testing set. From each category, 20% images are ran-
domly selected for testing and the rest for training. Due to the
issue of sample imbalance, data augmentation is done to enlarge
the number of images of some categories in the training set, and
the methods include changing the image lightness in the range
of [0.5, 1.5], image scaling in the range of [0.8, 1.2], image
flip, and random cropping. For the categories with less than 200
ships in the training set, the images are selected randomly and the
augmentation means mentioned above are conducted to enlarge
the training images to 200. Therefore, there are 825 chips in
testing set, and the 3255-sample training set is enlarged to 5165
samples.

2) Image Preprocess: The CNN models with FC layers for
the classification tasks require the inputs with a fixed size.
Therefore, images of different shapes need resizing. However,
the general operation [30] of resizing an image to a fixed size
by interpolation or downsampling changes the aspect ratios of
objects in the nonsquare images, which has a negative influence
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in the training of the attribution-aware branch. To solve this
issue, an image resizing operation of zero padding is proposed to
maintain the aspect ratios of objects. The inputs require resizing
to 224 x 224 x 3. The longer side of the image is first upsampled
or downsampled to 224. Upsampling or downsampling on the
shorter side of the image with the same ratio follows. The rest
of the image area is then padded with zeros. This maintains the
attribute of the ship’s aspect ratio. The resizing results of the gen-
eral operation and zero-padding-based operation are compared
in Fig. 9. Besides, experiments are conducted to examine the
influences of the two image preprocessing means on detection.

3) Evaluation Metrics: Three indicators, i.e., accuracy rate
(AR) of each category, overall accuracy (OA), and the confusion
matrix (CM) [24], are adopted to evaluate the classification re-
sults in the experiments. The AR measures the ratio of correctly
classified images and total testing images among a category,
while the OA measures the ratio of correctly classified images
and total testing images regardless of categories. The CM is
the visualization of the classification matrix, which records the
detailed classification results for every category. Each element
amn in CM denotes the proportion of the chips predicted to be
the nth category while it actually belongs to the mth category.

4) Experiment Environment: The experiments are conducted
using Keras framework on a 64-b computer under Ubuntu 16.06
with one NVIDIA GTX 1080Ti GPU for acceleration. During
training, a batch size of 32 is set and an initial learning rate of
0.0001. All the models are trained for 100 epochs.

B. Establishment of Baselines

The proposed schemes, i.e., multilevel enhanced feature rep-
resentation and the attribute-guided branch in AMEFRN, can
be conveniently embedded into most CNN models. Thus, two
representative models, VGG16 and ResNet50 [31], are adopted
as baseline feature extractors to test the effects of the proposed
method in the experiments. Due to the relatively small scale of
our dataset, pretrained parameters on ImageNet [32] are used
to initialize the baseline models. Here, comparisons are made
between classifiers of Softmax and the linear SVM, as well as
image preprocessing methods of general resizing operation and
the proposed zero-padding method. VGG16 and ResNet50 are
trained with resized data and zero-padded data, respectively.
Softmax function is used in the end-to-end training of both
VGG16 and ResNet50. But during testing, Softmax function
and linear SVM are adopted in turn on the trained VGGI16
and ResNet50 to compare their classification performances. The
classification feature vector f1724 extracted by trained VGG16
and ResNet50 is used as an input to SVM, and all the images
in the training set are used to train the SVM. The OAs of these
eight models are listed in Table III, and the visualizations of
respective CMs are shown in Fig. 10.

The above-mentioned results reveal that under the same con-
ditions, SVM provides a better classification performance on
both VGG16 and ResNet50. The effects of the zero-padding
method are validated as it behaves better than the general image
resizing method. Thus, in the subsequent experiments, the zero-
padding method is used for image preprocessing. VGG16 with
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Fig. 10. CM of each model in baseline establishment.

SVM and ResNet50 with SVM are adopted as baselines in our
experiments, namely, baselinel and baseline2, respectively.

C. Ablation Study

In this section, ablation studies are conducted to verify the
effects of the proposed AMEFRN. The experiments are divided
into three parts. First, the effect of the attribute-guided branch
used alone on the two baselines is validated. Then, different local
feature levels are tested to find the best setting of the proposed
multilevel enhanced feature representation on the baselines.
Finally, the two schemes are applied jointly to test the compound
influence to the two baselines.

1) Effects of the Attribute-Guided Branch: The proposed
attribute-guided branch (named scheme1) is applied to baselinel
and baseline2, respectively. The proposed zero-padding method
isused to modify the input images. Each category’s classification
result, as well as the OA of the testing set, is shown in Table IV.

Predicted label

ResNet50+Zero-padded datatSVM

Predicted label

ResNet50+Zero-padded data+Softmax

From the results above, we can see that the attribute-guided
branch added to baseline models definitely improves the OA of
both VGG16 and ResNet50, improving by 1.93% and 0.86%,
respectively. Here, ResNet50-based models show better perfor-
mance than VGG16-based models, implying that ResNet50 has
a better feature representation capability compared to VGG16.
However, the addition of our attribute-guided branch narrows
the gap between the two baseline models to some degree.

2) Effects of Multilevel Enhanced Feature Representation:
In this section, the effects of multilevel enhanced feature repre-
sentation (named scheme?2) are verified on both baselinel and
baseline2. Specially, different feature representation levels for
ship classification are tested. Four conditions are considered,
i.e., using 1-level features, 2-level features, 3-level features,
and 4-level features, respectively, in the classification. Con-
cretely, the 1-level feature representation has only global feature
vector (f2'? described in Section III-B); the 2-level feature
representation contains the global feature vector and enhanced
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TABLE III
OA (%) OF EACH MODEL IN BASELINE ESTABLISHMENT

Resized Zero-
Models esize padded  Softmax  SVM 0A
data
data
VGG N, - N, - 77.82
16 J ] ; J 81.09
- J N, - 79.64
- J - N, 81.95
v - v - 81.21
ResNet v - - N 84.00
50 - J J - 83.03
- J N, 84.60

The portions in bold represent the best performance.

TABLE IV
AP (%) AND OA (%) OF THE BASELINES WITH SCHEME 1

. Baselinel . Baseline2
Result  Baselinel +Schemel Baseline2 +Schemel
ARy 84.54 84.54 85.57 88.66
AR, 90.74 85.29 91.18 85.29
AR, 83.33 93.52 87.96 93.52
AR;3 90.91 86.36 77.27 86.36
ARy 91.53 84.75 93.22 91.53
ARs 66.67 72.22 83.33 77.78
ARg 81.36 83.05 79.66 83.05
AR7 88.89 88.89 77.78 88.89
ARg 87.10 87.10 83.87 96.77
ARy 72.22 66.67 77.78 61.11
ARy 87.50 87.50 89.58 89.58
ARy 90.00 100.00 100.00 100.00
ARy 82.76 93.10 93.10 86.21
AR3 77.78 77.78 82.22 80.00
ARy4 80.00 90.00 80.00 90.00
AR5 85.71 78.57 92.86 92.86
ARjs 100 95.83 100 100
ARy 71.01 72.46 75.36 72.46
ARy3 60.61 78.79 72.73 78.79
ARy 60.00 55.00 65.00 55.00
ARy 55.56 66.67 66.67 61.11
ARy 90.00 95.00 100 95.00
AR2 90.91 90.91 90.91 90.91
OA 81.95 83.88 84.60 85.46

The portions in bold represent the best performance.

local 3 x 3-subregion feature vector (f2!'?and f7* described
in Section III-B); the 3-level feature representation contains
global feature vector, enhanced local 3 x 3-sub-region feature
vector and local 7 x 7-subregion feature vector (f2'%,f212,
and f71? described in Section III-B); and for 4-level feature
representation, except for these feature vectors, an additional 14
X 14-subregion feature vector is contained, which is achieved
from the feature map of the second-last convolutional block.
The four feature representations are embedded into baselinel

and baseline2, respectively, and the classification results are
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shown in Table V. The visualizations of CMs for the models
are shown in Fig. 11, which provide a more intuitive reflection
of the classification results.

Here, the 1-level feature representation is achieved by global
pooling operation to the last convolutional feature layer of the
CNN model, which is similar to that of general CNNs. The clas-
sification results of 1-level feature representation are also sim-
ilar to their baselines. Further, the multilevel enhanced feature
representations share significant improvements to classification
performance than the baselines. Among them, 3-level feature
representation achieves the best performance on both baselinel
and baseline2. The 4-level features do not perform optimally like
the 3-level features, which is due to lower-level feature maps
being used in 4-level feature representation to achieve higher
resolution regional features, which is not semantic enough for
the classification task. Therefore, 3-level feature representation
is the best setting for FGSC-23. In subsequent experiments, this
setting is adopted.

Besides, we find out that the proposed scheme?2 significantly
improves the performance of baselinel and narrows the OA
gaps between baselinel and baseline2. The best performance in
this group of experiments is achieved by baselinel with 3-level
feature representation. More classification details are reflected
in the CM of each model.

3) Compound Effects of Proposed Schemes: In this section,
the proposed schemel and scheme?2 are used jointly to test their
compound influence on the classification performance of the two
baselines. A 3-level feature representation is used for scheme?2.
For a more intuitive comparison, in Table VI, we present the
classification performances of the baselines with the schemes
used alone. Besides, the CMs for each model in this group are
visualized and shown in Fig. 12.

From the results, it can be seen that schemel improves the
baselinel by 1.93%, scheme?2 improves it by 9.2%, and schemel
and scheme? jointly improve it by 11.63%. For baseline2, these
schemes improve it by 0.86%, 5.7%, and 8.49%, respectively.
The improvements caused by a combination of the two schemes
are even larger than the sum of the improvements achieved by in-
dividual schemes, indicating that the two schemes are more pow-
erful when used jointly in classification models. When it comes
to the detailed performances in each category, the schemes also
improve the classification accuracy in most categories. Notably,
the combination of the two schemes yields the best ARs of the
two baselines in 19 categories out of 23 categories. Evidently,
our proposed method effectively improves the accuracy of CNN
models in fine-grained ship classification task.

Besides, we find that our schemes seem to have a larger
influence on VGG16 than ResNet50, especially scheme?2.

The VGG16 has fewer layers and simpler structure compared
with ResNet50, and ResNet50 is proved to have stronger feature
representation capability in Section IV-B. The output of the
last convolutional layer of VGG16 is a feature map of 7 x
7x 512, while the output of the last convolutional layer of
ResNet50 is a 7 x 7x 2048 feature map. Thus, the 3-level
feature representation of scheme2 forms a 6144-dimensional
concatenated visual feature vector in ResNet50, much larger
than the 1356-dimensional concatenated visual feature vector in
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TABLE V

Baselinel Baselinel Baselinel Baselinel Baseline2 Baseline2 Baseline2 Baseline2
Result +1-level +2-level +3-level +4-level +1-level +2-level +3-level +4-level
features features features features features features features features
ARy 77.32 87.63 90.72 91.75 86.60 91.75 92.78 92.78
AR, 91.18 94.12 88.24 94.12 88.24 91.18 94.12 94.12
AR, 89.81 95.37 96.30 94.44 87.96 96.30 99.07 95.37
AR; 90.91 81.82 86.36 81.82 77.27 77.27 86.36 77.27
ARy 86.44 94912 96.61 93.22 89.83 96.61 96.61 94.92
AR5 88.89 83.33 83.33 72.22 66.67 83.33 72.22 77.78
ARg 86.44 89.83 88.13 84.75 81.36 88.13 88.13 89.83
ARy 83.33 83.33 83.33 88.88 77.78 88.89 83.33 83.33
ARg 90.32 90.32 93.55 93.55 93.55 90.32 96.77 96.77
ARy 72.22 72.22 83.33 66.67 72.22 77.78 77.78 66.67
AR 87.50 93.75 93.75 93.75 91.67 93.75 95.83 95.83
ARy, 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
ARp» 93.10 93.10 96.55 96.55 89.66 86.21 96.55 96.55
ARy3 73.3 80.00 91.11 77.78 71.11 80.00 86.67 77.78
ARy 80.00 90.00 95.00 90.00 85.00 90.00 80.00 90.00
ARjs 92.86 92.86 92.86 100.00 92.86 100.00 92.86 100.00
AR¢ 95.83 100.00 100.00 100.00 100.00 100.00 100.00 100.00
ARy7 71.01 78.26 86.96 81.16 71.01 79.71 82.61 82.61
ARjs 69.70 78.79 84.85 78.79 75.76 87.88 78.79 78.79
ARy 55.00 40.00 75.00 70.00 55.00 55.00 65.00 80.00
ARy 66.67 77.78 83.33 77.78 72.22 77.78 77.78 83.33
ARy 95.00 100.00 95.00 100.00 100.00 100.00 100.00 100.00
AR» 100.00 90.91 100.00 90.91 90.91 90.91 90.91 90.91
OA 83.15 87.64 91.15 88.48 83.52 88.97 90.30 89.82

The portions in bold represent the best performance.

VGG16, which means that there are more parameters to train in
the following FC layers in baseline2. However, the FGSC-23 is
still a small-scale dataset, and cannot train well a model which is
too complex. Thus, using VGG16 with the two schemes seems
to be more suitable for ship classification task in FGSC-23.

4) Efficiency of the Proposed Schemes: The results and anal-
ysis presented above highlight the classification effects of dif-
ferent models on FGSC-23. Here, a further discussion is made
to analyze the efficiency of the proposed method.

The two schemes unavoidably reduce the processing speed as
they add extra layers and parameters to the original CNN model.
To explore the efficiency of our method, the training and testing
time of the eight models in Section IV-B is recorded as shown
in Table VII. The aspects of time included are the total training
time per epoch, average training time on a single image, total
testing time, and the average testing time per image. For each
model, the testing time is measured ten times and the average
testing time is recorded.

The data shown in the table reveal that compared with the
baselinel, the training time of our AMEFRN increases by about
77% and the testing time increases by about 39%; compared with
baseline2, the training time and testing time of our AMEFRN
increase by 58% and 18%, respectively. Besides, schemel seems

more time-consuming than scheme2. The average testing time
perimage is about 7.1 ms on baselinel and 7.43 ms on baseline2.
In general, the absolute time of our method can be accepted in
real applications.

D. Comparison With Other Classification Methods

In this section, our proposed model is compared with other
classification models on the FGSC-23. Studies have shown that
models based on deep CNN-based features are more effective
than most traditional handcrafted feature-based methods for
object classification [33], [34]. On this basis, we compare our
method only with deep CNN-based methods. They involve
representative CNN models proposed in recent years includ-
ing Inception-v3 [35], DenseNet121 [36], MobileNet [37], and
Xception [38], fine-grained classification models for remote
sensing images including ME-CNN [16], FDN [15], LGFFE
[24], as well as fine-grained object classification models for
natural scene images, i.e., B-CNN [39] and DCN [40]. Among
them, for ME-CNN, FDN, LGFFE, and DCN, the settings with
the best performance reported in their works are adopted. The
parameters of the rest five models are tuned for times and the
best classification performances are reported. Best performances



ZHANG et al.: NEW BENCHMARK AND AN ATTRIBUTE-GUIDED MULTILEVEL FEATURE REPRESENTATION NETWORK

Confusion matrix Confusion matrix

Confusion matrix

Confusion matrix

True label
True label

.......... IR
Predicted label

Baselinel +Schemel

True label
True label
True label

True label

........ IREREE
Predicted label

Baseline2 Baseline2+Schemel

CMs of models with multilevel feature representation.

Confusion matrix Confusion matrix

Baseline2+Scheme2

Confusion matrix

\\\\\\\\\\ I EEREREEE]

Baseline2+Schemel+Scheme2

Confusion matrix

True label
True label

~~~~~~~~~~ IR EEEEEEREE R
Predicted label

Baselinel

Baselinel+Schemel

Confusion matrix Confusion matrix

.......... FERREE
Predicted label

Baselinel+Scheme2

Confusion matrix

.......... HERER
Predicted label

Baselinel+Schemel+Scheme2

Confusion matrix

: : . :
s s > s
; 2 ; ;
. . . .
3o 3o 3o 3o
5, E 2, 4,
2 Eu gu Eu
» » » »
. . . .
1 1 " 1
: . ) M
: - : :
EEEEERER] EEEEERER] 1R IRERR s +
Predicted label Predicted label Predicted label Predicted
Baseline2 Bascline2+Schemel Baseline2+Scheme2 Baseline2+Schemel+Scheme2
Fig. 12.  CMs of models in ablation study.

obtained from these models are then compared with the best per-
formance achieved by our method. The AP and OA percentages
of these models as well as the average training and testing time
per image are listed in Table VIII, and the CM of each model is
shown in Fig. 13.
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00

These results show that among the four deep CNN baselines,
the Xception model, which integrates the advantages of ResNet
series and Inception series, performs better than the other three
models, while the MobileNet runs the fastest. FDN and ME-
CNN are two models designed for ship classification in satellite
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TABLE VI
AP (%) AND OA (%) OF ABLATION STUDY
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, Baselinel+ Baselinel+ D2sclnel® , Baseline2+ Baseline2+ D2scine2t
Result Baselinel schemel+  Baseline2 schemel+
schemel scheme2 schemel scheme2
scheme2 scheme2
ARy 84.54 84.54 90.72 98.97 85.57 88.66 92.78 97.94
AR, 90.74 85.29 88.24 94.12 91.18 85.29 94.12 94.12
AR, 83.33 93.52 96.30 99.07 87.96 93.52 99.07 98.15
AR; 90.91 86.36 86.36 90.91 77.27 86.36 86.36 77.27
ARy 91.53 84.75 96.61 94.92 93.22 91.53 96.61 96.61
ARs 66.67 72.22 83.33 83.33 83.33 77.78 72.22 94.44
ARg 81.36 83.05 88.13 88.98 79.66 83.05 88.13 89.83
AR; 88.89 88.89 83.33 88.89 77.78 88.89 83.33 83.33
ARg 87.10 87.10 93.55 93.55 83.87 96.77 96.77 100.00
ARy 72.22 66.67 83.33 83.33 77.78 61.11 77.78 88.89
ARy 87.50 87.50 93.75 95.83 89.58 89.58 95.83 95.83
ARy 90.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
ARy 82.76 93.10 96.55 96.55 93.10 86.21 96.55 100.00
ARy3 77.78 77.78 91.11 86.67 82.22 80.00 86.67 91.11
ARy4 80.00 90.00 95.00 100.00 80.00 90.00 80.00 85.00
AR5 85.71 78.57 92.86 92.86 92.86 92.86 92.86 100.00
ARis 100.00 95.83 100.00 100.00 100.00 100.00 100.00 100.00
ARy7 71.01 72.46 86.96 91.30 75.36 72.46 82.61 89.86
ARy3 60.61 78.79 84.85 87.88 72.73 78.79 78.79 84.85
ARy 60.00 55.00 75.00 70.00 65.00 55.00 65.00 70.00
ARy 55.56 66.67 83.33 88.89 66.67 61.11 77.78 83.33
ARy 90.00 95.00 95.00 100.00 100 95.00 100.00 95.00
AR» 90.91 90.91 100.00 90.91 90.91 90.91 90.91 90.91
OA 81.95 83.88 91.15 93.58 84.60 85.46 90.30 93.09
The portions in bold represent the best performance.
TABLE VII

TRAINING AND TESTING TIME OF EACH MODEL

Total training

Training time per

Model Total testing time(ms) Testing time per image(ms)
time(ms/epoch) image(ms)

Baselinel 31474.22 6.08 4156.35 5.09
Baselinel+schemel 53406.17 10.34 4813.35 5.90
Baselinel+scheme?2 34056.72 6.59 4781.14 5.86

Baselinel+schemel+ scheme2 5576.31 10.79 5791.28 7.10

Baseline2 35530.31 6.88 5122.36 6.28
Baseline2+schemel 55007.25 10.65 5685.98 6.97
Baseline2+scheme?2 36870.86 7.13 5620.42 6.89

Baseline2+schemel+ scheme2 56169.38 10.88 6060.37 743

images. They differ in that FDN extracts features from Fourier
domain of images, while ME-CNN extracts image features by
Gabor filter, LBP operator, and 2-D DFrFT and uses CNN to
further extract classification information. ME-CNN has a better
performance than FDN while it runs slower than FDN. The
LGFFE is also an effective feature representation model and
has shown state-of-the-art performance in many classification
tasks with remote sensing images. These three models are all
proposed for remote sensing classification tasks, and notably,

LGFEFE achieves the best performance among them. B-CNN and
DCN are all designed for fine-grained object recognition task,
and the DCN outperforms B-CNN in classification performance
for FCSC-23. Although not the fastest algorithm, our method
exhibits the best performance, exceeding Xception by 5.82%,
LGFFE by 4.13%, and DCN by 2.92% for OA. Besides, our
method yields the best AR percentages in 15 out of 23 categories.
Evidently, our method displays a state-of-the-art performance in
the fine-grained ship classification task of FGSC-23.
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Fig. 13.

AP (%) AND OA (%) OF DIFFERENT CLASSIFICATION MODELS

TABLE VIII

Inception-  DenseNet VGG16+
Models MobileNet  Xception FDN ME-CNN LGFFE B-CNN DCN
v3 121 AMEFRN
AR, 87.63 86.60 84.54 89.69 85.57 93.81 92.78 84.54 93.81 98.97
AR; 91.18 82.35 88.24 88.24 88.24 91.18 94.12 91.18 94.12 94.12
AR, 89.81 89.81 88.89 91.67 85.19 87.04 95.37 86.11 97.22 99.07
AR; 77.27 72.73 86.36 81.82 81.82 63.64 81.82 90.91 86.36 90.91
AR4 91.53 84.75 88.16 96.61 89.83 86.44 96.61 89.83 94.92 94.92
ARs 83.33 77.78 77.78 88.89 77.78 77.78 83.33 83.33 83.33 83.33
AR 76.27 72.88 86.44 86.44 81.36 76.27 83.05 76.27 86.44 88.98
AR; 94.44 77.78 83.33 83.33 72.22 66.67 72.22 83.33 83.33 88.89
ARg 100.00  100.00  100.00  90.32 77.42 83.87 96.77 96.77  100.00  93.55
AR 55.56 77.78 77.78 94.44 66.67 83.33 83.33 77.78 88.89 83.33
ARjo 89.58 93.75 91.67 93.75 87.50  100.00  97.92 91.67 93.75 95.83
ARy 100.00  100.00  90.00  100.00  90.00  100.00  100.00  100.00  100.00  100.00
AR}, 93.10 93.10 93.10 82.76 93.10 93.10 96.55 93.10 96.55 96.55
ARy 68.89 75.56 75.56 77.78 77.78 82.22 77.78 7333 84.44 86.67
ARy 80.00 85.00 80.00 85.00 75.00 85.00 80.00 80.00 90.00  100.00
AR5 9286  100.00  92.86 92.86 85.71 100.00 9286  100.00  100.00  92.86
ARy 100.00  100.00  100.00  100.00  100.00  100.00  100.00  100.00  100.00  100.00
ARy; 76.81 75.36 75.36 76.81 73.91 78.26 85.51 72.46 81.16 91.30
ARys 66.67 78.79 69.70 81.82 72.73 81.82 81.82 75.76 87.88 87.88
ARy 40.00 55.00 45.00 70.00 45.00 60.00 65.00 55.00 55.00 70.00
ARy 7222 66.67 55.56 77.78 77.78 66.67 77.78 61.11 83.33 88.89
AR 90.91 100.00  100.00  100.00  100.00  100.00  100.00  100.00  95.00  100.00
AR 87.63 90.91 90.91 90.91 90.91 100.00  90.91 90.91 90.91 90.91
OA 83.88 84.00 84.24 87.76 82.30 85.58 89.45 84.00 90.66 93.58
Training 7.51 7.89 6.08 10.75 10.62 23.96 7.29 12.53 7.91 10.79
time(ms)
Testing 6.89 7.05 5.92 9.17 7.92 19.68 6.85 11.17 7.01 7.10
time(ms)

The portions in bold represent the best performance.

ME-CNN

CMs of models for comparison.

B-CNN

iobel

Proposed method
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V. CONCLUSION

In this article, the task of fine-grained ship classification in
optical remote sensing images is explored. A set of solutions are
proposed to address the challenges of this task. A 23-category
fine-grained ship classification dataset called FGSC-23 is es-
tablished for this investigation, which compensates the lack of
relevant data. To the best of our knowledge, it is the second public
dataset with fine-grained ship categories after HRSC2016 and
with the characters of data diversity, label diversity, and cate-
gory diversity. A novel attribute-guided classification framework
with multilevel enhanced feature representation is proposed for
fine-grained ship classification in remote sensing images. We
attempt to solve the classification task from two perspectives—
enhancing the multilevel visual feature representation of CNN
and adding additional attribute supervision information to the
CNN framework. Concretely, multilevel local and global fea-
tures are extracted and the local features are weighed using
RNN-based attention module to guide the network focus on
silent areas and suppress unimportant areas. Attribute informa-
tion is added to an attribute-aware branch to extract attribute
features, which is auxiliary to the enhanced visual features.
The extra supervision information based on the ship’s attribute
effectively improves the learning capability of classification
models. The two schemes proposed in this study can be easily
embedded into most CNN models and can be trained end-to-end.
Experiments have proven that the two schemes optimize the clas-
sification performance and their benefits are compounded when
they are used jointly. Our AMEFRN presents state-of-the-art
performance on the FGSC-23 dataset, exceeding that of other
baselines and classification models.

Despite the high performance of our AMEFRN, we plan to
further modify the dataset to resolve the issue of category imbal-
ance and explore the fine-grained ship classification algorithms
in other remote sensing images in future work.
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