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Ground Control Point Automatic Extraction for
Spaceborne Georeferencing Based on FPGA
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Abstract—Feature points that are obtained from the combined
speeded-up robust feature (SURF) detector and binary robust
independent elementary features (BRIEF) descriptor have a highly
robust performance. These points are previously considered the
ground control points (GCPs) for building a connection between
the image coordinates and the corresponding geodetic coordi-
nates. This article proposes a novel architecture to automatically
and intelligently extract GCPs based on field programmable gate
arrays (FPGAs). The parallelization SURF detector, BRIEF de-
scriptor, and BRIEF matching are implemented in a single Xil-
inx XC7VX980T FPGA system. Word length reduction, memory-
efficient parallel architecture, shift and subtraction strategies,
a sliding window for separable convolution, and an optimized
multispacer-scale are used to optimize the SURF detector. Im-
proved parallel adder trees are used to accelerate the BRIEF
matching. The proposed system achieves 380 frame per second
(fps) with a 100 MHz clock frequency, which satisfies the real-time
and low-power requirements of embedded devices. The results of
the experiment demonstrate that the proposed architecture, when
mapped onto a Xilinx Virtex-7 XC7VX980T FPGA device, can
select the robust feature points.

Index Terms—Binary robust independent elementary
features (BRIEF), field programmable gate arrays (FPGAs),
georeferencing, ground control points (GCPs), speeded-up robust
feature (SURF).

I. INTRODUCTION

G EOREFERENCING is an important technique of remote
sensing (RS) image for an extensive variety of tasks, and

estimation of the mathematical geometric calibration function
of RS image based on the ground control points (GCPs) is nec-
essary. Traditionally, GCPs are obtained by special equipment
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or manually selected from a reference image or topographic,
which is computationally expensive. Furthermore, the tradition-
ally method cannot satisfy the practical real-time performance
[1]–[3] of RS image processing. The primary task of the RS
image matching is to find the correct GCPs correspondences
on the reference image and the warped image [4]. Therefore,
an automatic method for selecting GCPs is desired. This article
aims to automatically extract GCPs between the remotely sensed
image and the corresponding reference image in real-time.

In image matching, the keypoint can be recognized between
two or more images of the same scene. The images can be
employed in frequent matching for different times, perspectives,
and scales [5]. The local invariant feature has an important role in
image matching. The literature on local feature detection is vast
and dates to 1954, when Attneave [6] observed that information
about shape was concentrated at dominant points with high
curvature [7]. In 1980, Moravec [8] proposed a detector that was
repeatable for small variations and near edges and was applied
for stereo image matching. Harris and Stephens [9] improved
the prior Moravec detector in 1988. The Harris corner detector
includes gradient information and eigenvalues of symmetric
positive, which are defined as a 2 × 2 matrix to make it more
repeatable. The Harris corner detector is a prevalent feature
detection technique that combines a corner detector and edge
detector based on a local autocorrelation function. However,
it is not scale-invariant and sensitive to noise [10]. Smith and
Brady [11] developed the smallest univalue segment assimilat-
ing nucleus (SUSAN) detector in 1997. SUSAN is not sensitive
to local noise and high anti-interference ability [4]. To obtain
the scale-invariant feature, Lindeberg [12]–[14] investigated the
scale-invariant theory and presented a framework for selecting
local appropriate scales that can be used for automatic scales
selection. Mikolajczyk et al. [15] presented the Harris–Laplace
and Harris–Affine detectors and gradient location and orien-
tation histogram detector [16]. Lowe [17] proposed the scale-
invariant feature transform (SIFT) algorithm. Since each layer
relied on the previous layer and images had to be resized, it was
not computationally efficient [18]. Many SIFT variants, such
as PCA-SIFT [19], GSIFT [20], CSIFT [21], and ASIFT [22],
are relatively highly efficient. The speeded-up robust features
(SURF) is a local descriptor that is inspired by SIFT. SURF was
first introduced in [23] and fully explained in [24].

Recently, binary descriptors are being developed for im-
age processing. The binary robust invariant scalable keypoints
(BRISK) detector is a novel method for keypoint detection,
and description, and matching method that was proposed by
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Leutenegger et al. [25]. BRISK is constructed by pixel compar-
isons, whose distribution forms a concentric circle surrounding
the feature. Calonder et al. [26] investigated the binary robust
independent elementary features (BRIEF) to efficiently extract
features. The BRIEF descriptor vector consists 512-, 256-, and
128-bit vectors. Hence, this feature substantially reduces the
memory required to store the feature descriptor and the time
consumed to match the features, while yielding comparable
recognition accuracy [27]. Rublee et al. [28] proposed a very
fast binary descriptor, named ORB, which was rotation invariant
and resistant to noise. The main contribution of this work is
the addition of an orientation component to the feature from
accelerated segment test (FAST) [29] feature detector and to
propose a learning method for choosing pairwise tests with
excellent discrimination power and a low correlation response
among the tests [30]. In [31], Alahi et al. suggested the fast
retina keypoint (FREAK) as a fast compact and robust keypoint
descriptor.

Feature-based matching algorithms have been extensively
employed for a variety of applications, such as object local-
ization, object recognition, motion estimation, and 3-D recon-
struction. These algorithms exhibit high-performance in image
matching. However, they cannot achieve a performance that is
sufficiently high to satisfy practical real-time requirements due
to the computational complexity and vast memory consumption
[32]–[35]. Therefore, researchers have applied the matching al-
gorithm to real-time applications. These studies can be grouped
into two main approaches: The first approach aims to reduce the
complexity of the matching algorithm without losing precision.
A principal component analysis (PCA) [19] and linear discrim-
inant analysis [36] are dimensionality reduction techniques that
reduce the size of the original descriptor, such as SIFT or SURF
[26], [37]. Calonder et al. [38] proposed a concept that used a
shorten descriptor to quantize its floating-point coordinates into
integers codes on fewer bits; the same result was proposed in [39]
and [40]. This concept is an effective way to replace the original
complex detector or descriptor with a speeded-up detector or
binary description, such as FAST [29], BRISK [25], BRIEF [26],
ORB [28], and FREAK [31]. Lowe [17] approximated the Lapla-
cian of Gaussian (LoG) via the difference of Gaussians filter. Bay
et al. [23] proposed approximation to the LoG by using
box filter representations of the respective kernels based
on SIFT.

The second method is focused on improving the process-
ing speed using dedicated hardware such as multicore central
processing units (CPUs), graphic processing units (GPUs), ap-
plication specific integrated circuits, and field programmable
gate arrays (FPGAs). Čížek et al. [41] proposed a processor-
centric FPGA-based architecture for a latency reduction in the
vision-based robotic navigation. Krajník et al. [42] presented
a complete hardware and software solution of an FPGA-based
computer vision embedded module that can carry out the SURF
image feature extraction algorithm. Yao et al. [43] proposed an
architecture of optimized SIFT feature detection for an FPGA
implementation of image matching. The total dimension of
the feature descriptor had been reduced to 72 from 128 of
the original SIFT. In [44], a parallelization and optimization

method to effectively accelerate the SURF was proposed and
achieved a maximum of 83.80 frame per second (fps) in a
real-machine experiment, which enables real-time processing.
Cheon et al. [45] analyzed the SURF algorithm and presented
a fast descriptor extraction method that eliminated redundant
operations in the Haar wavelet response step without additional
resources. Kim et al. [46] presented a parallel processing tech-
nique for real-time feature extraction in object recognition by
autonomous mobile robots, which utilized both CPU and GPU
by combining OpenMP, Streaming SIMD Extension and CUDA
programming. Schaeferling et al. [47] described two embedded
systems (ARM-based microcontroller and intelligent FPGA) for
object detection and pose estimation using sophisticated point
features. The feature detection step of the SURF algorithm was
accelerated by a special IP core. Huang et al. [48] designed an
architecture that combined the FAST detector and the BRIEF
descriptor for detection and matching with subpixel precision.
Lima et al. [30] proposed a hardware architecture based on the
BRIEF descriptor. This approach contributed to reducing the
number of memory accesses required to obtain the descriptor
while maintaining its discrimination quality. Zhao et al. [49]
presented an efficient real-time FPGA implementation for object
detection. The system employed the SURF algorithm to detect
keypoints in every video frame and applied the FREAK method
to describe the keypoints. In [50] and [72], a modified SURF
detector and BRIEF descriptor matching algorithm based on
FPGA were presented. To accelerate the SURF algorithm, an
improved FAST feature point combined with the SURF descrip-
tor matching algorithm was proposed in [51], which realized the
real-time matching of target images.

Inspired by previous research, this article proposes a hardware
architecture to automatically extract GCPs for the RS image
that is georeferenced based on the FPGA, which significantly
reduces the computational requirement. The main contribution
of this article is considered as follows.

1) A parallelization SURF detector and BRIEF descriptor are
designed in an FPGA.

2) Five approaches are applied to optimize the SURF de-
tector for hardware implementation. Moreover, a novel
suppressed method for candidate points that are not local
maxima in the 3-D scale-space domain is suppressed zero
in the nonmaximal suppression step, which ensures that
feature points do not overlap and are evenly spread over
the input image.

3) The BRIEF descriptor is adopted in the proposed system,
whose memory footprint is only a 256-bit vector, i.e., 32-
byte. However, the original SURF (O-SURF) descriptor
is a 512-bit vector of floating points, representing it still
requires a 64-byte. Moreover, the implementation of the
BRIEF matching is highly efficient in an FPGA, which has
the minimum Hamming distance between the reference
image and the sensed image. Improvement adder trees are
employed to reduce the complexity of the BRIEF matching
step.

The rest of this article is organized as follows. Section II
provides an overview of the SURF detector and BRIEF de-
scriptor. Five approaches for optimizing SURF feature detection
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Fig. 1. Diagram of ground control point extraction for the remote sensing
images.

is introduced in Section III. Section IV describes the parallel
implementation on the SURF detector, the BRIEF descriptor,
and the BRIEF matching, which are implemented in a Xilinx
XC7VX980T FPGA. The evaluation experimental results and
comparison with existing schemes are reported in Section V.
Section VI concludes this article.

II. FEATURE DETECTOR AND DESCRIPTOR ALGORITHM

The process of feature-based matching has three steps: feature
detection, feature description, and feature matching. In this
article, an efficient real-time FPGA-based system, which com-
prises SURF feature detection, BRIEF descriptor, and BRIEF
matching, in a single chip, is investigated. The diagram of the
proposed process is presented in Fig. 1. The feature detection and
feature description module automatically extract GCPs from the
RS image. The feature matching module automatically matches
the image pairs based on the ground control point [4].

A. SURF Feature Detector

SURF [23], [24] is scale- and rotation-invariant, which takes a
grayscale image as an input. As shown in Fig. 1, SURF detector
can be divided into three steps, integral image, Hessian response,
and nonmaximum suppression. SURF feature detector will be
briefly summarized in this section.

1) Integral Image: Integral image is a novel method to im-
prove the performance of the subsequent steps of SURF detector
[32]. The integral image is used as a rapid and effective way to
calculate summations over image subregions [24]. Given the
pixel value i(x, y) for the coordinates (x, y) of an image with
width W and height H, the value of coordinates (x, y) in the
integral image ii(x, y) can be defined as follows [23], [52]:

ii (x, y) =
x∑

x′=0

y∑

y′=0

i (x′, y′) 0 ≤ x ≤ W, 0 ≤ y ≤ H. (1)

Fig. 2. Calculation cumulative sum of all pixels in the rectangular region by
(2). With an integral image, the sum values of the green rectangular region that
is bounded with A, B, C, and D are calculated by ii(A′) + ii(D)− ii(C ′)−
ii(B′).

Through the concept of integral image (as shown in Fig. 2),
the cumulative sum of all the pixels in the rectangular region
with the coordinates (x, y) of the top-left pixel, width w, and
height h can be stated mathematically as in [53]

Sw,h(x, y) =
x+w−1∑

x′=x

y+h−1∑

y′=y

i(x′, y′) = ii(x− 1, y − 1)

+ ii(x+ w−1, y + h− 1)−ii(x−1, y + h− 1)

− ii(x+ w − 1, y + h− 1) (2)

the initial condition of (2) is

ii(−1, y) = ii(x,−1) = ii(−1,−1) = 0. (3)

According to (2), integral image provides a fast way to get the
sum histogram of an arbitrary-sized rectangle, requiring only
three adders and calculating near-constant-time.

2) Hessian Response: In the O-SURF [23], [24], the scale
space was established by the purpose of the scale invariance.
The scale space can be divided into o(o ≥ 1) octaves, and each
octave is further divided into v(v ≥ 3) intervals to obtain a total
of o× v scale-levels. Each interval represents the response of the
Hessian determinant, which can be approximately defined as (4)
[23], [24], where ω = 0.912 is a weight coefficient that is used
to correct the error caused by approximation. The approximated
Dxx, Dyy , and Dxy box filter kernels are depicted in Fig. 3 [54],
where white, gray, and black pixels refer to the weight values
of {1, 0,−2} for the Dxx and Dyy box filters and {1, 0,−1}
for the Dxy box filter, respectively [55]. By the concept of
the integral image, the calculation of Dxx or Dyy requires 8
memory accesses [54], while the calculation of Dxy requires 16
memory accesses. The 32 memory accesses are marked with a
dot in Fig. 3. The scale σ is defined in the O-SURF method by
an analogy with the linear scale space. The distances between
the marked points increase with an increase of σ. However, the
number of points to be accessed remains constant [56]

det(A) = Dxx ×Dyy − ω2 ×Dxy
2. (4)

In the O-SURF method, the 9× 9 box filter is defined for the
first scale. However, Bay et al. did not specify exact values at
the remaining scales [57], [58]. Hence, numerous parameters for
the particular scale-levels (i, j), i ∈ [1, o] and j ∈ [1, v] need to
be defined. Lobe l, which is one-third of L—the size of the Dxx,



LIU et al.: GROUND CONTROL POINT AUTOMATIC EXTRACTION FOR SPACEBORNE GEOREFERENCING BASED ON FPGA 3353

Fig. 3. 9 × 9 box filter that approximates the second-order Gaussian derivative in the x, y, and xy directions to obtain the Dxx, Dyy , and Dxy box filters.
(a) Dxx box filter. (b) Dyy box filter. (c) Dxy box filter.

TABLE I
BOX-SPACE SAMPLING VALUES

Dyy , and Dxy box filters, is 2o × v + 1. The scale σ is (2o ×
v + 1)× 1.2/3 = 0.4l. wl, which is the length of the white area
in the Dxx and Dyy box filters, is 2l+1 in [58] or 2l − 1 in
[59] or (3l + 1)/2 in MATLAB with OpenSURF by Evans [60].
gl, which is the length of the side of the gray area in the Dxx

and Dyy box filters, is (l − 1)/2 in [58] or (l + 1)/2 in [59] or
(3l + 1)/4 in [60]. The size of the octave increases by 6× 2o−1

pixels per interval. p is a constant of one pixel in the Dxy box
filter. Table I shows the values of the box filters.

According to (2), the separable convolution response of
the Dxx, Dxy , and Dyy can be computed by the following
equations:

Dxx = (A+ F −B − E)− 2× (B +G− C − F )

+ (C +H −D −G) (5)

Dyy = (A+ F −B − E)− 2× (B +G− C − F )

+ (C +H −D −G) (6)

Dxy = (A+ F −B − E)− (C +H −G−D)

− (I +N − J −M) + (K + P − L−O). (7)

3) Nonmaximum Suppression: To localize the interest point,
the nonmaximum suppression (NMS) is applied using the three
adjacent scales. The NMS compares a determinant with its 8
direction neighbors in its native scale interval, and 9 direction
neighbors in each of the intervals above and below for a total
of 26 direction neighbors. Moreover, a threshold is employed to
determine only the most distinctive image point as a candidate
point [24].

B. BRIEF Descriptor

BRIEF is a descriptor that uses binary tests between two pixels
in a smoothed image patch. More specifically, if p is a smoothed
image patch, the corresponding binary test τ is defined as follows
[26]:

τ(p;x, y) =

{
1 if I(p, x) < I(p, y)
0 otherwise

(8)

where p(x) is the intensity of p at the point x. The descriptor is
defined as a vector of nd binary tests [26]

fnd(p) =
∑

1<i≤nd

2i−1τ(p;xi, yi). (9)
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The length of nd is generally defined as 128-, 256-, and 512-
bit vectors. The result of the experiment in [26] demonstrated
that the performance of 256-bit vector was similar to that of
the 512-bit vector, while only marginally worse in other cases
[48]. Due to the limited hardware resources, a 256-bit vector is
employed in this article.

C. Hamming Distance Matching

In the BRIEF descriptor [26], the Hamming distance is used
to match. The Hamming distance can be efficiently calculated
by the XOR operation. Considering the two existing descrip-
tors S1 and S2, the corresponding Hamming distance (256-
bit) can be defined as Dhd(S1, S2) =

∑256
i=1 (ai ⊕ bi), where

S1 = a1a2, . . . , a256, S2 = b1b2, . . . , b256, and the value of ai
and bi is 0 or 1. The smaller is the value of Dhd, the higher is the
matching rate. Moreover, a threshold is used to check whether
points truly correspond to each other. If the Hamming distance
is less than a threshold, the feature points-pair are corresponding
points; otherwise, they are nonmatching points [50].

III. OPTIMIZATION OF SURF DETECTOR

To ensure efficient implementation of the SURF detector in
an FPGA, five approaches are applied to optimize the SURF
detector. The first approach, which is word length reduction
(WLR), is used to reduce the word length of the integral image
without a loss of accuracy. The second approach, which is
a memory-efficient parallel architecture (MEPA), is used to
parallel compute the output of FIFO. The third approach, which
consists of shift and subtraction strategies (SAS), is adopted
to simplify the response of the Hessian determinant. The SAS
transforms the floating-point operation into a shift and subtrac-
tion operation. The fourth approach utilizes sliding widow, is
used to parallel compute the Dxx, Dyy, and Dxy box filters.
The fifth approach is referred to a parallel multiscale-space. Five
approaches are introduced in this section.

A. Word Length Reduction (WLR)

SURF is a detector and descriptor of local scale- and rotation-
invariant image features. By using integral image for image
convolution, SURF computes faster than other state-of-the-
art algorithms but produces comparable or even better results
by utilizing repeatability, distinctiveness, and robustness [59].
However, the word length of the integral image substantially
impacts on the performance of designed hardware, especially
for implementations that need to store the entire integral image
on FPGA [55]. To solve this problem, Hsu et al. [61] pre-
sented a row-based stream processing (RBSP) method that only
needs a 34-row memory foot to simultaneously calculate the
response of two octaves box filters. The overflow based on two’s
complement-coded arithmetic and rounding with error diffusion
techniques were proposed by Belt [62], which can work on a face
detector for a VGA resolution with a 16-bit vector. However,
this approach has drawbacks, including rounding errors and an
additional constraint of a fixed size for a box filter. Lee and Jeong
[63] proposed a new structure for memory size reduction which

Fig. 4. Comparison of memory between worst-case and maximum width and
height of the box filter.

includes four types of image information: an integral image, a
row integral image, a column integral image, and an input image.
Using this method, the integral image memory can be reduced
to 42.6% for a 640 × 480 8-bit grayscale image. Ehsan et al.
[64]–[66] proposed a parallel recursive equation to compute the
integral image. This method not only substantially decreases
the operation and memory requirements (by at least 44.44%)
but also maintains the accuracy.

This article focuses on reducing the size of the memory and
parallelization computation. In [64], the maximum binary word
length of the integral image in the worst-case (WS) is stated as
follows:

iimax = (2Li − 1)×W ×H (10)

where ii is the word length of the integral image; iimax is the
value of WS; i is the input image; Li is the word length per
pixel of the input image; and W and H are the width and height,
respectively, of the input image. According to [62], the number
of bitsLii required for representing the WS integral image value
is (2Lii − 1) ≥ (2Li − 1)×W ×H . The total memory in bytes
required to store the integral image is (W ×H)× Lii/8. In
general, the maximum width and height of the box filter are
known, and the word length for the integral image using the
exact method [66] with complement-coded arithmetic needs to
satisfy

(2Lii − 1) ≥ (2Li − 1)×Wmax ×Hmax (11)

where Wmax and Hmax are the maximum width and maximum
height, respectively, of the box filter (i.e., lmax × wlmax or
wlmax × lmax in Fig. 3). For example, the input images comprise
8-bit gray data with resolution 512 ∗ 512 pixels. Table II lists
the WLR values of the different sizes of the box filter with four
octaves. The total memory in bytes is shown in Fig. 4. As shown
in Table II and Fig. 4, the box filters in [58] and [59] have the
same memory. The OpenSURF [60] has the smallest memory
compared with that of [58] and [59]. However, the value of l/2
is not an integer and is unsuitable for the FPGA. Compared
with the WS, WLR method substantially reduces the space of
memory.
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TABLE II
WORD LENGTH (BIT) OF THE INTEGRAL IMAGE WITH THE MAXIMUM WIDTH AND HEIGHT OF THE BOX FILTER

B. Parallel Computation Integral Image

Equation (1) can be transformed into the pipeline recursive
equation that was presented by Viola–Jones [67]

S(x, y) = i(x, y) + S(x, y − 1) (12)

ii(x, y) = ii(x− 1, y) + S(x, y) (13)

where S(x, y) is the cumulative row sum value at the image
location (x, y).

In (1),M2N2/4 adders are used to compute the integral image
for an image with resolution M ×N pixels [68]. Apparently,
(1) is not suitable for a medium- or high-resolution image. In
the Viola–Jones parallel recursive (12) thru (13), the number of
additions is 2MN . However, the Viola–Jones method has time
delay drawbacks. To accelerate the processing of an integral
image, Ehsan et al. [66] proposed an n stage of a pipelined
system that processes n rows of an input image in parallel,
providing n integral image value per clock cycles without delay
when the pipeline is full. This method can be mathematically
defined as follows:

S(x+ j, y) = ii(x+ j, y) + S(x+ j, y − 1). (14)

For odd rows

ii(x+ 2k, y) = ii(x+ 2k − 1, y) + S(x+ 2k, y). (15)

For even rows

ii(x+ 2m+ 1, y) = ii(x+ 2m− 1, y) + S(x+ 2m, y)

+ S(x+ 2m+ 1, y) (16)

where n is the number of rows to be calculated (always a
multiple of 2),j = 0, . . . ., n− 1, k = 0, . . . ., n/2− 1, andm =
0, . . . ., n/2− 1. This set of equations requires 2MN +MN/2
addition operation for an input image with the resolutionM ×N
pixels [66]. Compared with Viola–Jones equation, the increase
is not significant.

To ensure a trade-off between the computation time and
consumption memory, the four-row parallel method is adopted
in the integral image module.

Fig. 5. Comparison between the SAS and the O-SURF for an image with the
resolution pixels.

C. Shift and Subtraction (SAS)

In (4), the weight coefficient ω2 = 0.831744 (ω = 0.912)
is derived to minimize the approximation error caused by the
box filters in the O-SURF. Hence, a floating-point architec-
ture is required to compute det(H). OpenSURF does not use
this value, but instead applies 0.81 (ω = 0.9). However, the
floating-point operation is more complex than that of a fixed
point. To overcome this problem, in Flex-SURF [55], the value
of ω2 = 0.875 is employed. The same strategy is adopted to
simplify the processing in [35], [48], [50], [69], [70]. Equation
(4) can be replaced by a subtraction and a shift operation [69]

det(Happrox) = Dxx ×Dxy − 0.875(Dxy)
2

= Dxx ×Dxy − (Dxy
2 −Dxy

2/8)

= Dxx ×Dxy −Dxy
2 + (Dxy

2 � 3). (17)

Fig. 5 shows the number of operations which are employed
to calculate the integral image using the SAS and the O-SURF.
As observed in Fig. 5, the SAS highly requires a larger number
of shift operations than O-SURF. However, the shift operation
consumes one clock period in the FPGA architecture. Compared
with the O-SURF, addition/subtraction (add-sub), multiplica-
tion and division are reduced by 4.44%, 13.33%, and 33.33%,
respectively.
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Fig. 6. Architecture of the sliding window.

D. Sliding Window

The sliding window technique has been indicated to be a good
choice for parallel computer data [30], [49], [71], and [72], which
includes four portions: the stream of an input image, a buffer,
slice registers, and a function module. The described fabric is
depicted in Fig. 6. The input data stream is buffered in a custom
pipeline structure and organized in pixel rows. The buffer is
implemented by a combination of block random-access memory
first in, first out (Block-RAM FIFO) and slice registers (SRs).
The SR sections enable access to all pixels in the respective
pipeline elements compared with a window. With each incoming
pixel, data are shifted by one pixel, which causes the window to
virtually slide forward. Hence, while the input image is streamed
into the pipeline, the window moves grid by grid from the top left
to the bottom right in the integral image of the original image and
reads the corresponding data from the slice register. A function
module, which is determined for a certain window operation,
interconnects to a subset of pixel registers to simultaneously
fetch all data required for one calculation. With each pixel shifted
into the structure, the function module calculates a new result
and produces an output data stream [54]. The module has three
types of sliding windows (N × N) in the total system, where
N is equal to 52, 5, and 35 in the Hessian response, non-max
suppression and BRIEF descriptor, respectively.

E. Parallel Multiscale-Space for Hessian Determinant

The larger is the number of octaves, the larger is the number
of hardware resources that will be consumed [73]. Avoiding
consumes more resources in the FPGA, and the parallel multi-
scale space architecture is simultaneously designed to compute
the Hessian determinant. The recommended two octaves and
six scales [24] are implemented to extract feature points, which
corresponds to the scales {9, 15, 21, 27} and {15, 27, 39, 51},
respectively.

The interpolation step in the Hessian determinant of the
O-SURF is computationally expensive because it requires the
calculation of the first- and second-order derivatives of the
Hessian matrices and their inverses. Two box filters with sizes 33
(l= 11, L= 33, 2l− 1 = 21, (2l+ 1)/2= 7), and 45 (l= 15, L=
45, 2l− 1= 29, (2l+ 1)/2= 8) are added to calculate the Hessian
determinants to create a scale-space with higher granularity and
remove the interpolation step without sacrificing the accuracy
[74]. A total of 8 scales {9, 15, 21, 27, 33, 39, 45, 51} are used
to compute the Hessian determinants.

To efficiently calculate the Hessian determinant, multiple
integral images need to be accessed by RBSP [61] in parallel
to perform the separable convolution of the integral image with
24 box filters (8 × 3). The RBSP cores are visualized in Fig. 7.
Fig. 7(a) lists the 10-line buffers for the box filter of size 15 ×
15. Fig. 7(b) reveals that the memory foot of 32 (8 + 8 + 16)
points of the box filters in Fig. 7(a), where Wx, Wy, and W
represent the corresponding points in the Dxx, Dyy , and Dxy

box filters. Fig. 7(c) shows the memory foot of 24 box filters
with the size {9, 15, 21, 27, 33, 39, 45, 51}.

The 32 sampled points are a separable convolution with the
15× 15 box filter as follows: L0 thru L15 data are parallel input
to the r-line buffer cores. Sixteen registers (R0 thruR15) are used
to store one-line data, and 32 points can be selected to calculate
the determinant of the Fast-Hessian. The box filter responses are
given as follows:

Dxx = (L3_R15 + L12_R10 − L3_R10 − L12_R15)

− 2× (L3_R10 + L12_R5 − L3_R5 − L12_R10)

+ (L3_R5 + L12_R0 − L3_R0 − L12_R5)

= (L3_R15 − L3_R10)− (L12_R15 − L12_R10)

− 2× (L3_R10−L3_R5)+2× (L12_R10−L12_R5)

+ (L3_R5 − L3_R0)− (L12_R5 − L12_R0) (18)

Dyy = (L0_R12 + L5_R3 − L0_R3 − L5_R12)

− 2× (L5_R12 + L10_R3 − L5_R3 − L10_R12)

+ (L10_R12 + L15_R3 − L10_R3 − L15_R12)

= (L0_R12 − L0_R3)− (L5_R12 − L5_R3)

− 2× (L5_R12−L5_R3)+2× (L10_R12−L10_R3)

+ (L10_R12 − L10_R3)− (L15_R12 − L15_R3)
(19)

Dxy = (L2_R13 − L2_R2)− (L7_R13 − L7_R8)

− (L2_R6 − L2_R2) + (L7_v7 − L7_R2)

− (L8_R13 − L8_R8) + (L13_R13 − L13_R8).
(20)

Because the values of R0 thru R15 are integral, then the mul-
tiply operation can be transformed into a shift operation. Equa-
tions (18)–(20) are decomposed into the vertical and horizontal
convolution, which are implemented by addition/subtraction and
a shift operation. The proposed separable convolution method
is simpler than proposed by Čížek [75]. The proposed separable
convolution utilization is onlyO(n) and is notO(n2) for parallel
implementation of the full sliding window [75].

In Fig. 7(c), the color dots are the selected positions for the
convolution operation. The sliding window shifts from the left
to the right and from the top to the bottom of the image. After
scanning through the whole image, the Hessian determinants are
simultaneously computed at the same period clock.
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Fig. 7. Parallel multiscale space hessian detector. (a) Ten-line buffers for the box filter of size 15 × 15. (b) Sampled points of the box filter. (c) Pixel-access
window is required for parallel convolution with the 24 box filters.

Fig. 8. Proposed hardware architecture.

IV. HARDWARE IMPLEMENTATION

A. Total System Architecture

Considering the memory-space, power, and real-time con-
straints of embedded systems, the FPGA is selected to ensure
the system performing in real-time. The proposed total hardware
architecture, which is shown in Fig. 8, contains memory con-
troller module, integral image generation (IIG) module, SURF

detector module, BRIEF descriptor module, and BRIEF match-
ing module.

1) Memory Controller Module: To drive onboard, DDR3 and
Xilinx IP memory interface generator (MIG) are chosen to create
a logical connection with DDR3 [40].

2) IIG Module: An integral image is a novel method for
improving the performance of the SURF detector. The WLR
algorithm and four-row parallel method are adopted to optimize
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Fig. 9. Hardware architecture for the integral image generator. (a) Memory
interface generator. (b) Integral image generator.

the integral image. The IIG module transforms the integral image
to the SURF feature detector module, memory controller mod-
ule, and BRIEF descriptor module. Therefore, the IIG module
is separated from the SURF feature detector module.

3) SURF Detector Module: The SURF detector extracts the
local maxima Fast-Hessian determinant as candidate points on
the multiscale and then locates the corresponding index and
scale. The FPGA-based SURF feature detection architecture is
divided into two submodules: Fast-Hessian response generation
and the location of an interesting point. The location of inter-
est point is divided into three steps: nonmaximal suppression,
threshold, and interpolation. To solve these problems, a parallel
architecture for the modified SURF algorithm is proposed. A
sliding window buffer is used to store the shifted pixels of an in-
tegral image for each clock. The buffer is shared with the Hessian
determinant. The SAS algorithm and parallel multi-scale space
are used to implement the Hessian determinant. An additional
33 and 45 scales are used to replace the step of interpolation,
without sacrificing the accuracy [74].

4) BRIEF Descriptor and Matching Module: A 256-bit
BRIEF descriptor and matching require a low hardware cost.
To reduce the complexity of the BRIEF descriptor, optimized
parallel adder trees and parallel comparators are employed for
the BRIEF descriptor and matching.

B. Integral Image Generator (IIG)

IIG module generates the integral image from the incoming
8-bit grayscale image via the MIG [40] to communicate with
off-chip on-board DDR3 SDRAM [refer to Fig. 9(a)], which are
stored by the row sequence.

The hardware architecture of the integral image [refer to
Fig. 9(b)] consists of an address generator, row accumulator,
multiplexer, and adder. The address generator module is de-
signed to generate the read address (rd_addr) and write address
(wr_addr) via the column and the row counter. The value of the
row counter generates the selector (sel) signal of the multiplexer
(MUX).

C. SURF Detector Implementation

1) Fast-Hessian Responses Implementation: After calculat-
ing the integral image in the IIG module, the integral image

Fig. 10. Parallel multiscale-space for fast Hessian response. (a) Sliding win-
dow. (b) Parallel implementation Dxx, Dyy , and Dxy . (c) Parallel calculation
Hessian determinant.

Fig. 11. Architecture for the pipelined Hessian determinant calculation.

is sent to 52-line buffer [76] and 52 × 52 silence registers in
the sliding window for the separable convolution. The detailed
design of the multiscale-space Hessian detector is visualized in
Fig. 10. This architecture includes the sliding window, parallel
implementation second-order Gaussian derivatives, and parallel
calculation Hessian determinants. To construct a sliding window
for the Hessian response, an FIFO architecture includes 52-line
buffers and 52 × 52 silence registers are used. The sliding
window provides parallel access to the integral image that is
required for the second-order Gaussian derivatives Dxx, Dyy,
and Dxy using (18) thru (20). The 256 pixels (due to overlap,
220 pixels exist) enable access to the response of the 8 box filters.

AfterDxx ,Dyy, andDxy are obtained, the Hessian response
can be calculated in the three pipelines by using (17), as shown in
Fig. 11. Eight Hessian determinants are concurrently calculated
and then parallel output to the nonmaximal suppression module.

2) Nonmaximal Suppression Implementation: NMS module
selects the local maximal Hessian determinant as a candidate
point. A 5× 5 sliding window is chosen in the NMS module, as
shown in Fig. 12 [74]. Eight multiscales can be divided into
six multiscale-spaces to concurrently obtain the local maxi-
mal of interest point. The 5× 5 points of each matrix can be
presented as Top_mi,j , Middle_mi,j , and Bottom_mi,j (i =
1, 2, 3, 4, 5; j = 1, 2, 3, 4, 5). The center point Middle_m3,3 is
compared with its 74 neighbor points (24 neighbors on the
same scale and 25 neighbors in the consecutive scales above
and below) in parallel. If the result of the AND operation is
true, the center point is regarded as a candidate point [50], as
shown in Fig. 13. The candidate point is fed to the user-defined
threshold module. Only the candidate point which is great than
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Fig. 12. Architecture of nonmaximal suppression module.

Fig. 13. Architecture of location maximum across the 74 neighbor points.

the threshold can be considered as a feature point, and the 1-bit
interest point flag is set to true [72], [74].

The eight-scale Hessian determinants are parallelized to com-
pute it synchronously. The search for a local maximum in the
scale-space domain is also pipelined and parallelized using
register FIFOs. Only the determinants that exceed a certain
threshold are saved, while the other determinants, which are
set to zeros points and not local maxima in the 3-D, scale-space
domain, are suppressed (= 0). This method ensures that features
do not overlap and are evenly spread over the input image [74].
Every local maximum is compared with a user-defined threshold
value. The threshold controls the total sensitivity of the detector
by fine-tuning the number of interest point that populate the
image [58]. Considering that the features in the same octave will
generate the same descriptor if they have the same coordinates
but a different scale, we only store one of them if more than one
feature simultaneously exists [77].

D. BRIEF Descriptor Implementation

The BRIEF-32 [26] algorithm is adopted to generate descrip-
tors. As shown in Fig. 14, the BRIEF-32 structure includes
two modules: image buffer and point pair comparator. In the

Fig. 14. Exemplary 256 patch-pairs for BRIEF descriptor.

image buffer module, a 35 × 35 subwindow was presented by
Huang [50]. Calonder et al. [26] provided the time required for
Gaussian smoothing, a simple box filter, and a box filter using the
integral image, the latter was considerably faster. Furthermore,
no matching performance loss occurred. In this article, a 5 × 5
box filter using integral images is used to smooth the original
image. The point comparator module has 256-binary (32-byte)
patch tests, which are related to blue lines that are sampled
from an isotropic (0, S2/25) Gaussian distribution. A total of
256 patch-points p(ri, cj) (i = 1, . . . , 256; j = 1, . . . , 256) are
parallel compared with the corresponding points using (8) in the
same cycle, and the 1-bit result with a comparison of 1or 0 is
stored in a 256-bit descriptor register in sequence.

E. BRIEF Matching Implementation

The Hamming distance is used to match the 256-bit descriptor
in the BRIEF matching. The BRIEF descriptor is robust to
illumination changes and small rotations [26], which renders it
an excellent candidate point for the georeferencing. The BRIEF
matching module consists of computing the Hamming distance
module and finding the minimal Hamming distance module. The
reference image descriptors are stored in FIFO1, and the sensed
image descriptors are stored in FIFO2. To ensure a trade-off
between the speed time and resource. The number of descriptor
points determines the accuracy of the matching. However, the
larger is the number of descriptor points, the larger is the number
resources that are consumed. For example, 100 pair-descriptors
are used to parallel implement the Hamming distance in Fig. 15
[50]. In the Hamming distance module [refer to Fig. 15(a)],
the Hamming distance is computed using 256 XOR gates, and
the results are stored in a 256-bit register. Improved parallel
pipelined adder trees [77] are used to compute the number
of “1s” in the 256-bit register. The 256-bit result of the XOR

is divided into eight 32-bit registers, which are paralleled to
calculate the Hamming distance by 5-level pipeline adder trees
[refer to Fig. 15(c)]. However, 9-level pipeline adder trees were
employed in [27].

The finding minimal Hamming distance module begins to
work when the 100 Hamming distances are received. The
minimum Hamming distance means the best matching. The
corresponding matching feature point is defined as the GCP.
The architecture of the finding minimal Hamming distance mod-
ule is shown in Fig. 15(b), and an improved compactor module
is used to compare the Hamming distance with seven levels of
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Fig. 15. Structure of matching coprocessor. (a) Computation Hamming distance. (b) Locating minimal Hamming distance. (c) 5-level adder trees.

pipeline. Three compactor modules are reduced compared with
[50].

Based on the matching algorithms, the best matching feature
points are the GCPs. The coordinates of GCPs are the scan-
ning coordinates. However, in the georeferencing method, the
geodetic coordinates are used in the projection transformation
equation. Thus, the scanning coordinates must be transformed
into geodetic coordinates [1].

V. EXPERIMENT

A. Hardware Environment and Dataset

The proposed system is implemented in a signal Xilinx
XC7VX980T FPGA that has 612 000 logic cells, 1 224 000
Flip-Flops, 1500 kB Block RAM, and 3600 DSP slices. The
development kit Vivado (14.2 version) is used to design the
hardware of the system in Verilog HDL, and the simulation tool
is Vivado simulator. The first data sets are obtained from [50]
[see Fig. 17(a) and (b)], the second datasets are downloaded
from the BIGMAP software [see Fig. 17(c) and (d)]. The image
resolution of 512 × 512, and a 100 MHz working frequency
are assumed. Additionally, the results that are generated by the
implemented FPGA are compared with those of the OpenCV

library, which is written by Chris Evans in the MATLAB. As
expected, the results are identical.

B. Interest Point Analysis

The number of interest points is affected by some parameters
such as octave, scale, resampling, size of the nonmaximal matrix,
and the threshold [24], [50], [80]. Table III shows the number
of interest point with the different thresholds. As seen from
Table III, the variation in the threshold has a significant effect
on the interest point distribution, which is consistent with [72],
[74], and [80].

Fig. 16 shows the results of the different textures pair-points
matching. In Fig. 16(a), the number of matching and mismatch-
ing points is 79 and 21, respectively. When the image pairs are
covered with the high-rise building in Fig. 16(b), the matching
points and mismatching points are 83 and 17, respectively.
There are 700 matching points and 100 mismatching points
in Fig. 16(c). And there are 90 matching points and 130 mis-
matching points in Fig. 16(d). The results indicated that the
uniform distribution of the matching points and the matching
rate are affected by the number of matching points and the
textures of the object. Additionally, some errors occur in the
matched point pairs; however, these points can be eliminated by
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Fig. 16. Matched remote sensing image pairs. (a) Matched bungalows image
pairs with the best 100 matching pair-points. (b) Matched high-rise building
pairs with the best 100 matching pair-points. (c) Matched expressway pairs with
the best 800 matching pair-points. (d) Matched bare soil pairs with the best 220
matching pair-points.

using robust fitting methods, such as RANSAC [15], [27], [42],
[81] or a combined algorithm of slope-based rejection (SR) and
correlation-coefficient-based rejection [48].

Fig. 17. Recall versus 1−precision of four RS image pairs. (a) Bungalows.
(b) Rise-high building. (c) Expressway. (d) Bare soil.

TABLE III
NUMBER OF FEATURE POINTS WITH DIFFERENT THRESHOLDS (THS)
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C. Accuracy Analysis

The recall versus 1−precision curves [16] describe useful
characteristics of a feature’s performance, and are widely used
as standard criterion, which is defined as follows:

recall =
#correctmatches

#correspondences
(21)

1− precision =
#falsematches

#correctmatches + #falsematches
(22)

where recall is the ratio of the number of correctly matched
points relative over the number of corresponding matched points.
1−precision is defined as the ratio of the number of false
matches to the total number of matches, which includes the
false matches and the correct matches. The curves are generated
below a threshold t, which determines whether two descriptors
are matched, if recall is increasing and 1−precision is equal to 0,
it means that the point pairs are all correctly matched without any
mismatching; if recall is static and 1−precision is increasing, it
means that the number of falsely point pairs is increasing, while
the correctly point pairs remain unchanged [40].

SURF+BRIEF method has a better matching performance
in different land coverages than that of SURF in the software
(OpenCV2.4.9 + Microsoft Visual Studio 2015) [50]. In this ar-
ticle, the performance evaluation of the FPGA-based implemen-
tation is also conducted and compared with that of OpenSURF
in MATLAB [60]. The relationship between the two images can
be described by the Homography matrix [40]. The Homography
matrices of the four image pairs are calculated in advance by
MATLAB on a PC. The results are listed as (23)–(26) shown at
the bottom of this page.

Inspired by [40], the number of detected points in each image
is also defined as approximate 100 and there are 100 point-pairs
output by the PC. The higher value of recall and the lower value
of 1−precision mean better performance of matching. When
1−precision = 0 (i.e., the number of falsely point pairs is 0), the
value of recall is equal to “m,” which means “100×m” correctly
point pairs (the maximum number of point pairs is 100). While
1−precision stops at value “n,” the number of falsely point pairs
is “100 × n”. The curves of recall versus 1−precision of FPGA
and PC implemented are shown in Fig. 17.

In the bungalow image pairs [see Fig. 17(a)], the curve of
FPGA implemented is slightly lower than that of PC-based. In
other words, the performance of the PC-based is slightly better
than that of the FPGA’s. In addition, when 1−precision = 0, the
recall of FPGA-based and PC-based is approximately 0.79 and
0.81, respectively. Finally, the 1−precision of FPGA-based and
PC-based stops at approximately 0.20 and 0.14, respectively.

In the high-rise building image pairs [see Fig. 17(b)], the curve
of PC-based is slightly higher than that of FPGA-based. When
1−precision = 0, the recall of FPGA-based and PC-based is ap-
proximately 0.82 and 0.85, respectively. Finally, the 1−precision
of FPGA-based and PC-based stops at approximately 0.15 and
0.10, respectively.

The expressway texture in Fig. 17(c), the PC-based curve is
slightly higher than that of FPGA-based. When 1−precision =
0, the recall of FPGA-based and PC-based is approximately 0.70
and 0.71, respectively. Finally, the 1−precision of FPGA-based
and PC-based stops at approximately 0.23 and 0.20, respectively.

In the bare soil texture image pairs [see Fig. 17(d)], the FPGA-
based curve is slightly higher than that of PC-based. When
1−precision = 0, the recall of FPGA-based and PC-based is ap-
proximately 0.30 and 0.29, respectively. Finally, the 1−precision
of FPGA-based and PC-based stops at approximately 0.41 and
0.44, respectively.

The combined SURF+BRIEF method was also presented in
[50] and [72], and the same criterion recall versus 1−precision
curves is used to evaluate the matching performance. Experi-
ments indicated that the combined SURF+BRIEF method has
a similar performance with [40], [50], [72]. Hence, the final
computation accuracy is acceptable.

As shown in Fig. 17, the performance of the FPGA-based
implementation is slightly worse than that of the PC-based
implementation. The reasons are listed as follows [50], [73].

1) Error is inevitable when the floating-point data are ap-
proximated with fixed-point data, and an error analysis is
conducted [72]. To save logic resource, several fixed-point
approximations are implemented to save resources and fit
the entire architecture on a single Xilinx chip. The Hessian
determinant is approximated using only shifting and the
adding operation [35], [48], [50], [69], [70].

Hbungalows =

⎡

⎣
1.024682517497177 0.018725015152393 −5.404435483561459
0.015206213894699 1.014273691140137 −2.552171349203126
0.000024222830514 0.000023299587958 1.000000000000000

⎤

⎦ (23)

Hhigh−risebuilding =

⎡

⎣
1.099260397052538 0.002259608451860 −7.957861186118295
0.090326101809412 0.955409181508876 −4.421034816054379
0.000271661969942 −0.000085315081328 1.000000000000000

⎤

⎦ (24)

Hexpressway =

⎡

⎣
1.000297662301777 0.025695798331601 −66.220856181085963

−0.032698271963169 1.023565673743905 8.462326102920549
− 0.000064630077908 0.000065894730718 1.000000000000000

⎤

⎦ (25)

Hbaresoil =

⎡

⎣
1.061661003420602 −0.064774241169707 −22.139327368389228
0.030845167584049 0.861666704860821 6.043495802072064
0.000065697594479 −0.000382940095883 1.000000000000000

⎤

⎦ . (26)
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TABLE IV
COMPARISON OF FPGA UTILIZATION

2) Only two octaves are implemented to detect feature points,
which will inevitably cause performance degradation.

D. Performance of FPGA Analysis

1) FPGA Resources Utilization: A total of 298 864 (48.8%)
slice LUTs, 267 095 (21.82%) slice FFs, 144 DSP (4%), and 11
Kb (0.73%) memories that are used to implement the proposed
architecture. Two octaves and 8 scales [6 O-SURF scales and 2
extra scales (33 and 45)] are used to build the Hessian response.
The SAS, sliding window, parallel multiscale-space, and parallel
pipelined add-trees are used to optimize the SURF detector
and BRIEF descriptor. Compared with [27], [53], and [72], the
BRAMs resource is significantly reduced but the slice logical
resource substantially increases compared with [27], [32], [53],
[72], [74], and [78]. In [50] and [72], the same algorithm
was proposed, but only six scales were used to compute the
Hessian detection, and the interpolation step was omitted. This
method consumes fewer resources but reduces the performance
of subpixel precision [73]. Cai et al. [33] have designed a parallel
and pipeline architecture for SURF algorithm. The SURF image
feature point detecting system is implemented with hardware
and software co-design. There are four modules in the FPGA
architecture, which are integral image module, integral image
buffer module, Hessian calculation module, and nonmaximal
suppression module. However, we proposed an FPGA architec-
ture including SURF detector, BRIEF descriptors, and BRIEF
matching. Table IV lists the comparison results between the
proposed method and the method that have been published based
on the FPGA.

2) Speed Comparison: Speed is one of the most import
factors of on-board detection and matching. In the proposed
method, the run time of the integral image, SURF detection,
BRIEF descriptor, and BRIEF matching is 2.62 μs, 2.6 ms,
2.48 μs, and 15.56 μs, respectively. The total run time is about
2.62 ms, which guarantees a frame rate of 380 fps with a
resolution of 512 × 512 pixels at 100 MHz. An efficient image
matching system based on an FPGA chip was proposed in
[27] which can be implemented with the SIFT feature detector,
BRIEF descriptor, and BRIEF matching for two 1280 × 720
images within 33 ms, at 30 fps. The hardware and software
co-design system was proposed in [76], only the Fast-Hessian

TABLE V
COMPARISON OF THE PERFORMANCE OF FPS (SW: SOFTWARE; HW:

HARDWARE)

TABLE VI
COMPARISON OF THE PERFORMANCE OF TIME

detector part of SURF has been chosen for hardware-only im-
plementation. Generation of the SURF descriptor is handled en-
tirely by software. The FPGA-SURF implementation achieves
about 10 fps at HD (1024 × 768 pixels) resolution, which is a
necessity for real-time operation. A model which combines the
modified SURF detector and BRIEF descriptor was presented
and implemented in FPGA [50], which supports a throughput of
304 fps for 512× 512 pixels under a 100 MHz. An FPGA design
that combines SURF detector and FREAK descriptor for real-
time object detection [49] can process video frames with 800 ×
600 pixels resolution at 60 fps. In [78], the hardware-accelerated
version using the FPGA obtained execution times was 0.047 s
for the image sequences with a resolution of 640 × 480. In
[74], an optimized FPGA-based SURF extractor was proposed,
which achieved 131.36 fps for a video stream of VGA resolution
at 40.355 MHz. The throughput of [27], [43], [50], and [78] is
28, 10, 80, and 60 Mbps respectively. The proposed system can
achieve 100 Mbps throughput. The comparisons of the proposed
method with other investigators are shown in Tables V and VI.

VI. CONCLUSION

An optimized FPGA-based architecture for SURF and BRIEF
algorithm is proposed to select the robust ground control points
for georeferencing with RS image. The pipeline and parallel
structure on-chip system includes a modified SURF detector
and BRIEF descriptor. In the SURF detector module, the WLR
method is used to reduce the word length of the integral image
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without a loss of accuracy. MEPA method is used to compute
the output of the FIFO in parallel. SAS method is adopted to
simplify the response of the Hessian determinant, and sliding
widow is used to compute the Hessian determinant in parallel.
In the BRIEF descriptor module, only a 256-bit vector memory
footprint is used to store a feature point descriptor. Enhanced
adder trees are employed to reduce the complexity of the BRIEF
matching step.

Four pairs of remotely sensed images with different textures
are applied to evaluate the performance of FPGA-based imple-
mentation. The results of experiment indicated that the proposed
architecture can achieve a real-time performance with 380 fps
at 100 MHz. The proposed algorithm combines the accuracy
of SURF detectors and the rapidity of the BRIEF descriptor
to obtain a quick and accurate way of matching. Hence, the
combined SURF-BRIEF system has the advantages of real-time,
low-power, and high portability.
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