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Developing New Colored Dissolved Organic Matter
Retrieval Algorithms Based on Sparse Learning

Ruihao Zhang

Abstract—Colored dissolved organic matter (CDOM) is an im-
portant biochemical state indicator of aquatic ecosystems. How-
ever, its retrieval from remote sensing datasets remains a challeng-
ing task due to its high spatiotemporal variability and interference
from other water constituents. In this article, we aim to develop new
CDOM inversion algorithms by taking advantage of a representa-
tive sparse learning algorithm known as least absolute shrinkage
and selection operator (LASSO), which is applied to identify the
optimal band arithmetic terms for the CDOM inversion and esti-
mate the model parameters in a more global and robust manner
than can statistics-based methods. Moreover, a two-stage inversion
framework is presented to further enhance the stability of LASSO
in addressing inadequate in situ sample circumstances. Within the
framework, two different schemes are proposed to handle the band
arithmetic terms information propagation between the two stages,
for which two new algorithms are proposed. Experimental results
obtained from the in situ bio-optical dataset and the synthesized
dataset under various training sample sizes indicate that both of the
proposed algorithms can deliver performance superior to six state-
of-the-art CDOM inversion algorithms, and with less sensitivity to
the training sample states. In addition, the results offered by the
new algorithms also enjoy biochemical interpretability, revealing
that the red/blue ratio terms are well suited for inverting the CDOM
content on these datasets.

Index Terms—Colored dissolved organic matter (CDOM),
remote sensing, sparse learning, water quality inversion.

I. INTRODUCTION

OLORED dissolved organic matter (CDOM), also termed
yellow substance or gelbstoff, is an important optically
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active constituent of natural water that plays a critical role in con-
trolling the radiative transfer process within the water body [1],
[2]. The primary impact that CDOM has on the underwater light
field is its strong absorption for shortwave radiation ranging from
ultraviolet to visible light; meanwhile, its scattering is usually
assumed to be negligible [3], [4]. As a result, CDOM serves
as a reliable barrier for shielding the aquatic ecosystem from
harmful ultraviolet radiation [5], [6]. On the other hand, it has
been shown that there exists a significant numerical relationship
between the content of CDOM and dissolved organic carbon
(DOC); as a result, CDOM is frequently considered a practical
optical proxy for inverting the DOC distribution [7], [8]. In this
context, it is of ecological sense and practical value to develop
effective methods to monitor dynamic changes in the CDOM
content [9].

Since the sources and constituents of CDOM are highly
complex and may vary spatially and temporally [10]-[12], the
CDOM content is commonly characterized by absorption co-
efficients rather than the traditional concentrations. For sim-
plicity, the absorption coefficients of CDOM at various wave-
lengths are often assumed to follow an exponentially decreasing
function [13] such that they can be described by far fewer
parameters. The function contains two critical parameters, the
absorption coefficient at a specific wavelength Aq (usually set
as 412 nm or 443 nm), also called the magnitude parameter,
and the spectral slope parameter that describes the decay rate of
CDOM absorption with increasing wavelength. In many CDOM
inversion studies, the spectral slope parameter is assumed to
be a constant during the inversion process [14]-[16]; then, the
remaining task of the CDOM retrieval is simplified to estimate
the magnitude parameter a,(1o). In recent decades, a large
number of algorithms have been proposed to invert the CDOM
content based on the apparent optical properties (AOPs) of water,
e.g., the above-surface remote sensing reflectance or the below-
surface remote sensing reflectance. According to whether their
derivation procedures rely on the assumption of an underwater
radiative transfer process, they can be mainly categorized into
analytical algorithms, semianalytical algorithms, and empirical
algorithms [17]. Compared to analytical and semianalytical
algorithms, empirical inversion methods enjoy the advantages of
simplicity and high efficiency, for they aim to straightforwardly
determine a linear or nonlinear function that can best reflect the
relationships between the AOPs and the magnitude parameters
based on the in situ samples provided by the users. Once the
regression function has been determined, the inversion results
can be readily obtained by simply substituting the corresponding
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AOPs into the function without iterative computation. This char-
acteristic makes them quite efficient and attractive in addressing
large datasets, e.g., remote sensing images. Consequently, when
in situ samples are available, empirical algorithms may be a
reasonable choice to invert the CDOM content.

The empirical algorithms can be further divided into non-
parametric regression algorithms and parametric regression al-
gorithms according to whether the regression function possesses
a predetermined numerical form. Nonparametric algorithms can
automatically generate the regression models (including the
functional form and parameters) by exploiting the informa-
tion contained by the training samples. Hence, they are more
flexible in characterizing the relationship between the AOPs
(hereafter termed as features) and the magnitude parameters
(hereafter termed as labels), and have become increasingly pop-
ular in CDOM retrieval studies in recent years, such as artificial
neural networks (ANNs) [18]-[20], support vector machines
(SVMs) [21], and random forests (RFs) [22]. Especially in [22]
and [23], the authors systematically compared and analyzed the
performance of popular machine learning algorithms for the
CDOM inversion. Despite many successful applications, non-
parametric inversion algorithms still suffer from certain short-
comings. First and foremost, such algorithms usually require
many more training samples to construct a robust inversion
model, in contrast to parametric regression algorithms [24],
[25]. However, this requirement is difficult to satisfy because
collecting and analyzing in sifu water samples is quite costly and
time consuming. Second, the models given by the nonparametric
inversion algorithms are commonly complex and inexplicit, and
it may be inconvenient to share the inversion model and explain
the physical motivation behind it. Parametric inversion algo-
rithms are free from these drawbacks and favor simplicity and
interpretability. As aresult, in this article, we will concentrate on
developing new CDOM inversion algorithms within the scope
of parametric inversion.

To develop a parametric inversion algorithm, the first and
foremost task is to determine the features used in the regression
function. Given the AOPs of the training samples, most algo-
rithms have adopted the band-ratio terms to construct the fea-
tures. In [26] and [27], the authors proposed using the blue/green
ratio terms to develop regression models, while in [28]-[30], the
red/blue ratios were adopted. Furthermore, the effectiveness of
the red/blue ratio settings was also supported by the experimental
resultsin [31] and [32]. However, as reported in [33], the red/blue
ratios may fail in the turbid water scenario in which the particular
scattering is significant. In addition, other band ratios, such as
the red/green ratio [34] and violet/orange ratio [35], have also
been introduced to build the inversion models. In addition to the
aforementioned algorithms, some scholars have also attempted
to retrieve the CDOM content from the vertical attenuation
coefficients (Kd) based on semianalytical relationships [36]. By
reviewing the aforementioned studies, we find that it can be
difficult to design an optimal band ratio that is well suited for
diverse aquatic environments. In this context, it would be better
to adjust the features according to the in sifu samples collected
from the research area. To perform this task, many parametric
regression algorithms make use of correlation analysis [9], [37]
or stepwise regression algorithms [38], [39] to find the best
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features. However, both such methods have disadvantages. In
correlation-based methods, the selection is mainly performed
by finding the feature with the highest correlation score (e.g.,
the absolute value of the Pearson correlation coefficient) be-
tween the candidate features and the labels. This method is
quite efficient; however, the dependence among the candidate
features is not considered. As reported in [40], when addressing
optically complex water, it is preferable to use more than one
band ratio for mitigating the interference caused by chlorophyll.
For the stepwise regression, its forward selection version tends
to become easily trapped in local optima when finding the best
feature subset [41]. At the same time, its backward elimination
version is not capable of addressing the underdetermined regres-
sion problem, which restricts its capability in exploiting the rich
information within high-dimensional candidate features [42].

To sidestep the aforementioned limitations, in this article, we
present two novel parametric inversion algorithms for CDOM
inversion based on a representative sparse learning algorithm,
called least absolute shrinkage and selection operator (LASSO),
which can perform feature selection and parameter estimation in
aparallel manner. Instead of straightforwardly using the classical
LASSO to address the CDOM inversion task, we have made
several modifications to further improve its performance, which
can be briefly summarized as follows.

1) As LASSO can address the underdetermined regression
problem, we are free to explore the best band arithmetic
terms from a large number of candidate features. In this
case, except for the original reflectance information, all
possible band multiplicative terms and band-ratio terms
are also considered candidate features.

2) When the number of candidate features becomes ex-
tremely high, the solution of LASSO may degenerate
because the algorithm will automatically pay greater at-
tention to the feature selection procedure rather than the
fitting procedure for maximally reducing the objective
function value, thus increasing the risk of underfitting. It
is, therefore, desirable to mitigate the interference caused
by the large numbers of candidate features to obtain more
accurate regression coefficients. At this point, a two-stage
inversion framework is introduced to solve this problem.

3) Two different schemes are presented to facilitate the pass-
ing of feature importance information within the frame-
work. Moreover, the results given by the correlation-based
selection algorithm and the stepwise regression algorithm
are also incorporated during the passing procedure to
enhance the accuracy and robustness of the algorithms.

The remainder of this article is organized as follows. Section I1

introduces the main principles of LASSO. In Section III, the
detailed implementation of the two-stage inversion framework is
provided. Experiments conducted using a simulated dataset and
an in situ dataset are described in Section I'V. Finally, Section V
concludes this article with possible future research directions.

II. BASIC ALGORITHM

In this section, the original LASSO algorithm, which acts
as the critical algorithm foundation for the following sections,
is introduced. Let y € R be a column vector that stacks the
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magnitudes of the water samples (hereafter termed as labels),
ie.,y = [a;(ho),aZ(Xo),...,a) (Ro)]", A € RV*M denotes
the feature matrix that collects all the band arithmetic terms
(hereafter termed as features), and x € RM represents the re-
gression coefficient vector. Then, LASSO can be expressed as
the following constrained optimization problem [43]:

. 1
min - [ly — Ax|3

subjectto ||x[|; <k @)

where N is the number of training samples, M is the number
of candidate features, k& is the sparsity of x, which equals
the number of features being selected, || - ||; is the ¢;-norm
operator, and (-)T denotes the matrix transpose operator. By
imposing the /;-norm constraint on the regression coefficients,
the optimal solution of (1) will be a sparse vector, that is, most
of the elements in the vector x will equal zero. As the objective
function is consistently constructed by the contribution of each
feature during the solution process, its solution enjoys more
global properties compared with correlation-based algorithms
and stepwise algorithms.

Intuitively, there are two key steps for us in applying the
LASSO algorithm: constructing the feature matrix and solving
the optimization problem.

A. Feature Matrix Construction

Assuming that r,, € RY denotes the remote sensing re-
flectance vector of the nth training sample, then the spectral
matrix A of all the training samples can be defined as Ay =
[r1,r2,...,ry]T. In addition to the original reflectance infor-
mation, the band multiplicative terms [44] and the band-ratio
terms are introduced to augment the feature matrix, which are,
respectively, defined as A; and A,.

A= [AO(:a 1) © AO(:v 1)aA0(:a 1) © AO(:72)7
...,A0(27L—1)@Ao(Z,L),Ao(Z,L)@AQ(Z,L)} (2)
Ay = [AO(:7 1) % AO(:’2)5A0(:3 1) %) AO(:73)a

A L)@ Ao, L —2), Ap(:, L) @ Ap(;, L — 1)]
3

where © is the elementwise product operator, @ denotes the
elementwise division operator, and Ag(:,¢) denotes the (th
column of A . Through the aforementioned manipulation, the
final feature matrix A can be constructed by the following matrix
expansion:

A= [AOaAlaAQ]‘ “

Although the single band terms and the multiplicative terms are
not as popular or effective as the band-ratio terms among the
current studies, we still consider them in this article for two
reasons. On the one hand, we should verify their effectiveness
in the CDOM inversion and in complementing the band ratio
features if possible. On the other hand, even if they do not
contribute to improving the accuracy of the CDOM inversion and
may even make the retrieval problem trickier, it can still serve as
a way to examine the performance of the proposed algorithms in
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handling such extremely high-dimensional problems. It should
be noted that any other form of band arithmetic terms can also
be introduced into the feature matrix; hence, it provides great
flexibility for exploring the optimal features.

B. (y-Regularized Optimization

Once the feature matrix has been constructed, the remaining
procedure of LASSO is to obtain the regression coefficients x
by solving the constrained optimization problem shown in (1).
First, for the sake of reducing the computational complexity, it is
better to transform the objective function into an unconstrained
problem, which can be achieved by the well-known Lagrangian
multiplier strategy as follows:

.1
min 3 |ly - Ax|l3 + 4 x|, (5)

where A is the regularization coefficient, which has to be positive.
A larger A will lead to a sparser x, and thus, yield a more concise
model. However, it may also increase the risk of underfitting.
In particular, when A is set to zero, the solution of LASSO is
identical to the least-squares estimators. Hence, A should be
carefully tuned in practical applications. In this article, we apply
a widely used strategy, termed k-fold cross validation [45], to
determine the optimal A.

Given X, numerous methods have been proposed to address
this optimization problem in recent decades. In this article, we
adopt a simple yet efficient algorithm, called cyclic coordinate
descent (CCD), to find the solution. The main principle of CCD
is to update the solution in an elementwise manner within one
cyclic period. More specifically, for each the element x,,, in x,
its updating rule is given by the following equation [43]:

. A};rm A,anm
Xm = S1gn (A_:rI‘n_Arn) max < %’ - )\.,O) (6)

where

I =Y~ A mXom @
1, ifa>0

sign(a) =40, ifa=0 3
1, ifa<0.

During the iteration, the regression coefficients corresponding
to the features that are considered insignificant will automati-
cally shrink to 0.

III. PROPOSED INVERSION FRAMEWORK

To further enhance the robustness of LASSO in addressing
high-dimensional and underdetermined inversion problems that
may be frequently encountered when hyperspectral information
is available, in this section, we introduce a two-stage inversion
framework. The first stage concentrates more on exploiting the
relative importance of the band arithmetic terms, while the
second stage aims at refining the solution, i.e., correcting the bias
in the solution caused by numerous redundant features, based
on the feature prior knowledge acquired in the first stage. A
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Standard LASSO I
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Magnitudes |
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Fig. 1. Flowchart of the two-stage inversion framework.

critical task of implementing this framework refers to the rule of
information communication between the two stages. To address
this issue, an aggressive scheme and a conservative scheme are
developed, respectively. The detailed implementation of this
framework is shown by the flowchart in Fig. 1.

A. Aggressive Scheme

The first scheme is aggressive because only the features
selected in the first stage will be considered in the refinement
procedure, and the nonselected features will be directly dis-
carded. More specifically, in the first stage, a standard LASSO
procedure is performed to filter the insensitive features, and thus,
yield a much lower dimensional inversion problem. Then, the
LASSO algorithm is again applied to the reduced feature space
in the second stage. In addition, to further reduce the risk of
missing important features, the results delivered by the stepwise
regression algorithm and the correlation-based method are also
utilized to supplement the LASSO solution obtained in the first
stage. Let Iy, I, and I, be a nonempty set recording the indices
of the selected feature from the three algorithms; then, a union
operation is used to determine the features entering the second
stage

I=T,uUl, UL. 9
Defining an indicator vector u € R based on the index set I

1, ifmel
(10)

U,y =

0, ifm¢l

By eliminating the redundant features, the feature matrix can be
simplified as follows:

A = Adiag(u) (11
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| |

| Feature I
i Importance Priors | |
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|

Final Solution : I Final Solution I |
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Aggressive Scheme ! | Conservative Scheme | |
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LASSO1 Algorithm LASSO2 Algorithm |
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where diag(-) is the diagonal operator. Finally, the simplified
feature matrix is used to obtain the final LASSO solution.

B. Conservative Scheme

Compared to the aggressive scheme, the second scheme
tends to be more conservative in addressing the LASSO results
obtained in the first stage. The nonselected features from the
first stage will be combined with the selected features to guide
the refinement stage based on their relative importance rather
than removing them directly. First, we use the absolute value
of the regression coefficients to represent the importance of
the features. It should be emphasized that this method only
holds when the feature matrix and the label vector have been
standardized. Similar to the first scheme, the results achieved
by the stepwise regression and correlation-based method are
also introduced to assist in determining the LASSO solution.
Before integrating the results, a normalization process must
first be applied to the results to alleviate scale mismatches.
Assuming that their solutions are denoted by x, x,, and x., the
normalization is implemented as follows:

x| [Xs|

T max(x) T max(xl]) ¢

—. (12)
max(|x.|)
Following normalization, the magnitudes of each solution are
scaled into the interval of [0, 1], and then, the normalized solu-
tions are integrated to obtain the final importance vector via a
weighted sum manner:
W = g1X + g2Xs + g3Xc
= [X7XS7XC]G (13)
where G = [g1, g2, g3]* contains the weights of the three so-
lutions, which are defined according to their overall validation
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errors in the training procedure. Let E be the vector that collects
the errors of the three algorithms, i.e., E = [e, €5, e.]T; then,
the weight vector G is derived based on the inverse distance
weighting rule as follows:

G= (13102 Ed) /(L1x3(13x1 @ EY)) (14)

where (-)? is the Hadamard power operator, and d represents the
distance order, which controls the sensitivity of the weights in re-
sponding to the difference in the errors and is set to d = 1 in this
article. Evidently, through the aforementioned manipulation, a
solution with a smaller cross-validation error will contribute
more to the final importance vector. The nonselected features
in the first stage have not obtained the weights so far because
their corresponding magnitudes in the solution are equal to zero.
To ensure that they will be considered in the second stage, we
assign them the same nonzero weight w,. Assuming that the
weights of the selected features are w, we set the weight for the
nonselected features as w,, = min(w,)/5. The § is a positive
constant, and its value reflects the uncertainties of the solutions.
More specifically, a larger 3 means that the feature selection
results in the first stage are reliable such that the importance of
the nonselected features should be much less than the selected
features. Finally, once the weight vector has been determined,
it is used as prior knowledge to guide the refinement procedure
using a well-known LASSO variant, called adaptive LASSO,
which can be expressed by the following objective function:

. 1
min oy = Ax|; + 4 [1aa 0w O x|, (15)

The sole difference between (15) and the standard LASSO
problem lies in the regularization function, and each element of
the regression coefficients is multiplied by a preset constant that
is determined by the provided importance vector. When solving
this optimization problem, the features with larger weights will
have higher probabilities to be selected. Moreover, the introduc-
tion of w also enhances the flexibility of the adaptive LASSO.
On the one hand, when w = 1, the adaptive LASSO reduces to
the standard LASSO and to ordinary least squares in the case of
w = 0. On the other hand, any other band arithmetic terms that
have been proposed in past studies could be easily incorporated
into this algorithm by imposing the corresponding features with
proper weights. In addition, the introduction of the importance
vector also endows the standard LASSO algorithm with oracle
properties [41].

Similar to LASSO, the adaptive LASSO problem can also
be efficiently solved by the CCD algorithm. As the derivation
process is almost identical to the LASSO algorithm, we would
like to directly present the updating rule for each element of the
solution vector

o (aes) o (| ] —eno)
X, = sign max —A/w,,,0].
S\ AT A, ATA,,
(16)

IV. EXPERIMENTS AND DISCUSSIONS

In this section, CDOM inversion experiments with two public
datasets are carried out to examine the performance of the
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proposed algorithms in MATLAB 2017b, and the experimental
results are compared with several classical CDOM inversion
algorithms using different performance metrics. In the exper-
iments, the absorption coefficients at 443 nm are used as the
labels. All the available samples are randomly splitinto a training
set and a testing set, which are used to train the model and deter-
mine the inversion accuracy, respectively. To evaluate the effects
of the training sample size in detail, the sample splitting proce-
dure is implemented under various training sample proportions
(varying from 0.1 to 0.9 with an interval of 0.1). Moreover, to
alleviate the randomness associated with the splitting procedure,
for each training sample proportion, we repeat the experimental
steps for 40 Monte Carlo runs, and then, the final results are
obtained by averaging the performance metrics from these runs.
In addition, for the sake of brevity, the algorithms adopting the
aggressive scheme and conservative scheme are, respectively,
termed the LASSOI1 algorithm and LASSO?2 algorithm in the
following text.

As the proposed algorithms are empirical inversion algo-
rithms, the compared algorithms will also generally be of this
type of algorithm. In this article, two categories of empirical
algorithms are considered. The first category includes paramet-
ric inversion algorithms, including the methods proposed by
Mannino et al. [27], Tiwari and Shanmugam [30], and Menken
etal. [46]. As there is no formal appellation for these algorithms,
we have to call them by their primary developers’ names; this
naming rule was also adopted in [32]. The second group of
algorithms used for comparison is the popular nonparametric
inversion methods, among which the aforementioned SVM algo-
rithm [21], RF algorithm [22], and ANN algorithm [23] are con-
sidered. The detailed descriptions of the compared algorithms
are given in Table I.

Note that to ensure a fair comparison, all the compared algo-
rithms are also implemented in MATLAB R2017b and refitted
using the same training samples in each experiment as the pro-
posed algorithms. In addition, the hyperparameters associated
with the compared algorithms are determined following the
setting given by the original articles if available; otherwise, the
default settings offered by MATLAB are used.

A. Evaluation Metrics

To quantitatively evaluate the results in the experiments, three
commonly adopted performance metrics, i.e., the root mean
square error (RMSE), the bias, and the linear correlation co-
efficients (r), are used and are calculated as follows:

1) RMSE:
RMSE _ ||Ytrue - yestH% (17)
1/ — N
2) Bias:
Bias = 1%(ytrue - yest)/N~ (18)
3) Linear correlation coefficient (r):
(Ytrue - y[rue)T(yCSt - yest) (19)

B ”y[rue - ytrue"?”yest - yest”Q
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TABLE I
COMPARED ALGORITHMS
Parametric Regression Methods Descriptions Nonparametric Regression Methods Descriptions
Mannino y = log((r(490) © r(555) + p1)/p2)/p3 Support Vector Machine [21]
Tiwari y = p1 X r(670) @ r(490) + p2 Random Forest [22]
Menken y =p1 X (r(670) @ r(571))P2 Artificial Neural Network [23]
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Fig.3. Remote sensing reflectance of the extracted samples from the NOMAD
dataset.
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Fig. 2. Map of the sampling locations of the extracted samples from the
NOMAD dataset.

in which y. denotes the inversion results of the test samples,
Ve Stands for their corresponding observed values, ¥ .c, Yest
represent their mean values, and NN is the size of the test set. For
the RMSE and Bias, the closer they are to zero, the more likely
they are to be accurate. However, r should be close to unity for
good results.

B. NOMAD Dataset Experiments

The first dataset is a collection of in sifu samples. The sam-
ples are extracted from the NASA bio-optical marine algorithm
dataset (NOMAD) [47], which has been widely used to develop
and validate ocean color inversion algorithms. In the experi-
ments, 253 samples are utilized, each of which consists of 16
bands that lie within 411 nm ~ 681 nm, while the magnitudes of
the samples vary from 0.0044 m~! t0 0.8213 m~'. The locations
of the sampling stations and the remote sensing reflectance of
the selected samples at various wavelengths are, respectively,
shown in Figs. 2 and 3.

The RMSE statistics for different algorithms on this dataset
are plotted in Fig. 4. The performance of the proposed algorithms
improves as the training sample size increases, with their RMSEs

dropping from 0.07 ~ 0.08 to 0.05 ~ 0.06 when the training
sample proportion changes from 0.1 to 0.9. The accuracy of
the LASSO2 algorithm is fairly consistently better than that of
LASSOL1 in the various experiments; moreover, the advantage
in general tends to be larger when more training samples are
available. One possible explanation for this behavior is that the
high dimensionality burden that plagues the refinement proce-
dure of the LASSO2 algorithms will be greatly alleviated in this
case; thus, the merit of the LASSO2 algorithm in identifying the
global-optimal feature subset can be best achieved, and thus,
provide more precise results.

When compared to parametric regression algorithms, both
of the new algorithms deliver superior results in most cases.
The only exceptional case occurred when the training sample
proportion was P = 0.1; the Tiwari model outperformed the
proposed algorithms and yielded competitive performance under
other proportions. This event seems to be reasonable since the
Tiwari model was developed using the NOMAD dataset, that is,
its model form and features had been elaborately designed. Then,
the only task for this model in the experiments was to refine the
model parameters regardless of the feature selection and model
form determination; therefore, its inversion accuracy will not be
considerably affected by the limitation of the training sample
size. In contrast to the Tiwari model, both the Mannino model
and Menken model produce much worse results compared to
the proposed algorithms. The reasons are twofold. On the one
hand, the refitting procedures of these two algorithms are prone
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to becoming trapped in local optima due to their model forms,
therefore leading to underfitting. On the other hand, the band-
ratio term used in these models may not be sensitive enough to
the labels in this dataset. These facts have also highlighted the
need to perform feature selection when retrieving the CDOM
content in a new research area.

When compared with nonparametric algorithms, we can ob-
serve that the LASSO?2 algorithm also achieves predominant
results in most cases, especially when the training sample pro-
portion is relatively low (P < 0.3). The LASSOI1 algorithm
yields competitive performance in the case of small sample
sizes; however, its performance has been slightly exceeded
by the RF algorithm and the SVM algorithm as the training
sample proportion increases. By comparison, both the RF and
SVM algorithms produce relatively good results in comparison
with the parametric algorithms and outperform the proposed

algorithms in some experiments, particularly when the training
sample proportion is higher (P > 0.3). This scenario is not
unexpected because these algorithms are highly nonlinear and
can discover more complex potential relationships between the
features and the labels than the proposed algorithms at the cost
of collecting more in situ samples. On the other hand, their
superior results in terms of high training sample proportions have
also motivated us to consider more types of nonlinear models
and band arithmetic terms in future research to achieve more
accurate results. The ANN algorithm does not perform as well
as the RF and SVM algorithms, which may be caused by the
fact that its model structure is more complicated and has stricter
requirements for training sample size.

The Bias results shown in Fig. 5 reveal that the two proposed
algorithms neither severely overestimate nor underestimate the
CDOM content across various experiments when compared
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to other algorithms. Moreover, their changes do not exhibit
large oscillations, which means that their results distribute more
systematically around the true values. Regarding the compared
algorithms, only the Tiwari algorithm provides relatively stable
results. In Fig. 6, we further depict the average linear correlation
results between the predicted labels and the true labels for
different algorithms. Both of the proposed algorithms achieve
excellent performance, with their statistics consistently higher
than 0.9, specifically growing from approximately 0.91 to ap-
proximately 0.95 as the training sample proportions increase
from 0.1 to 0.9. Moreover, the results reported by them are quite
close across all the experiments. Concerning the compared algo-
rithms, a notable trend is that the nonparametric algorithms are
more sensitive to the training sample sizes than the parametric
algorithms, with their results exhibiting dramatic improvements
when the training sample proportions change from 0.1 to 0.3.
The SVM algorithm and the RF algorithm in particular provide
comparable results when the training sample proportion has
reached or exceeded 0.3. In addition, the Tiwari algorithm still
offers stable and competitive performance in these experiments.
As emphasized before, a notable advantage of the proposed
algorithms is their capabilities in offering intuitive and inter-
pretable models in comparison with nonparametric regression
algorithms. Hence, we would like to present the feature selection
results obtained by the proposed algorithms. To alleviate the
randomness originating from sample splitting imposed on the
solutions, we apply the proposed algorithms in 40 Monte Carlo
runs and calculate the frequency of the features being selected
and their magnitudes in the model. The specific regression
function will not be given, as there may be so many features
being selected that it may be inconvenient to display. Note that
the magnitudes recorded here are used to represent the relative
importance of the features, and such implementation only holds
in case whereby the feature matrix and the label vector have been
standardized using their means and standard deviations before
the training procedure. For filtering the accidental results, only

the features with frequencies greater than 10 (25% of the total)
will be considered significant features, as shown in Fig. 7.

The two new algorithms present nearly the same feature
selection results, and the only slight difference lies in their
frequency and magnitudes. Combining the feature selection
results obtained by the algorithms, we can easily find that most
of the selected features are the red/blue band-ratio terms, and no
band multiplicative terms are chosen. Among these terms, the
665/443 term is recognized as the most sensitive feature, which
has the highest frequency and the largest magnitudes. Note that
the feature 670/489 used by the Tiwari model is also indicated;
however, the results reveal that its importance is lower than that
of the 665/443 and 665/489 ratio terms. In addition, the single
band term at 411 nm is also selected.

The selection results have clear biooptical interpretations.
First, CDOM exhibits strong absorption in the blue region of
the visible light spectrum; hence, it is reasonable to set the blue
region reflectance as the denominator of the band-ratio terms so
that a decrease in reflectance in this band can reflect an increasing
content of CDOM and vice versa [48]. Second, the reason for
using 665 nm or its adjacent wavelength 670 nm to normalize the
blue region spectrum can be divided into two aspects. First, the
absorption of CDOM in this spectrum region is negligible; thus,
it will not overtake the setting of the denominator. In addition,
the reflectance in this spectrum region is considered less variable
because the absorption of chlorophyll is approximately offset by
its backscattering [49]. Concerning the only selected single-band
term, the remote sensing reflectance at 411 nm, the possible
reason for its low selection frequency is that LASSO inclines
to select only one feature from a group of highly correlated
candidate features [50], [51]. Therefore, once the terms using
the remote sensing reflectance at 443 nm have been identified as
the optimal features, the terms constructed by the remote sensing
reflectance at 411 nm are more likely to be filtered out because
the linear correlation coefficient between the remote sensing
reflectance at these two wavelengths exceeds 0.9 in this dataset.
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This is also the cause for the significant selection frequency
differences among the ratios using close wavelengths, e.g., 665
and 670 nm.

Combining all the experimental results from this dataset, we
can conclude that both of the proposed algorithms can deliver
superior or at least competitive results under different training
sample sizes in comparison to the classical CDOM inversion
algorithms while providing explicit and physically meaningful
models.

C. 10CCG Dataset Experiments

The second dataset is a synthesized dataset acquired from
IOCCG Report 5 [52]. As stated in the report, this dataset is gen-
erated from a well-known water body radiative transfer numeri-
cal simulation tool called Hydrolight, which can readily simulate
AOPs under different environmental factors and inherent optical
properties (IOPs). In this article, a total of 500 samples are
selected to conduct the experiments. The wavelengths of the
samples range from 400 to 800 nm, with a spectral resolution of
10 nm, and the magnitudes range from 0.0025 to 2.3677 m™*.
The remote sensing reflectances of the experimental samples at
various wavelengths are shown in Fig. 8. As the available bands
of this dataset are larger than those of the NOMAD dataset, the
dimensions of the inversion problem will also be much higher,
and consequently, be more difficult to solve. In this context, it
is preferable to transform the final solution into the least-square
form or the relaxed form [53].

Fig. 9 plots the RMSE results of different algorithms under
various training sample proportions on this dataset. Similar
to the NOMAD dataset experiments, both the LASSO1 and
LASSO?2 algorithms outperform the comparison algorithms in
most cases, and their accuracy steadily improves as the train-
ing sample proportion increases, with their RMSEs dropping
from approximately 0.1 to approximately 0.05. Meanwhile, the
LASSO?2 algorithm performs slightly better than the LASSO1
algorithm when the training sample proportion is less than or
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Remote sensing reflectance of the extracted samples from the IOCCG

equal to 0.3, and in other cases, their RMSE results are nearly the
same. Concerning the compared algorithms, all the parametric
regression algorithms provide poor results, even though the
training sample sizes have been increased. This may be because
their features are not sensitive to the labels on this dataset; this
behavior again proves the fact that it is necessary to redetermine
the optimal features for the parametric regression methods when
the data source has been changed. In contrast to parametric
regression methods, nonparametric algorithms produce more
reliable results, especially the SVM algorithm, and its inversion
accuracy is close to that of our proposed algorithms. Finally, it
should be noted that the ANN algorithm is not implemented on
this dataset because the space required for storing the temporary
variables exceeded the memory limits of our computers.
According to the Bias results displayed in Fig. 10, the results
obtained by the proposed algorithms are closer to zero and show
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less perturbation in most experiments, which indicates that their
overall systematic errors are lower than those of the comparison
algorithms. On the other hand, it can also be observed that
the LASSO1 algorithm tends to slightly underestimate the true
values since nearly all of its biased results are negative. Regard-
ing the comparison algorithms, the Menken algorithm and the
SVM algorithm consistently deliver overestimated results, while
the Mannino algorithm and the RF algorithm generally do the
opposite. The Tiwari algorithm also yields low systematic error
results; however, its results exhibit changes when the training
sample proportion is relatively low (P < 0.3).

The average linear correlation results between the true labels
and the predicted labels are depicted in Fig. 11. The results
offered by the two presented algorithms are generally correlated
with the true labels; even in the trickiest case, in which the
training sample proportion is 0.1, the r statistics both exceed

0.97. In addition, LASSO2 tends to perform slightly better than
LASSOI1 when the training sample proportion is P < 0.5, butin
general, the superiority is not significant when compared with
the performance of other algorithms. Regarding the compari-
son algorithms, the Tiwari algorithm and the SVM algorithm
provide satisfactory results and are not far behind the proposed
algorithms. However, according to the RMSE statistics, there
are large inversion errors in the Tiwari algorithm results. This
fact also reveals the limitation of these metrics in reflecting the
model errors.

The feature selection results are shown in Fig. 12. It should be
noted that as the features being selected are far greater in number
than on the NOMAD dataset, for illustrative convenience, we
have to adjust the proportion of selected features to be displayed
so that only the features with frequencies higher than 0.8 for
the LASSO1 algorithm and 0.5 for the LASSO2 algorithm are
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displayed. We can see that the features selected by the proposed
algorithms are quite different in terms of the wavelength being
used. Despite these differences, there is a notable tendency of the
selection results, that is, most features with large magnitudes fa-
vor red/blue or near-infrared/blue constructions. This finding is
similar to the NOMAD dataset experiment, although the specific
wavelengths are somewhat diverse. However, as the chlorophyll
and suspended particular matter content vary significantly across
the samples and given that the contribution of the inelastic
scattering of the water constituents is also excluded from the
AOQPs, it may be difficult to further explain the biochemical
principles associated with the results.

In summary, the two proposed algorithms consistently provide
outstanding performance under various training sample propor-
tion settings on this dataset, and the major trends of the feature
selection results are also similar to the NOMAD dataset exper-
iments. Nonetheless, the effect of hyperspectral information on
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the CDOM inversion will require further examination with more
in situ hyperspectral datasets.

D. Effects of Imbalanced Sampling

In the previous experiments, the training samples were uni-
formly sampled from the whole dataset, which ensured that the
trained model can reliably represent the relationship between the
features and labels over different CDOM concentration ranges.
However, such conditions may be difficult to attain and would
thus considerably deteriorate the stabilities of the algorithms,
especially when inverting large-scale and complex water bodies.
This issue will become more difficult when only a few in situ
samples are available. Hence, with the aim of evaluating the
effectiveness of the algorithms toward such challenging sce-
narios, it is necessary to examine their generalization abilities
under imbalanced sampling. For this purpose, we conduct three
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TABLE I
EXPERIMENTAL RESULTS UNDER VARIOUS IMBALANCED SAMPLING STATES
Experiment 1
Metrics LASSO1 LASSO2 Tiwari Mannino Menken ANN RF SVM
RMSE 0.0123 0.0155 0.0162 0.1595 0.0569 0.0237 0.0476 0.0267
Bias 0.0108 -0.0130 -0.0146 0.1496 -0.0511 -0.0232 -0.0045 -0.0188
r 0.3751 0.2140 0.3148 0.3059 0.3748 0.0905 0.0169 0.0383
Experiment 2
Metrics LASSO1 LASSO2 Tiwari Mannino Menken ANN RF SVM
RMSE 0.0273 0.0394 0.0338 0.1323 0.0406 0.0645 0.0535 0.0320
Bias 0.0019 -0.0134 -0.0137 -0.1145 -0.0230 -0.0424 -0.0172 -0.0064
r 0.7360 0.7483 0.7198 0.7764 0.7311 0.7289 0.6463 0.7611
Experiment 3
Metrics LASSO1 LASSO2 Tiwari Mannino Menken ANN RF SVM
RMSE 0.1639 0.1372 0.1467 0.2591 0.1996 0.2611 0.2670 0.2523
Bias 0.1229 0.0902 0.1023 0.1997 0.1417 0.1957 0.1758 0.1881
r 0.8070 0.8081 0.8308 0.7947 0.7734 0.2697 -0.2541 0.3850

The bold entities denote the best results.

inversion experiments on the NOMAD dataset by splitting the
samples into three groups based on their CDOM concentrations.
The experiments are implemented as follows:

1) Experiment I: Training using the medium and high con-
centration sample groups, testing using the low concen-
tration sample group.

2) Experiment 2: Training using the low and high concentra-
tion sample groups, testing using the medium concentra-
tion sample group.

3) Experiment 3: Training using the low and medium concen-
tration sample groups, testing using the high concentration
sample group.

It is worth noting that, these experimental settings corre-
spond to the trickiest imbalanced sampling scenarios, because
in practical applications, the CDOM concentration range of
training samples should cover a wide, or at least part of the
whole concentration range of the research area. The results
from the three experiments are shown in Table II. According
to the experimental results, we can observe that both of the
proposed algorithms present good performance in comparison
with other algorithms; meanwhile, the LASSO1 algorithm yields
the best results in Experiments 1 and 2, while LASSO2 obtains
the highest overall accuracy in Experiment 3. This behavior is
slightly different from the results acquired in the aforementioned
experiments in which the LASSO2 algorithm consistently out-
performs the LASSO1 algorithm. One possible reason for this

is that, regarding the LASSO1 algorithm, only some of the
features will enter the second stage, thus reducing the uncer-
tainties within the refinement procedure under such extreme
circumstances and leading to more robust results. At the same
time, the advantage of LASSO?2 in identifying the global solution
has significantly weakened due to the dual influence of the
high dimensionality and imbalanced sampling. Concerning the
comparison algorithm, the performance of Tiwari approaches
that of the proposed algorithms because its feature has been
determined based on the experimental dataset, which covers the
full CDOM concentration range. In addition, benefiting from
the good linear relationship between its feature and the labels,
its linear model form favors decreasing the risk of underfitting
and better endows it with more stable characteristics compared
to other nonlinear models in this case.

Generally, compared with the optimal results given by the
classical algorithms, the proposed algorithms can deliver bet-
ter performance in terms of RMSE and Bias, and comparable
accuracy with regard to 7 even in the trickiest cases of imbal-
anced sampling.

V. CONCLUSION

In this article, we have presented two new empirical CDOM
retrieval algorithms based on a two-stage LASSO inversion
framework, which enjoy great flexibility for addressing the
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high-dimensional inversion task. The experiments conducted on
the in situ bio-optical dataset and the synthesized dataset demon-
strate that both of the proposed algorithms deliver superior
results in small-sample cases and competitive results when more
training samples are available, in contrast to current CDOM
inversion algorithms. Furthermore, we can find that the features
selected by the proposed algorithms enjoy great biochemical
interpretability and are supported by many existing studies.

Finally, it should be noted that this article not only intends
to propose new CDOM retrieval algorithms but also presents a
framework that is of great extensibility. On the one hand, the
two-stage inversion framework can be easily adapted to invert
other water quality parameters. On the other hand, the band
arithmetic terms used by existing algorithms can be readily
embedded into the proposed algorithms by stacking them onto
the feature matrix. In future work, we will further extend the
proposed algorithms into nonlinear versions by replacing the
regression function with a nonlinear function or incorporating
other nonlinear band arithmetic terms because the superiori-
ties of nonparametric regression algorithms in large-training-
proportion scenarios have highlighted the fact that the relation-
ship between the features and the labels is more complex than we
have considered. Additionally, the variability of feature selection
results under different CDOM concentration ranges will also be
considered.
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