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UAV Image Mosaicking Based on Multiregion
Guided Local Projection Deformation

Quan Xu, Jun Chen , Linbo Luo, Wenping Gong, and Yong Wang

Abstract—The goal of unmanned aerial vehicle (UAV) image
mosaicking is to create natural- looking mosaics without artifacts
due to the parallax of the image and relative camera motion. UAV
remote sensing is a low-altitude technology and the UAV imaged
scene is not effectively planar, yielding parallax on the images.
Moreover, when an object in 3-D is mapped to an image plane,
different surfaces have different projections. These projections
vary with the viewpoint in a sequence of UAV images, which
causes artifacts near some tall buildings in the stitched images.
To solve these problems, we propose a novel stitching method
based on multiregion guided local projection deformation, which
can significantly reduce ghosting due to these projections vary
with the viewpoint and the parallax. In the proposed method,
the image is initially meshed and each cell corresponds to a local
homography for image matching, which can reduce misalignment
artifacts in the results compared with 2-D projective transforms
or global homography. Then, we divide the overlapping regions of
input images into multiple regions by classifying feature points.
The partitioned regions which serve well scene constraints, are
employed to guide the calculation of local homography. Specifically,
instead of calculating local homography by the distance between
all the feature points in the image and the vertices of the grid, we
propose a strategy where multiple regions have different weights
for calculating local homography, which can significantly reduce
ghosting near some tall buildings. The benefits of the proposed
approach are demonstrated using a variety of challenging cases.

Index Terms—Image matching, local projection, multiple
regions, Unmanned aerial vehicle (UAV) image mosaicking.

I. INTRODUCTION

UNMANNED aerial vehicle (UAV) has many functions
such as automatic take-off and landing, automatic driving,

automatic navigation, automatic fast and accurate positioning,
automatic information collection and transmission, etc. It is
especially suitable for replacing human to complete tasks in
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difficult, harsh, or extreme environments. It has been widely
used in various ground survey applications [1]. However, due to
the limitations of the imaging width or mechanism, it is difficult
to include full region of interest in a remote sensing image
scene [2]. Image stitching is a technique of forming a mosaic
by combining overlapping areas of multiple images [3]–[6]. In
addition, image stitching is very important because it is required
for many real world tasks, including remote sensing image
processing [7], [8], resource and environmental monitoring [9],
[10], and so on.

Most image stitching methods have the same steps, first
calculating the alignment function of the overlapping areas
of the images, and then projecting the aligned images onto
a common canvas [11]. Of course, it is difficult to achieve
perfect alignment in real life, so many studies are devoted to
designing better alignment functions or synthesis techniques
to reduce or hide the misaligned artifact areas. We also focus
on the first part and hope to acquire a robust projection model
to align the image. Autostitch [12] is a classical image stitch-
ing algorithm and models the alignment functions as global
homography. Global homography is valid only if the images
are obtained purely by camera rotation only, or if the imaged
scene is effectively planar. However, UAV images may not be
on a plane, and Autostitch will appear artifacts for the case of
a certain parallax, which seriously affects the stitching effect.
Since the global transformation cannot meet these requirements,
several space-varying transformation models are proposed, of
which the as-projective-as-possible (APAP) [13] warp is rep-
resentative. APAP meshes images, and computes a local ho-
mography for every image cell to achieve high-precision local
alignment. This method is more robust compared with global
homography.

There are two challenges in UAV image stitching. On the one
hand, it is common situation that the UAV images may not be on
a plane, yielding parallax on the images. On the other hand, when
an object in 3-D is mapped to an image plane, different surfaces
have different projections and these projections vary with the
viewpoint in a sequence of UAV images, which causes some
artifacts in mosaic. A practical example is shown in Fig. 1. With
the change of viewpoint, the scenery in the red, yellow, blue, and
green boxes has obvious changes. Thus, the pixels in different
target surfaces should be warped by using different transforma-
tion models for the alignment of the two images with different
viewpoints. Reconstruction 3-D surface based on SFM can solve
the problem of projecting different planes, but only for dense
data.
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Fig. 1. Two images are captured with different viewpoints, and the same planar
scenery is covered by the boxes of the same color in the two images.

In this article, we propose a novel stitching method based
on multiregion guided local projection deformation, which can
significantly reduces ghosting due to the parallax and these
projections vary with the viewpoint. We address the first chal-
lenge by applying local projection model. The local projection
model has a high degree of freedom and is flexible, which can
handle local transformation and reduce artifacts. For the second
challenge, we improve the local projection model and propose
multiregion guided local projection deformation, which makes
full use of the structure information of the image to obtain
an accurate matching. We divide the overlapping regions of
input images into multiple regions by classifying feature points.
The partitioned regions which serve well scene constraints, are
employed to guide the calculation of local homography. If we
just divide an input image into a number of fixed-size cells and
compute the local homography by the distance between all the
feature points in the image and the vertices of the grid, the
pixels within the same cell are then warped using the same local
transformation model for the alignment. It is not very rigorous
and the transformation models in one cell may not be consistent.
For example, the scenery in the white cell should be warped by
using different transformation models in Fig. 1. If all feature
points are considered as a whole to calculate the weight, the
projection model in the white cell should be consistent, which
is inconsistent with the actual object structure information and
will form ghostly effects in the stitching results. We propose
a strategy where multiple regions have different weights and
the region close to the cell has a large weight distribution for
calculating local homography, which can significantly reduces
ghosting near some tall buildings. Our method is more robust to
the challenges mentioned.

The major contributions of this work are summarized in three
aspects. First, we use local projection model to address the
challenge of UAV image mosaicking that images may not be on
a plane. Second, we propose multiregion guided local projection
deformation by making use of the structure information of the
image to address the challenge that these projections vary with
the viewpoint. Third, we propose a strategy where multiple
regions have different weights for calculating local homography,
which obtains an accurate alignment in overlapping regions.

The rest of this article is organized as follows. Section II
introduces some related works about image stitching. Section III
describes the proposed method in detail. The experimental
results are presented in Section IV. Section V concludes this
article.

II. RELATED WORK

This section briefly reviews the background material on which
our work is based, including remote sensing image mosaicking,
description of deformation model and seam cutting.

A. Remote Sensing Image Mosaicking

Remote sensing image mosaicking has a long history, and
a large number of related algorithms have been proposed. An
excellent survey of state-of-the-art algorithms is available in
[2]. It can be seen from these algorithms that remote sensing
image mosaicking generally involves five steps: image regis-
tration [14]–[16], extraction of overlapping areas, radiometric
normalization [17], [18], seamline detection [19], [20], and
image blending [21] (e.g., Laplacian pyramid blending [22] and
Poisson image blending [23]). Image registration is the basis of
the stitching system. It calculates the consistent geometry of two
or more images to align images, which ensures the correctness of
the stitching system. Then, the overlapping region is extracted.
Remote sensing images are different from ordinary images,
some contain geographic information containing geographical
coordinates of the images (e.g., GPS data) or onboard position
and attitude data (e.g., inertial navigation system data) [24], [25],
and some do not. For remote sensing images with geographic
reference information, this information can be used to help
extract overlapping areas. For remote sensing images without
this information, the overlapping areas can be extracted by phase
correlation [26] or scale-invariant feature transform (SIFT) [27].
The following steps can reduce artifacts and improve perfor-
mance. Radiation normalization balances the intensity of image
pixels, making their effects appear more subdued. Seamline
detection is to pave the way for image blending. It is to find
the best seamline locations among the images, and then image
blending smoothes the images along this seamline locations.

B. Description of Deformation Model

Image stitching techniques usually use deformation model to
globally or locally align images. Early methods used transforma-
tions of global parameters, like similarity, affine, and projective
transformation. One of the most representative is Autostitch
[12]. Autostitch assumes that the images are taken by camera
rotation only. Its assumptions limit the use of this method. Gen-
erally, the images we obtain are difficult to meet such conditions.
People have also made efforts in order to develop a more general
model.

Gao et al. [28] divided an image scene into two scene planes,
a scene into distant and ground planes that sweep out from the
camera’s location. Then, they used the feature points in the
respective scenes to calculate two homography to match the
two scene planes respectively. In calculating the homography, a
weighted strategy is used to smooth the seamline between the
two scene planes. This method is more accurate than using a ho-
mography to match the entire image scene, but it is not sufficient
for complex scene images. Lin et al. [29] introduced a smoothly
varying affine field to align the image. The local deformability
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and alignment capability are strong and this method can locally
adaptively adjust the image, achieve precise local alignment, and
maintain global affinity. However, the use of affine regularization
is appropriate for interpolation, which may not be optimal for
extrapolation, and the affinity is insufficient for completing the
perspective transformation [30]. Zaragoza et al. [13] proposed
as-projective-as-possible deformation model. The purpose of the
deformation is to perform a global perspective transformation
and allow local nonprojection transformations by sampling the
local transformation model for image mosaic. The local model
has high degree of freedom and is flexible, which can handle
local transformation and reduce ghosting problems. But when
the texture in the image becomes lighter and fewer feature points
are detected, the method will fail. By segmenting and matching
the planar area of the image, Lou et al. [31] proposed the piece-
wise planar region matching approach to achieve more robust
image registration. But this approach is not appropriate when the
scene areas are more complex. Notice that the nonoverlapping
areas in the stitching result will be distorted, shape-preserving
half-projective [32] was proposed. This method stitches images
by combining homography and similarity transformation, which
reduces distortion in nonoverlapping regions in the results. But it
cannot handle the parallax of the image, and get a good matching
result in the overlapping area. Adaptive as-natural-as-possible
also uses global similarity transformation to reduce distortion in
nonoverlapping regions. This method linearize the homography
in the regions that do not overlap with any other image, and
it can adaptively determine angles to correct image shapes
efficiently [33]. However, for some complex scene structures,
this method cannot accurately match the overlapping regions and
thus cause some ghosting in the results. Xiang et al. considered
that it is difficult to achieve good alignment of images and it
is easy to break images structures that are often broken due
to insufficient and unreliable point correspondences in stitching
low-texture images [34]. Line features are introduced to compute
local homography to make matching results more accurate. Li
et al. [35] proposed a parallax-tolerant image stitching method
based on robust elastic warping, which could achieve accurate
alignment and efficient processing simultaneously. According
to the matching feature points between the images, an analytical
warping function is constructed to eliminate the misalignment
of the points on the images, and then the images are distorted by
the deformation function to achieve a perfect matching result. In
addition, the nonrigid deformations have also been considered to
stitch images [36]–[38]. However, they are usually difficult to be
applied to stitch multiple images due to the error accumulation.

C. Seam Cutting

Noticed that seam cutting [39], [40] is usually a key step
for obtaining a perceptually seamless results [35], many related
methods have been proposed.

Gao et al. [41] proposed a seam-driven image stitching strat-
egy in which the visual quality of the slit is used to guide
the transformation estimation. Zhang et al. [42] combined the
techniques of seam-selection and content-preserving warping
to stitch images with large parallax and estimate reasonable
seam by considering geometric alignment and image content. A

randomized feature selection algorithm is developed to search
for hypothesize candidates that may lead to good stitching
seams, which combined with content-preserving warping to
achieve optimal stitching. Lin et al. [43] proposed a seam-guide
local alignment approach, in which the final stabilized warp is
accomplished through iteratively computing the seam location
and the structure-preserving warping. This method can keep the
line structure in the image from being distorted during the defor-
mation process. Recently, Lin et al. [44] proposed a mesh-based
photometric alignment method that combines the superiority of
dense photometric alignment with the efficiency of mesh-based
deformation, assuming that the corresponding points in the two
images follow the brightness constancy constraint. This method
minimizes the difference in pixel intensity of the image, instead
of minimizing the geometric distance of corresponding feature
points. Lin’s two methods both emphasize the preservation of
the line segment features of the image, which is effective but the
computational complexity is higher.

These previous studies all have a certain role in promoting
the development of image stitching technology, but they have
their own limitations. It is obviously very difficult to develop a
general image stitching and obtain a satisfactory result for any
input image.

III. PROPOSED METHOD

Given a set of UAV images, our task is to combine the images
into one large image. In the following, we will provide a detailed
presentation of the proposed algorithm. We first describe the
project deformation, and proceed to propose multiregion guided
local projection deformation to accurately align challenging
areas. The overall procedures are illustrated in Fig. 2. As shown
in Fig. 2, the images are initially matched by the SIFT feature
points, and the correspondence between them is obtained. Then,
the target image is meshed and each cell corresponds to a local
homography in order to perform the projection transformation.
In order to get more accurate local homography, we divide the
overlapping regions of input images into multiple regions by
classifying feature points. The partitioned regions which serve
well scene constraints, are employed to guide the calculation
of local homography. Then, we use the obtained series of local
homography to perform projection deformation to project the
target image onto the reference image. Finally, the image is
blended to get the stitching result.

A. Projective Deformation

In the extraction of overlapping areas stage, the SIFT descrip-
tor [45] is used to carry out initial feature matching and obtain
the matching relationship of feature points between images.

Given two overlapping images I and I
′

and their matched
points xi = (xi, yi)

T , yi = (x
′
i, y

′
i)

T , i = 1, . . . , N , the homo-
graphic transformation between two images y = h(x) can be
represented as

hx(x) =
h1x+ h2y + h3

h7x+ h8y + h9
(1)

hy(x) =
h4x+ h5y + h6

h7x+ h8y + h9
. (2)
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Fig. 2. Flowchart of the proposed methods.

It can be estimated by the relation

ỹ ∼ Hx̃ (3)

where x̃ denotes x in homogeneous coordinates, ∼ indicates
the equality up to scale, and H is the global homography that is
a 3× 3 matrix. The rows of H are given by h1 = [h1 h2 h3],
h2 = [h4 h5 h6], h3 = [h7 h8 h9]. Taking a cross product on
both sides of (3), we obtain

03×1 = ỹ ×Hx̃ (4)

which can be rewritten as follows:

03×1 =

⎡

⎢

⎣

01×3 −x̃T y
′
x̃T

x̃T 01×3 −x
′
x̃T

−y
′
x̃T x

′
x̃T 01×3

⎤

⎥

⎦
h,h =

⎡

⎢

⎣

hT
1

hT
2

hT
3

⎤

⎥

⎦
. (5)

Only two of the rows are linearly independent and we will denote
the 9× 1 vector in (5) as h.

Direct linear transformation [46] is the framework for esti-
mating H from a set of matching points containing outliers. We
vectorize H into a vector h and ai represent first-two rows of
the LHS matrix in (5) computed for the ith point match {xi,yi}.
The quantity ‖aih‖ is the algebraic error and the sum of squared
algebraic errors is minimized

ĥ = argmin
h

N
∑

i=1

‖aih‖2. (6)

By stacking vertically ai for all i into matrix A of size 2N × 9,
the problem can be rewritten as

ĥ = argmin
h

N
∑

i=1

‖Ah‖2. (7)

The solution is the least significant right singular vector of
A. Given the estimated H (reconstructed from ĥ), to align the
images, an arbitrary pixel x∗ in the source image I is projected
to the pixel y∗ in the target image I

′
by

ỹ∗ ∼ Hx̃∗. (8)

B. Multiregion Guided Local Projective Deformation

For UAV images, the view I and I
′

do not differ purely by
rotation or are not of a planar scene, using a global homography
inevitably yields ghosting effects in the alignment. In this case,
we mesh the image and uniformly partition the image into a
grid of 100× 100 cells, and each cell with a local response. We
introduce a local homography

ỹ∗ ∼ H∗x̃∗. (9)

Each pixel x∗ corresponds to a location dependent homography
H∗, where x∗ is estimated from the weighted problem

h∗ = argmin
h

N
∑

i=1

‖wi
∗aih‖2. (10)

The scalar weights {wi
∗}Ni=1 are the weight of each feature point

in the overlapping region.
By considering the characteristics of UAV image, we propose

a strategy to calculate the scalar weights {wi
∗}Ni=1. We divide the

overlapping region into some small regions and multiple regions
have different weights. The region where the pixel x∗ is located
give higher importance. For feature points in one region, the
point that are closer to x∗ give higher importance. There are
some limitations if we define the weights of all SIFT feature
points according to the geometric distance to pixelx∗. Especially
for cell at the boundaries of different surfaces of buildings, the
projection model inside must be different.

We use a simple method to divide the overlapping region into
some small regions. After obtaining the feature point matches,
we first remove the outliers using RANSAC [47] with threshold
εg . This value can be set slightly larger so that there are as
many matching points as possible in the overlapping area of the
two images. Then, we use RANSAC with a threshold εl, where
εl < εg , and we remove the inliers. So we can get a smaller set
of match points from the inliers, and the points of the small set
is defined as G1. This is repeated until the number of inliers is
small than κ. In this way, all the feature points are divided into
some groups G1, G2, . . . Gn and each group corresponds to a
region. We can define the scalar weights Gj(w

i
∗) as

Gj(w
i
∗) = exp(−‖x∗ − xi‖2/δ2) (11)

where δ is a scale parameter. Gj is jth group and xi is ith point
match in the Gj . We can define the scalar weights {wi

∗}Ni=1 as

wi
∗ =

lout

lin + lout
Gin(w

i
∗) +

lin
lin + lout

Gout(w
i
∗) (12)

where Gin means x∗ is in the region corresponding to Gin and
Gout means x∗ is not in the region corresponding to Gin. lin and
lout are the distances from x∗ to the closest feature points in and
out of the group Gin.

The problem (10) can be written in the matrix form

h∗ = argmin
h

N
∑

i=1

‖W∗Ah‖2 (13)

where the weight matrix W∗ of size 2N × 2N is composed as
W∗ = diag([w1

∗ w1
∗ w2

∗ w2
∗ . . . wN

∗ wN
∗ ]). This is a weighted

SVD (WSVD) problem, and the solution is simply the least
significant right singular vector of W∗A.
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Since there are only feature points in the overlapping area of
the two images, problem (13) may be unstable when x∗ is in the
nonoverlapping area of the two images and many of the weights
are insignificant. To avoid this problem, we offset the weights
with a small value γ within 0 and 1

wi
∗ = max

(

lout

lin + lout
Gin(w

i
∗) +

lin
lin + lout

Gout(w
i
∗), γ

)

.

(14)
This also serves to regularize the warp and minimizes the dis-
tortion in the image. Algorithm 1 summarizes our method.

C. Multiple Image Stitching

Given a set of overlapping images {Ik}Kk=1, we aim to stitch
these images into a panoramic image. Each image has more
than one image with overlapping areas, and errors are inevitably
accumulated when integrated together. In order to reduce the
accumulated errors, we must adjust these errors as a whole. The
initial step is to find reference image IR from input images
as common surface. We apply the keypoint-based panorama
recognition method [12].

For an arbitrary location x∗ in IR, we have a set of location-
dependent homographies {Hk

∗ }Kk=1, where each Hk
∗ maps x∗

from IR to Ik. Considering the cumulative error during image
mosaic, we minimize the cost to minimize the transfer error of
all correspondences

E∗(Θ) =

N
∑

i=1

wi
∗

∑K
k=1 ξik

K
∑

k=1

ξik‖xk
i − f(pi,H

k
∗ )‖2 (15)

where Θ = [Hk
1 , . . . ,H

k
∗ ,p1, . . . ,pN ] and f(p,H) is the

project warp defined as

f(p,H) =

[

h1[p
T 1]T

h3[pT 1]T
h2[p

T 1]T

h3[pT 1]T

]T

. (16)

We introduce a parameter ξik ∈ {0, 1}, where ξik = 1 indicates
that correspondence exists; otherwise, ξik = 0. Algorithm 2
summarizes multiple image stitching.

IV. EXPERIMENTAL RESULTS

A group of experiments are carried out to evaluate perfor-
mance of our method. These included 1) comparison of global
homography and local warp; 2) performance comparison of
multiregion guided local deformation and existing methods; 3)
multiple image stitching. In our experiments, the images used in
the experiment were collected by the feimaD200 equipped with
SONY ILCE600. The first set of images including Figs. 4 and 9
were collected in Pengjiapo Village, Guizhou Town, Zigui
County, Yichang City, and the other set of images including
Figs. 5–7 were collected at China University of Geosciences,
Wuhan, China. The corresponding points are detected and
matched using SIFT and the same matching data is applied in
all the tested methods. In order to compare these methods more
clearly, we do not add some postprocessing like seam cutting
and simply blend the aligned images by intensity averaging such
that any misalignments remain obvious. The parameter settings
for the compared methods follow the recommendations of their
corresponding papers. For our method, we set δ as 12, γ as
0.01, the threshold εg as 0.1, the threshold εl as 0.001, and the
threshold for inlier number κ as 50.

A. Comparison of Global Homography and Local Warp

The UAV images may not be on a plane, yielding parallax
on the images. In the projection transformations of matching
images, Autostitch (Baseline) completes the transformation by
using a global homography, which produces some bad effects
(misalignment artifacts or ghosting) caused by image parallax.
We apply local projective warp to match UAV images to reduce
bad effects in the results compared with global homography.

We use an example in Fig. 3 to illustrate the difference
between global homography and local warp when matching
images. In Fig. 3, these points are the matching points on the two
images. Because the image has parallax, the distribution of the
matching points is not uniform. When a global homography is
used for deformation, it is unable to model the local deviations
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Fig. 3. To generate a 1-D analogy of image stitching, a set of 1-D matches {xi,yi}Ni=1 are generated by projecting a 2D point cloud onto two 1D image “planes”.
Here, there is a parallax between the two images. The first indicates that the match points are warped by a global homography and the second indicates that the
match points are warped by some local homography.

Fig. 4. Mosaic results. The first row is the two images to be stitched together.
The second and third rows are two stitched images by global homography and
local wrap, respectively. The ghostly parts are highlighted in red boxes and
correspond to each other next to the results.

of the data and cannot contain all matching points because it is
a rigid transformation. Instead, local warp can interpolate the
local deviations flexibly, so it can contain as many matching
points as possible. We also perform the experiment, and Fig. 4
shows the results. In Fig. 4, the first row is the two images to
be stitched together. The second and third rows, respectively,
present the results of global homography and local warp. In
addition, two representative areas of result are highlighted. In
the second row, strictly aligning these images through global
homography is difficult and the ground lines in the red boxes
are clearly wrong. In the third row, the result of our method is
natural and free of ghosts. The line in the red box is complete,

Fig. 5. Mosaic results. The first row is the two images to be stitched. The
second, third, and fourth rows are the stitching results of global homography,
local warp, and our method, respectively. The ghostly parts are highlighted in
yellow and red boxes and correspond to each other next to the results.

because local warp can match the objects in the overlapping
regions efficiently compared to global homography.

B. Multiregion Guided Local Projective Deformation

UAV remote sensing is a low-altitude technology, and there
may be some tall buildings in the image. Fig. 5 shows a chal-
lenging case of an urban scenario, which shows a comparison
of global homography, local warp and our method. The first row
is the images to be stitched together. The results of different
methods are presented by rows and two representative areas
of each resulting image are highlighted. As the baseline of
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Fig. 6. Mosaic results on Fig. 1. Rows 1 to 6 are the stitching results of Autostitch, APAP, AANAP, SPHP, REW, and our method, respectively. The ghostly parts
are highlighted in red, yellow, and blue boxes and correspond to each other next to the results.

comparison, the second row shows the results of global ho-
mography and significant artifacts appear in highlighted areas
due to the limitation of a global homography. In particular, the
parallax of the two images is too large for high building targets.
Misalignments are evident in the image alignment phase, which

directly leads to artifacts. The third row shows the results of
local warp. Because of the multiple local matrices, the matching
capability becomes stronger, which can handle some areas of
small parallax. For example, some short buildings are well
aligned, but tall buildings still have challenges. The last row
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Fig. 7. Mosaic results. The first row is the two images to be stitched. Rows 2 to 7 are the stitching results of Autostitch, APAP, AANAP, SPHP, REW, and our
method, respectively. The ghostly parts are highlighted in red, yellow, and blue boxes and correspond to each other next to the results.
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shows the results of our method. Since region-based local warp
in our model performs well, our method can overcome this
challenge and obtain better results.

In addition, we compare our method with some image mosaic
algorithms, namely, Autostitch [12], APAP [13], SPHP [32],
AANAP [33], and REW [35]. Some experiments are carried out
to evaluate the performance of our method, and two representa-
tive sets of experimental results are presented here. Figs. 6 and
7 show the images obtained in two different scenes.

In Fig. 6, two images to be stitched are in Fig. 1 and rows 1 to
6, respectively, present the results of various methods and three
representative areas of each resulting image are highlighted. The
first row is the results of Autostitch. Autostitch is the method
based on global homography. As shown, due to the model defi-
ciencies, the baseline warp cannot provide satisfactory stitching
results. The second row is the result of APAP. APAP is the
method based on local warp, which can alleviate these ghosts.
The third and fourth rows are the results of AANAP and SPHP.
AANAP introduces similar local adaptive transformations in
the overlapping regions to achieve better stitching quality, but
misalignments are evident in high building areas. SPHP also
cannot address the challenge. The fifth and sixth rows are the
results of REW and our method. REW improve the stitching
performance but there are still artifacts. Our methods can address
this challenge and acquire better results than these methods.
In Fig. 7, the first row is the two images to be stitched. Rows
2 to 7, respectively, present the results of Autostitch, APAP,
SPHP, AANAP, REW, and our method. Comparing these results,
Autostitch is the baseline of comparison and significant artifacts
appear in highlighted areas. Other advanced methods can almost
alleviate artifacts, but the result of these methods contain evident
artifacts in high building areas. Instead, our method is more
suitable.

To quantify the alignment accuracy of different mosaics, root
mean squared error (RMSE), mean absolute error (MAE), and
the metrics of correlation (Cor) [34] are adopted. RMSE is given
as follows:

RMSE(I, I
′
) =

√

1

N

∑N

i=1
(h∗(xi)− yi)2 (17)

where xi and yi are keypoint matches {xi,yi}Ni , i = 1, . . . N
in images I and I

′
, h∗(xi) is the projection of xi onto I

′
by local

homography. The smaller the index value is, the better the result
is. MAE is defined as follows:

MAE(I, I
′
) =

1

N

N
∑

i=1

|h∗(xi)− yi|. (18)

The smaller the index value is, the better the result is. Cor is
defined as one minus the normalized cross correlation (NCC)
over the neighborhood of a 3× 3 window, that is

Cor(I, I
′
) =

√

1

N

∑N

i=1
(1− NCC(xi,yi))2. (19)

Cor reflects the dissimilarity of two images in the overlapping
regions. The smaller the Cor value is, the better the stitching
result is.

TABLE I
COMPARISON OF RMSE

TABLE II
COMPARISON OF COMPUTATIONAL COST

Table I shows the result of RMSE. We compute the RMSE
for the compared methods in Figs. 6 and 7 and the results are
also shown in this article. In addition, we also compute the
RMSE for the various methods in Figs. 4 and 5, comparing them
together. In Table I, Autostitch has the highest value because it
is the worst for image alignment. RMSE of other methods is
smaller. In addition, for Fig. 4, our method does not show much
advantage here, because there are basically no tall buildings in
the overlapping area of the two images. However, for Figs. 5–7,
there are more tall buildings in the image, and our method
achieves the best quantitative results. We also compute MAE and
Cor for the various methods in Figs. 4–7. In order to better reflect
the advantages of our method, we made the experimental data
into a statistical graph. The experimental results are depicted
by curves in Fig. 8. The first is the result of MAE. Our method
always has the smallest value, except that the value of REW in
Fig. 4 is smaller than ours. The second is the result of Cor and it
can be easily seen that our method outperforms all the compared
methods.

In order to evaluate the time efficiency of our method, we
compare it with some local adaptive stitching methods, namely
APAP and AANAP. We do not compare with global projection
deformation. The computational cost of Autostitch is definitely
much smaller than the local projection deformation, because
it only needs to calculate a homography, and the local warp
needs to calculate a series of homography. The test data set
includes several data in this article. Table II shows the result
of computational cost. It can be seen from Table II that our
computational cost is basically consistent with several other
local deformation methods.

C. Multiple Image Stitching

The panorama examples in Fig. 9 demonstrate the perfor-
mance of our proposed method with multiple images. We
compare our method with Autostitch (Baseline). In Fig. 9, the
first row is input images and the second row are, respectively,
generated using the global homography and our method. Four
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Fig. 8. Comparison of MAE and Cor in Figs. 4–7. Different methods are represented by different colored polylines.

Fig. 9. Experimental results of stitching multiple images. The first row is the image to be stitched together. The second row is the results of Autostitch and ours
method, respectively. Red boxes highlight the ghostly parts.
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representative areas are highlighted to show the alignment qual-
ity in detail. The third and fourth rows are highlighted areas
of Autostitch and our method, respectively. Results show that
our stitching system has a better effect than Autostitch, and
the ghosting effect is considerably reduced in some building
areas. In Autostitch, there are some alignment errors when two
images are stitched. When multiple images are stitched, the
alignment errors are propagated and amplified and Autostitch
cannot efficiently remove the accumulated error. By contrast,
noticeable alignment errors are not introduced in our method
and our results show much fewer artifacts than Autostitch.

V. CONCLUSION

In this article, we propose a novel UAV image mosaic method
based on multiregion guided local projection deformation. The
image is initially meshed and each cell corresponds to a local
homography for the alignment. Then, based on RANSAC, the
overlapping regions of two images are divided into multiple
regions by classifying feature points. A proposed strategy where
multiple regions have different weights is used to calculate local
homography accurately. The proposed method achieves a better
alignment in overlapping regions and can address the challenges
mentioned. It is more suitable for UAV images and our experi-
mental results show our advantages. Our image stitching method
can be used in many fields, such as remote sensing image pro-
cessing, urban reconstruction after the disaster, environmental
monitoring, etc. However, our method sacrifices the stiffness
of the stitching image. The effect is good when stitching two
images, but distortion is observed in the result when stitching
multiple images. Our future work will concentrate on this topic.
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