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Abstract—Remote sensing image scene classification has been
widely applied and has attracted increasing attention. Recently,
convolutional neural networks (CNNs) have achieved remarkable
results in scene classification. However, scene images have complex
semantic relationships between multiscale ground objects, and the
traditional stacked network structure lacks the ability to effectively
extract multiscale and key features, resulting in limited feature rep-
resentation capabilities. By simulating the way that humans under-
stand and perceive images, attention mechanisms can be beneficial
for quickly and accurately acquiring key features. In our study, we
propose a channel-attention-based DenseNet (CAD) network for
scene classification. First, the lightweight DenseNet121 is selected
as the backbone for the spatial relationship between multiscale
ground objects. In the spatial domain, densely connected CNN
layers can extract spatial features at multiple scales and correlate
with each other. Second, in the channel domain, a channel attention
mechanism is introduced to strengthen the weights of the important
feature channels adaptively and to suppress the secondary feature
channels. Third, the cross-entropy loss function based on label
smoothing is used to reduce the impact of interclass similarity upon
feature representations. The proposed CAD network is evaluated
on three public datasets. The experimental results demonstrate that
the CAD network can achieve performance comparable to those
of other state-of-the-art methods. The visualization through the
Grad-CAM ++ algorithm also reflects the effectiveness of channel
attention and the powerful feature representation capabilities of
the CAD network.

Index Terms—Attention mechanism, deep learning, DenseNet,
remote sensing, scene classification.

I. INTRODUCTION

R EMOTE sensing image scene classification involves cat-
egorizing remote sensing image scene patches into mean-

ingful labels according to the image contents and providing
high-level semantic concepts [1]. With the rapid development
of satellite remote sensing technology, it is possible to obtain
large amounts of remote sensing scene images. In recent years,
remote sensing image scene classification has attracted increas-
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Fig. 1. Remote sensing scene images containing multiscale objects. Blue
boxes represent the attention regions. (a) Tennis court. (b) Freeway.

ing attention. It has always been an active research topic [2], [3]
because of its important applications in land use and land cover
classification and determination [4], [5], vegetation mapping [6],
and urban functional analysis [7].

In the past few decades, researchers have concentrated on
extracting various effective feature representations to improve
the performance of remote sensing image scene classification
[3]. They can be roughly divided into three main categories:
handcrafted features, midlevel features, and deep features. The
related literature for scene classification is described in Sec-
tion II. Benefiting from the deep learning methods for natural
images, a series of deep convolutional neural network (CNN)
models [2], [8], and [9] was proposed, which are superior to
traditional handcraft features and midlevel features in terms of
feature representation.

However, for remote sensing image scene classification, how
to obtain multiscale spatial features is highly appealing. Some
remote sensing scene image categories contain multiple classes
of objects at different scales. As shown in Fig. 1, for the “tennis
court” category, the image contains tennis courts, lawns, and
roads on different scales. For the “freeway” category, the image
contains freeways, grassland, and cars on different scales. Addi-
tionally, compared with natural images, remote sensing scene
images appear to be limited in number, with only hundreds
of images per category, and exhibit interclass similarity. Pre-
viously developed CNNs [2], [8], and [9] are usually not deep
and require large parameters. For example, CaffeNet has five
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convolution layers with 61.2M parameters, and VGG16 has 13
convolution layers and 138.3M parameters. When the amount
of training data is relatively small, CNNs with shallow layers
and numerous parameters tend to overfit, whereas CNNs with
deep layers and few parameters do not. Moreover, deeper layers
are more conducive to the extraction of high-level information
[10].

On the other hand, the importance of image features is not
the same for judging scene categories. The features of the tennis
court and freeway play major roles, whereas those of the lawns
and cars are secondary. The human eye prioritizes the primary
features and pays less attention to the secondary features [11].
Similarly, during this study, we paid more attention to the key
image features for scene categorization.

We propose a novel channel-attention-based DenseNet
(CAD) network to better extract multiscale and key features. The
CAD network has lightweight parameters (8.25M) and a deep
network (121 layers). In the spatial domain, densely connected
CNN blocks can extract and associate image features at multiple
scales, which is beneficial for extracting high-level features. The
attention mechanism is used to adaptively adjust feature weights.
In the channel domain, the channel attention mechanism is
integrated into DenseNet. The cross entropy loss function, based
on label smoothing, is used for backpropagation, which can
reduce the effect of interclass similarity in representing scene
images.

The major contributions of this study are as follows.
1) A lightweight network with powerful spatial representa-

tion capabilities is utilized. To consider the small amount
of remote sensing scene image data and the complex
semantic relationships of multiscale objects, the CAD
network uses lightweight and deep DenseNet121. In the
spatial domain, densely connected CNN blocks in the net-
work can extract multiscale image features and establish
connections.

2) A network design that includes a channel attention mech-
anism is used. To make the network pay more attention to
important image features, in the channel domain, the chan-
nel attention mechanism is integrated into DenseNet. The
attention mechanism increases the weights of important
features and suppresses the weights of secondary features
to improve the scene classification performance.

3) An effective loss function is employed. To reduce the ef-
fect of interclass similarity on representing scene images,
a cross-entropy loss function based on label smoothing is
used for backpropagation. The traditional cross-entropy
function only considers the optimal result on a single
real label, and the label smoothing considers the loss
of multiple categories on the loss function, reducing the
occurrence of overfitting.

The rest of this article is organized as follows. Section II
gives a brief review of related works. Section III describes
the proposed CAD network for the remote sensing scene clas-
sification in detail. The experimental results are presented in
Section IV. Section V provides a discussion, and finally,
Section VI concludes this article.

II. RELATED WORK

The previous feature representations [3] for scene classifi-
cation can be roughly divided into three types: handcrafted
features, midlevel features, and deep features. In addition, the
development of attention mechanism [12]–[14] has improved
the representation capability of deep features.

The early scene classification methods were based primarily
on handcrafted features, focusing on designing local or global
shallow features, such as texture, color, shape, and spatial infor-
mation [15]. These handcrafted features include color histogram
(CH) [3], scale-invariant feature transform (SIFT) [16], local
binary pattern (LBP) [17], gray level co-occurrence matrixes
[18], Gabor filters, and histograms of oriented gradients [3] or
combinations of these features [19]. In addition, multiple hand-
crafted feature fusion methods perform well on images with neat
texture or spatial structures. However, the participation of human
ingenuity in feature design significantly affects the representa-
tion ability and effectiveness. When the scene becomes more
complicated and challenging, these methods offer very limited
use [3]. Compared to the methods used for handcrafted features,
midlevel feature methods attempt to compute local visual fea-
tures to represent overall images. In general, midlevel features
[20]–[24] are built to extract the local properties of the image
patches first and then encode them to obtain a more advanced
feature representation. The visual word bag (BoVW) is one of the
most popular midlevel coding methods for scene classification
due to its simplicity and excellent performance. BoVW-based
methods [25] require large amounts of prior information, and
the image is represented by the number of occurrences of local
features. Thus, the spatial information in the image is severely
lost, which greatly limits the ability to describe the image.

Recently, with the fast development of deep learning tech-
nology, impressive achievements have been made in many re-
search areas, including image classification [26], hyperspectral
unmixing [27], image superresolution [28], and image caption
generation [29]. For remote sensing scene classification, deep
learning demonstrates powerful feature extraction capabilities
and has also achieved state-of-the-art performance [3], [8],
[15], [30]–[32]. The CNN-based methods in deep learning
dramatically outperform previous techniques strongly relying
on handcrafted features. CNNs are typically trained on large
quantities of labeled datasets and can extract image features
without the need for engineering skill and domain expertise.
When CNN models train from scratch for scene classification,
the performance is poorer than those of pretrained CNN models
due to the limited training data [33], [34]. A few works [33],
[34] directly fine-tune the pretrained CNNs on remote scene
datasets and obtain promising results. In certain works [2], [8],
[9], pretrained CNNs have been employed as feature extractors
without the training process and important layer features have
been reprocessed for the final image representation. Some meth-
ods [35]–[41] involve the use of fusion technologies to combine
various effective features and achieve impressive performance.

The development of attention mechanisms in deep learning
has also provided new technologies for the field of remote sens-
ing. Attention mechanisms, by simulating the way that humans
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Fig. 2. Overall architecture of the CAD network. The novel CAD network consists of channel attention layers, dense block layers, the adaptive downsample,
and the label smoothing regularization loss function.

understand and perceive images, can be beneficial for quickly
and accurately acquiring key features [11]. Early works were
mainly focused on the saliency detection methods. For exam-
ple, Zhang et al. [42] employed a saliency sampling strategy
to extract salient areas used for acquiring important graphi-
cal information. Hu et al. [12] utilized the salient region and
keypoint methods for scene classification. However, saliency
detection cannot be used to judge the importance of different
objects adaptively, because the saliency area is obtained through
texture information. Recently, some works have been proposed
to adaptively extract attention-aware features during network
training. Wang et al. [13] employed long short-term memory
networks as attention extractor. Haut et al. [14] utilized gener-
ated attention masks to multiply corresponding areas to obtain
attention features. Unlike previous works [13], [14] that were
focused on the spatial attention with plenty of weight parameters,
the attention method proposed in this work is focused on channel
attention with few weight parameters for scene classification.

III. PROPOSED METHOD

As shown in Fig. 2, the novel CAD network consists of chan-
nel attention layers, dense block layers, adaptive downsample,
and label smoothing regularization loss function. Section III-A
provides the details of the backbone DenseNet and the dense
block layers. Section III-B describes the channel attention layers
and adaptive downsample. In Section III-C, the label smoothing
regularization loss function is introduced with regard to its
contribution toward building the network.

A. Spatial Feature Extraction Backbone

This backbone can be utilized to extract features of multiple
different scales, and more importantly, this densely connected
structure further cross links the features of these different scales,
which performs better than traditional CNNs in representing the
complex semantic relationships of multiscale objects in remote

sensing scene images. CNNs have shown remarkable feature
representation capabilities for scene classification. However,
remote sensing scene datasets have small numbers of images,
and some traditional CNN methods have numerous parameters
and shallow network layers. On the one hand, overfitting often
occurs due to small training data, and on the other hand, the
shallow network layer results in limited extraction of high-level
information. In addition, a deeper network produces more robust
and discriminative features by acquiring higher-level feature
mapping, which makes it easier to identify potential and inherent
features [10]. However, deep networks tend to have problems,
such as gradient disappearance, which partially negate the ef-
fects of network deepening. Many researchers [43]–[45] have
addressed these problems, commonly by sharing a key charac-
teristic: creating short paths from previous layers to subsequent
layers.

DenseNet builds deeper densely connected networks and
solves the above-mentioned problems. The most important ar-
chitecture, the dense block layer, is designed to ensure maximum
information flow between layers in the network [46]. In this
architecture, each layer uses inputs from all previous layers
and passes its corresponding feature map to all subsequent
layers. These short connections between layers close to the
input and output allow the previous features to be passed to the
back effectively for automatic feature reuse. Thus, this network
structure can be used to extract more global and important
features, and can be more accurate and efficient to train. Some
researchers have reprocessed features extracted from all layers
and subsequently used the fused features for classification [2],
[8], [9]. This method is a simple connection of multiple feature
maps and is not intended to encourage features reuse between
each layer. Thus, instead of integrating all feature maps, all
previous layers are treated as input layers, as illustrated in Fig. 3.

Therefore, unlike in some conventional network structures,
there areL(L+ 1)/2 connections instead of onlyL connections
in an L-layer. In this way, the input feature maps of the �th
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Fig. 3. Operation of densely connected convolution, the dense block layer.

layer can be calculated based on the preceding layers, including
x0, . . . ,xl−1

x� = T� ([x0,x1, . . . ,x�−1]) (1)

where [x0,x1, . . . ,x�−1] denotes the concatenation of feature
maps from layers 0, . . . , �− 1. Moreover, the concatenation
operation concatenates feature maps dimensionally, instead of
referring to the pointwise sum. The nonlinear transformation
T�(·) in (1) can contain operations, such as convolution, pooling,
[47], and rectified linear units [48]. Each dense block includes
multiple sets of the 1× 1 and 3× 3 convolution layers with the
same padding for the concatenation operation. Although this
structure uses a densely connected pattern, it requires fewer
parameters than a traditional convolutional network. In fact,
this network architecture eliminates the necessity of learning
redundant information, and the number of feature maps required
by the network layer is reduced. Hence, parameter efficiency
is significantly improved. On the other hand, continuous con-
catenations of different layers require each layer to access the
gradients from the original input data and loss function. This
fast access improves the flow of information between layers and
reduces the gradient disappearance problem. This feature reuse
method is conducive to building a deeper network architecture
and extracting deep semantic relationships. To prevent overfit-
ting and construct a lightweight network, we chose DenseNet121
as the backbone of the CAD network to extract complex spatial
features. DenseNet121 contains a minimum of four dense blocks
and corresponding transition layers with downsampling.

B. Channel Feature Attention Network

Since DenseNet has strong feature extraction capabilities in
the spatial domain, we introduced an attention mechanism [11],
called “squeeze-and-excitation blocks” into the feature channel
domain. This attention mechanism adaptively selects important
features by adjusting the weights of different feature maps in
the channel domain. To make full use of the channel attention
module without adding numerous parameters, only the dense
block and the transition layers are combined in the channel
attention mechanism. Moreover, the channel attention network
itself is a small and effective architecture, and the parameter it
adds is only 0.22M, so it will not cause overfitting. The transition
layer consists of the 1× 1 convolution layer and an average
pooling with a stride of 2 to reduce the size of the feature
map. The channel attention module that is integrated with the
transition layer is called an adaptive downsample. As can be
seen in Fig. 4, the processing of feature channels by this channel
attention mechanism is divided into two stages: “squeeze” and
“excitation.”

Fig. 4. Architecture of the channel attention layer.

In the squeeze stage, the input features are compressed into a
1-D vector whose length is the number of channels. The original
input feature U size is H ×W × C, the spatial domain size is
H ×W , and the number of channels is C. Using global average
pooling to compress each spatial domain H ×W to a value, the
resulting output is a 1× 1× C vector. Formally, the cth element
of the squeeze output zc is calculated using

zc = Fsq (uc) =
1

W ×H

W∑

i=1

H∑

j=1

uc(i, j). (2)

In the excitation stage, dependencies between channels are
captured through the gate mechanism of two nonlinear fully
connected layers. To limit the complexity of the model, the
dimensions of the two fully connected layers are C/16 and C.
The excitation output is denoted as sc and is calculated using

sc = Fe x(z,W ) = σ(g(z,W )) = σ (W2δ (W1z)) (3)

where σ is the Sigmod function, δ is the ReLU function, and
W1 and W2 are the parameters of C/16 and C layers. Then,
each feature channel is assigned a corresponding weight. The
inputs are the original feature maps uc and weight vector sc.
The final output, feature maps u′

c, is obtained by channelwise
multiplication

u′
c(i, j) = sc · uc(i, j). (4)

The channel attention module assigns adaptive weights to dif-
ferent features by squeezing and expanding the feature channels.
Compared with the attention model for the feature maps, this
module has fewer parameters, reducing the risk of overfitting.

C. Cross-Entropy Loss Function Based on Label Smoothing

Interclass similarity of remote sensing scene datasets occurs
when the main features in different types of scenes are the same
or very similar. To reduce the effect of interclass similarity, the
cross-entropy loss is combined with label smoothing to form the
proposed cross-entropy loss function based on label smoothing.

For remote sensing scene image and classification, a softmax
function is usually added to the last layer to calculate the proba-
bility that the input data belong to each category, and the highest
probability is then used as the input to the cross-entropy function
to calculate the loss value. The category vector is usually con-
verted into a one-hot vector, where for an array of length n, only
one element is 1 and the rest are 0. This characteristic causes
the full probability and zero probability to encourage the gap
between the real category and other categories to be as large as
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possible, which means the model rewards the most correct cases
and punishes the least correct cases. However, the feature gap
between similar classes of ground objects is relatively small,
and there is a hidden danger of overfitting when classifying
these classes. Therefore, label smoothing [49] is used to improve
the original cross-entropy loss function. The traditional softmax
formula is as follows:

pi =
ex

Twi

∑L
l=1 e

xTwl

(5)

where pi is the likelihood the model assigns to the ith class,
wi represents the weights and biases of the last layer, and
x is the vector containing deep features extracted from the
image. The expected value of the cross-entropy between the
real target yi and network output pi is calculated and minimized
by backpropagation

H(y,p) =

I∑

i=1

−yi log (pi) (6)

where yi is “1” for the correct class and “0” for the rest. It can be
found that the loss with label smoothing only considers the loss
of the correct label position. Not considering the loss of wrong
label positions causes the model to pay too much attention to
increase the probability of predicting the correct label, instead
of reducing the probability of predicting the wrong label. The
final result is that the model fits its own training set well but
yields poor results for other test sets. In particular, when the
scene categories are similar and the loss of similar category
labels is not considered, overfitting is more likely to occur.

To consider the loss of the correct label positions (the positions
at which the one-hot label is “‘1”) and the loss of other incorrect
label positions (the positions at which the one-hot label is “0”)
in the training sample, label smoothing is introduced

y′ = (1− ε)y + εu(I) (7)

where y′ is the sample label after the label smoothing operation,
ε is the smoothing factor, u(I) obeys the uniform distribution
about the classes I .

Therefore, the cross-entropy loss function based on label
smoothing not only pays attention to the loss of the correct
category, but also considers the loss of other categories. When
the scene categories are similar, it is more important to pay
attention to the losses of other categories, which also reduces the
impact of the interclass similarity on feature representations.

IV. EXPERIMENTS AND ANALYSIS

A series of experiments was conducted to evaluate the perfor-
mance of the proposed CAD network using three public remote
sensing scene image datasets. The experimental settings and
experimental results, along with an analysis of the results, are
presented in detail below.

A. Experimental Datasets

Three well-known public datasets for remote sensing scene
classification are chosen to evaluate the CAD network. They
are the popular UC Merced Land-Use Dataset [50], the more

Fig. 5. Class representatives of the UC Merced Land-Use dataset.

Fig. 6. Class representatives of the AID dataset.

challenging AID Dataset [51], and the NWPU-RESISC45
Dataset [3] with large scale classes. These datasets are intro-
duced briefly in Sections IV-A1–IV-A3.

1) UC Merced Land-Use Dataset: The UC Merced Land-
Use Dataset consists of 2100 HR scene images, divided into 21
categories on average (see Fig. 5). There are 100 (256 × 256
pixel) images in each category. Each image is selected from
aerial orthoimagery with a pixel spatial resolution of 30 cm in
the RGB color space. This dataset is widely used to evaluate
different methods for remote sensing image scene classification.
As shown in Fig. 5, the scene classes include: (1) agricultural;
(2) airplane; (3) baseball diamond; (4) beach; (5) buildings; (6)
chaparral; (7) dense residential; (8) forest; (9) freeway; (10) golf
course; (11) harbor; (12) intersection; (13) medium residential;
(14) mobile home park; (15) overpass; (16) parking lot; (17)
river; (18) runway; (19) sparse residential; (20) storage tanks;
and (21) tennis court.

2) AID Dataset: The AID is a more challenging dataset than
the UC Merced Land-Use dataset for the following reasons.
First, it is a large-scale image dataset with more scene types and
images. It contains 10 000 images, each of size 600× 600 within
30 classes (see Fig. 6), and the number of images in the different
scene classes ranges from 220 to 420. Furthermore, this dataset
has more intraclass diversities as it includes images collected at
various times and seasons, under various imaging conditions,
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Fig. 7. Class representatives of the NWPU-RESISC45 dataset.

and from different regions and countries all over the world.
Last but not least, the AID dataset has multiple resolutions,
which range from approximately 0.5 to 8 m. This dataset is
also widely used to evaluate different remote sensing image
scene classification methods. As shown in Fig. 6, the scene
classes include: (1) airport; (2) bare land; (3) baseball field;
(4) beach; (5) bridge; (6) center; (7) church; (8) commercial;
(9) dense residential; (10) desert; (11) farmland; (12) forest;
(13) industrial; (14) meadow; (15) medium residential; (16)
mountain; (17) park; (18) parking; (19) playground; (20) pond;
(21) port; (22) railway station; (23) resort; (24) river; (25) school;
(26) sparse residential; (27) square; (28) stadium; (29) storage
tanks; and (30) viaduct.

3) NWPU-RESISC45 Dataset: This dataset is a new large-
scale image dataset and is more complex than the UC Merced
Land-Use and AID datasets. It contains a total of 31 500 images
spread over 45 scene types. There are 700 (256 × 256) pixel
images in the RGB color space per category. The spatial res-
olution of each image ranges from approximately 0.2 to 30 m.
This dataset is selected from Google Earth and covers more than
100 regions throughout the world. As shown in Fig. 7, the scene
classes include: (1) airplane; (2) airport; (3) baseball diamond;
(4) basketball court; (5) beach; (6) bridge; (7) chaparral; (8)
church; (9) circular farmland; (10) cloud; (11) commercial area;
(12) dense residential; (13) desert; (14) forest; (15) freeway; (16)
golf course; (17) ground track field; (18) harbor; (19) industrial
area; (20) intersection; (21) island; (22) lake; (23) meadow; (24)
medium residential; (25) mobile home park; (26) mountain; (27)
overpass; (28) palace; (29) parking lot; (30) railway; (31) railway
station; (32) rectangular farmland; (33) river; (34) roundabout;
(35) runway; (36) sea ice; (37) ship; (38) snowberg; (39) sparse
residential; (40) stadium; (41) storage tank; (42) tennis court;
(43) terrace; (44) thermal power station; and (45) wetland.

B. Experimental Setup

To evaluate our proposed method fairly, we maintained the
same training–testing ratios as in previous experiments [3], [8],
[15], [51]–[56]. For the UC Merced Land-Use Dataset, the
training ratios of 50% and 80%, respectively, were set, and
the rest were used for testing. For the AID dataset, the training
ratios are 20% and 50%, respectively. For the NWPU-RESISC45

dataset, the training ratios were 10% and 20%, respectively. In
addition, two different training–testing ratios were considered
for each dataset to comprehensively evaluate the CAD network.

In this work, the Pytorch framework was used to implement
the proposed method. The network parameters and settings were
as follows. All images were resized to 288×288 pixel as the
input. Then, the batch size was set as 16, and stochastic gradient
descent with dynamic learning rates was used as the optimizer.
The training epochs lasted until the network converges. The
experiments were implemented on a computer with dual Intel
Xeon E5-2620 v4 processors, two 1080Ti GPUs, and 128 GB
RAM.

C. Accuracy Assessment

The performance of the CAD network is evaluated using
the overall accuracy (OA) and the confusion matrix. The OA
is defined as the total number of correctly classified images
divided by the number of images in the test set, which elucidates
the classification performance with regard to predicting actual
images. In the confusion matrix, each column represents the pre-
dicted instances, and each row represents the actual attribution
of the class data. Therefore, the confusion matrix can directly
display the distribution of each class, and can be employed to
simply analyze the misclassification between different classes.
To reduce the influence of randomness for a reliable result, we
repeat the experiment ten times by randomly dividing the dataset
for the above ratios. The mean and standard deviation of the
overall accuracies for the ten repetitions are reported as the final
performance.

D. Experiment Results

1) Classification of the UC Merced Land-Use Dataset: To
demonstrate the effectiveness of the CAD network, the results
of this work are compared with those of some state-of-the-art
methods for the UC Merced Land-Use dataset. Table I shows
that CaffeNet and VGG-16 outperform GoogLeNet, but the
performance of GoogLeNet in natural scenes is the best among
the three networks. Because GoogLeNet is a deeper and wider
network, it is easier to learn some of the more detailed features.
If it is not fine-tuned by retraining, it extracts many detailed
features of the natural scenes for classification. Therefore, in the
classification of remote sensing scenes, GoogLeNet does not
provide the effect of a traditional network, such as CaffeNet
and VGG-16. However, fine-tuned GoogLeNet demonstrates
the powerful feature extraction capabilities of deeper and wider
networks, and achieves better performance. The performance
of deep CNN transfer also proves that deep nets and transfer
learning could improve the classification effect. In addition, our
proposed method is much deeper than CaffeNet and VGG-16,
and is more susceptible to the gradient disappearance problem.
However, the CAD network shows the best performance, with
OAs of 99.66% and 98.57% for 80% and 50% training ratios,
respectively. This indicates that the CAD network can provide
discriminative image representations for scene classification and
the lightweight network is less prone to overfitting.

Fig. 8 displays the confusion matrix generated from the best
classification results obtained the CAD network with the training
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Fig. 8. Confusion matrix of the proposed method on UC Merced Land-Use dataset in the training ratio of 50%.

TABLE I
OA (%) AND STANDARD DEVIATIONS COMPARISON WITH THE UC

MERCED DATASET

ratio of 50%. The figure shows that all categories achieved
accuracies greater than 92%; thus, more than half of the scene
classes can be fully identified by the CAD network. The max-
imum misclassification probability is 6%; “dense residential”
is misclassified as “medium residential.” This misclassification
may be due to the fact that these two types have great similarities,
such as the style of building construction. The main differences

TABLE II
OA (%) AND STANDARD DEVIATIONS COMPARISON WITH THE AID DATASET

lie in the building density and roads. These characteristics lead
to the misclassification of “dense residential.”

2) Classification of the AID Dataset: Table II compares the
classification performance of the CAD network with those of
the existing state-of-the-art methods for the AID dataset. The
CAD network shows the best performance with OAs of 97.16%
and 95.73% for the 50% and 20% training ratios, respectively.
Comparing Tables I and II, the classification accuracy of the
same method on the AID dataset is lower than that on the
UC Merced dataset. Due to the complexity of the AID dataset,
for previous single networks (e.g., CaffeNet, GoogLeNet, and
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Fig. 9. Confusion matrix of the proposed method on the AID dataset in the training ratio of 20%.

VGG-16), the classification accuracy is not higher than 90%.
For the fusion by addition and two-stream fusion, the fusion
and reuse of deep network features have achieved the higher
accuracy. In addition, the CAD network has the essence of
multiscale feature connections and selection of effective features
in network design. Therefore, the proposed method comprehen-
sively produces state-of-the-art results for the AID dataset.

The confusion matrix obtained by the CAD network for the
AID dataset with a 20% training ratio is shown in Fig. 9. The
figure shows that 26 categories have classification accuracies
greater than 90%, and the remainder have accuracies exceeding
80%. Some categories with similar content distributions, such
as “sparse residential,” “medium residential,” and “dense resi-
dential” also have OAs of 99.2%, 97.0%, and 97. 3%, respec-
tively. Similar to the results of a previous work[30], [51], the
classification accuracies of “school” and “resort” are relatively
low, at 82.5% and 80.2%, respectively. Specifically, “school”
and “commercial” are misclassified because they have similar
housing distributions. Likewise, the “resort” class is confused
with “park” as they both are characterized by considerable veg-
etation and house coverage. Nonetheless, the proposed method
shows considerable improvements compared to the previously
reported classification accuracies of 49% and 60%, respectively
[51]. Therefore, the proposed method can effectively recognize
such categories with interclass similarity.

TABLE III
OA (%) AND STANDARD DEVIATIONS COMPARISON WITH THE

NWPU-RESISC45 DATASET

3) Classification of the NWPU-RESISC45 Dataset: The
most challenging NWPU-RESISC45 dataset is also employed
to demonstrate the effectiveness of the CAD network compared
with other advanced methods (see Table III). With 10% and
20% training ratios, the classification accuracies for the CAD
network are the best, with OAs of 92.70% and 94.58%, respec-
tively, which are 3.67% and 1.98%, respectively, higher than
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Fig. 10. Confusion matrix of the proposed method on the NWPU-RESISC45 dataset in the training ratio of 20%.

those obtained using Inception-v3-CapsNet. Compared to the
other methods, the improvement is more obvious. Especially
with small training ratios, the CAD network is significantly
better than the other methods. In this challenging dataset, our
proposed method can achieve such high precision, confirming
the superiority of the proposed CAD network.

Fig. 10 shows the confusion matrix yielded from the best
performance results with the CAD network and a training ratio
of 20%. As shown in the confusion matrix, the classification
accuracy of 36 of the 45 categories is greater than 90%. Al-
though the classification accuracies of “palace” and “church”
are relatively low at 79.3% and 79.5%, respectively. There is
still improvement compared to the previous OAs of 75% and
64% [3]. Moreover, our model can distinguish each class well,
with the lowest class precision being 79.5%. The model with
close OAs [30] shows the lowest class precision value of only
68%. All these comparisons demonstrate the effectiveness and
stability of the CAD network.

V. DISCUSSION

A. Ablation Studies for the Proposed CAD Network

To demonstrate the performance of the CAD network on
complex datasets, we performed ablation studies on the AID
and the NWPU datasets. Table IV presents the classification
performance of the CAD network and its different parts, includ-
ing the CAD network without channel-attention and without
label smoothing. In general, the CAD network without channel

TABLE IV
ABLATION STUDY OF THE CAD NETWORK ON THE AID AND THE

NWPU-RESISC45 DATASET

attention yielded competitive results, exceeding most methods.
Although it is difficult to improve on such a high accuracy,
the accuracy of the CAD network with channel attention is
generally improved by 0.94%. This improvement was due to
the channel attention enhancing the representation of important
image features and suppressing the representation of less useful
features. Label smoothing also had a positive effect on classifi-
cation, which increased by 0.33%, because of the strong feature
extraction capability of the CAD network. In the VGGNet and
AlexNet, label smoothing can be used to obtain more obvious
classification accuracy improvement.

B. Attention Maps on the Proposed CAD Network

Fig. 11 shows the attention maps generated by the Grad-
CAM++ algorithm. The brighter regions in the feature map
represent the greater importance of the corresponding regions
for classification. We chose four scenes: an airplane, a church, a
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Fig. 11. Original scene images and the attention maps derived from Grad-
CAM++. (a) Original scene images. (b) Grad-CAM++ visualization results
without the channel attention. (c) Grad-CAM++ visualization results with the
channel attention.

palace, and a ship. It can be seen from Fig. 11 that the network
with the channel attention extracts important information well
for these scenes. The main objects in each scene are accurately
captured, significantly aiding scene classification. For the air-
plane and ship, the important areas of the CAD network with
channel attention are more accurately located without inter-
ference from other low-priority features. Moreover, although
palaces and churches are categories that are easy to confuse,
the CAD network with the channel attention visually shows
the control of important areas for these two types of features,
reflecting the effectiveness of the channel attention and the
powerful image feature representation capabilities of the CAD
Network.

VI. CONCLUSION

Remote sensing scene images have complex semantic re-
lationships between multiscale ground objects, whereas the
traditional stacked network structure lacks the ability to ef-
fectively extract multiscale and key features. In our study, we
proposed a novel CAD network to better extract multiscale
and key features for remote sensing scene classification. First,
the CAD network is a lightweight and deep network, which
is more resistant to overfitting for small remote sensing scene
datasets than traditional neural networks. Moreover, it has strong
feature representation capabilities in the spatial domain, because
densely connected CNN structures can effectively extract spatial
information on multiple scales and fuse them together. Second,
to enhance the extraction of important features, we further im-
proved the channel domain by using a channel attention mecha-
nism to increase the weight of important information and reduce

the weight of low-priority information. Third, an improved loss
function, a cross-entropy loss function based on label smoothing,
is used for backpropagation. The loss function can consider the
relationship between different classes, and can reduce the effect
of interclass similarity on scene image representation.

Experiments were executed using three well-known open
benchmark datasets and revealed the superiority of the CAD
network in scene classification. The ablation studies also demon-
strated the effectiveness of each module. Moreover, the attention
maps generated by the Grad-CAM++ algorithm showed the clas-
sification performance improvement provided by the channel
attention mechanism from the perspective of visualization. In
future work, we will further explore more attention mechanisms
and construct new models to apply to remote sensing.
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