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Abstract—Satellite image time series (SITS) classification is a
major research topic in remote sensing and is relevant for a wide
range of applications. Deep learning approaches have been com-
monly employed for the SITS classification and have provided
state-of-the-art performance. However, deep learning methods suf-
fer from overfitting when labeled data are scarce. To address this
problem, we propose a novel self-supervised pretraining scheme
to initialize a transformer-based network by utilizing large-scale
unlabeled data. In detail, the model is asked to predict randomly
contaminated observations given an entire time series of a pixel.
The main idea of our proposal is to leverage the inherent tem-
poral structure of satellite time series to learn general-purpose
spectral-temporal representations related to land cover semantics.
Once pretraining is completed, the pretrained network can be
further adapted to various SITS classification tasks by fine-tuning
all the model parameters on small-scale task-related labeled data.
In this way, the general knowledge and representations about
SITS can be transferred to a label-scarce task, thereby improv-
ing the generalization performance of the model as well as re-
ducing the risk of overfitting. Comprehensive experiments have
been carried out on three benchmark datasets over large study
areas. Experimental results demonstrate the effectiveness of the
proposed pretraining scheme, leading to substantial improvements
in classification accuracy using transformer, 1-D convolutional
neural network, and bidirectional long short-term memory net-
work. The code and the pretrained model will be available at
https://github.com/linlei1214/SITS-BERT upon publication.

Index Terms—Bidirectional encoder representations from
Transformers (BERT), classification, satellite image time series
(SITS), self-supervised learning, transfer learning, unsupervised
pretraining.

I. INTRODUCTION

NOWADAYS, a huge volume of Earth observation
(EO) data are being accumulated thanks to remarkable
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breakthroughs in the latest-generation of satellites. After the
successive launch of the twin satellites (Sentinel-2A/B) of the
Sentinel-2 mission, it is now possible to access large area,
high-quality medium spatial resolution EO data with much
higher frequency. Due to the high revisit time of Sentinel-2A/B
satellites (five days from the two-satellite constellation),
consecutively acquired images covering the same geographical
area can be properly organized into satellite image time
series (SITS) [1]. Such medium-resolution SITS data provide
valuable information about the status and dynamics of the Earth
surface, supporting analyses of the functional and structural
characteristics of land covers as well as identifying change
events [2], [3]. For this reason, SITS have been widely used in
various application domains, such as ecology [4], agriculture [5],
forest [6], land management [7], disaster monitoring [8] risk as-
sessment [9], etc. In the meantime, new challenges are also being
introduced by the question of how to extract valuable knowledge
and meaningful information to exploit such abundant data.

SITS classification is one of the central problems in the SITS
analysis, which is closely associated with many land applica-
tions, such as land cover mapping and change detection [10],
vegetation species classification [11], and crop yields estimation
[12]. SITS classification involves assigning every pixel in an im-
age to a categorical label, primarily based on the pixel’s spectral
profile (trajectories of spectral variations over time) [3]. Machine
learning algorithms provide effective tools to achieve automated
SITS classification. Traditional algorithms such as support vec-
tor machine (SVM) and random forest (RF) classify SITS via
handcrafted features, such as raw reflectances, spectral statistics,
and phenological metrics [13], [14]. However, characterizing
these features is rather difficult due to the strong interannual
variations in seasonal patterns of the land surface reflectance,
which can be caused by shifts in land cover or environmental
conditions, management practices, and disturbance [15].

Lately, deep learning is gaining widespread popularity in the
remote sensing community. Various deep neural network archi-
tectures have been introduced to advance the state of the art for
many remote sensing classification problems [16]–[18]. The ma-
jor advantage of deep learning methods is that they are capable
of learning features from the input data optimized for a specific
task without the need for manual feature engineering [1], [19].
Deep learning-based approaches are increasingly being applied
to SITS classification. Among these methods, convolutional neu-
ral networks (CNNs) [20], [21] and recurrent neural networks
[RNNs, including long short-term memory (LSTM) or gated
recurrent units] [22], [23] have been most widely used to capture
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temporal characteristics from spectral profiles. To exploit both
spatial and temporal information of high-resolution SITS, hybrid
architectures combining convolutional and recurrent layers [24],
[25] and convolutional-recurrent neural networks [26] have been
introduced and comprehensively compared [27]. Recently, a
promising alternative to RNNs for sequence encoding, namely
the transformer, has been proposed in the field of natural lan-
guage processing (NLP) [28]. Transformers have been reported
to have advantages over RNNs in terms of feature extraction and
training efficiency. Garnot et al. first introduced transformers
into SITS classification. They employed a transformer encoder
to learn temporal correlations from a sequence of pixel-set
embeddings [29]. A detailed comparison between transformers
and other prevailing deep learning architectures for SITS clas-
sification can be found in [30], showing that transformers and
RNNs outperform CNNs on processing raw satellite time series
in terms of their architectures.

Nonetheless, the recent success of deep learning approaches
has been primarily driven by deeper architectures and the avail-
ability of large amounts of labeled data. For instance, by training
a deep CNN on millions of human-annotated photographs such
as ImageNet, it can learn powerful visual features reusable in
various image understanding tasks. When training samples are
scarce, a common drawback of most deep learning architectures
is that they are very prone to overfitting, since such models often
have millions of parameters. However, there are rarely enough
labeled data in remote sensing applications, since labeling is very
time/labor-consuming and requires expertise. As a result, even
though a huge supply of SITS data are available, the performance
of deep learning approaches is restricted due to lack of labels.

To fully tap the potential of deep learning methods for the
SITS classification, some studies have begun to explore how
to mitigate the demand for labeled data. For example, Bazzi
et al. proposed a transfer learning framework, which adapts a
network trained on a label-rich dataset to a label-scarce task
by means of knowledge distillation [31]. Ienco et al. developed
a weakly supervised layerwise pretraining strategy to initialize
parameters of RNNs by utilizing coarse granularity labels to
provide supervision signals [32]. Although these approaches can
partially alleviate the problem, their effectiveness is still limited
by the quality and quantity of labeled samples. To the best of
our knowledge, none of the existing work takes advantage of
unlabeled data for SITS classification.

Self-supervised learning is a recently emerged unsupervised
learning paradigm for tackling the challenge of insufficient
labels [33]. In this paradigm, models are trained on unlabeled
data by leveraging the structure present in the data itself to
create supervised tasks (such tasks are often referred as “pretext
tasks”) [34]. The general pipeline of self-supervised learning is
as follows: in the pretraining stage, models learn an initial set
of representations by solving a predefined pretext task; in the
fine-tuning stage, these representations are further adapted to
a downstream task by continued training on task-related data
in a supervised manner. In this way, deep learning models can
transfer general knowledge learned from large-scale unlabeled
data to a label-scarce downstream task, thereby enhancing the
generalization capacity of deep learning models and preventing

Fig. 1. Proposed pipeline for satellite image time series (SITS) classification:
in the pretraining stage, a neural network (i.e., SITS-BERT, where BERT stands
for bidirectional encoder representations from Transformers) is pretrained on
massive unlabeled data to solve a pretext task; in the fine-tuning stage, the
pretrained network serves as a representation model that is used in a specific
classification task by fine-tuning all the parameters on task-related labeled
samples.

overfitting. Although a variety of self-supervised learning meth-
ods have emerged in recent years in computer vision [35]–[38]
and NLP [39]–[41], we are not aware of any existing work that
introduces the perspective of self-supervised learning into the
SITS analysis to cope with the label scarcity problem.

In this article, we propose a novel self-supervised pretrain-
ing scheme for parameter initialization of deep neural net-
works on SITS classification tasks, which follows a stan-
dard unsupervised-pretraining/supervised-fine-tuning pipeline
shown in Fig. 1. We design the following pretext task to train
a transformer network: the model is forced to predict corrupted
observations with randomly added noise, given an entire annual
time series of a pixel. The central idea behind our pretext task
is to leverage the inherent temporal structure of satellite time
series to capture meaningful spectral-temporal characteristics
from a large volume of SITS data, and that these characteristics
are closely related to the natural changes at the Earth’s surface.
In this way, enormous amounts of background knowledge are
accumulated in the network through pretraining, making the
model “understand” what satellite time series should look like.
Hence, it is more robust for neural networks to learn a mapping
between spectral profiles and corresponding types given a small
amount of labeled data, as the connection between temporal
dynamics of satellite time series and land cover semantics is
strong.

The key contributions of this article are threefold.
1) For the first time, we propose a self-supervised pretraining

scheme to cope with the problem of insufficient labeled
samples for the SITS analysis.

2) We introduce an end-to-end deep learning architecture
as an effective alternative to convolutional and recurrent
neural networks for the SITS classification.

3) We conduct comprehensive experiments on three large-
scale datasets to validate the effectiveness of the proposed
method.

The remainder of this article is organized as follows. Section II
summarizes related work on self-supervised learning in remote
sensing. Section III explains the motivation of the proposed
method. Sections IV and V describe the proposed network
architecture and pretraining scheme, respectively. Section VI
provides the data information. Section VII reports the experi-
mental results and discussions. Finally, Section VIII concludes
this article.
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II. RELATED WORK

An effective pretext task is the key to successful self-
supervised learning and should guarantee that the model learn
meaningful representations instead of trivial solutions [34].
According to the strategies used to design pretext tasks, most
of the available self-supervised learning approaches in remote
sensing can be broadly classified into the following three
categories.

Reconstruction-based methods include denoising autoen-
coders (DAEs) [42], [43] and deCNNs [44], [45]. These meth-
ods project data into a low-dimensional latent space and then
reconstruct the input from the compressed features. However,
exact input reconstruction is often not conducive to learning
discriminant features.

Generation-based methods include variational autoencoders
[46], [47] and generative adversarial networks [48], [49]. These
methods aim to approximate the real data distribution and simul-
taneously learn a mapping from a latent space to the input space.
However, the main goal of these methods is to generate more
realistic samples rather than extracting meaningful features that
facilitate downstream tasks.

Context-based methods leverage spatial, spectral, and tempo-
ral context similarity or correlation in the data to create super-
vision signals. These types of methods are generally heuristic
and have no uniform theoretical patterns. For example, Wang
et al. learned mapping functions between images and their
transformed copies for the purpose of image registration [50].
Dong et al. sampled image patches from bitemporal images and
then used the temporal-source of these patches as pseudolabels
for change detection [51]. Vincenzi et al. attempted to predict
visible bands of remote sensing images by other spectral bands
[52]. At present, these kinds of methods are rarely applied to the
remote sensing data.

In summary, the existing work mainly focuses on learning
spatial and spectral features from single or bitemporal images,
while very little effort has been devoted to satellite time-series
analysis.

III. MOTIVATION

BERT, which stands for bidirectional encoder representations
from transformers [39], is undoubtedly the most remarkable self-
supervised learning-based framework in the current NLP field.
Following an unsupervised-pretraining/supervised-fine-tuning
pipeline, BERT can learn general language representations that
are reusable in various downstream tasks. In detail, BERT uti-
lizes a “Masked Language Model” as its pretext task, in which
some tokens in a sentence are randomly masked out and the
model is forced to predict the missing tokens according to the
context. This enables BERT to learn word correspondences from
a plain text corpus. Since BERT was proposed, the concept of
self-supervised pretraining has started dominating the state-of-
the-art in NLP.

Similar to text, satellite time series also have strong tempo-
ral correlations. Likewise, the temporal dynamics of spectral
profiles contain rich semantic information, which is closely as-
sociated with seasonal variations and plant phenology. However,
while there are clear similarities between text and satellite time

series, the insight of BERT has yet to be explored in the canon
of existing work in the remote sensing community.

Inspired by BERT, we develop a context-based pretext task
to capture meaningful spectral-temporal features from massive
unlabeled SITS data. Specifically, the network is asked to recover
contaminated observations by means of corresponding acquisi-
tion dates and clear observations. Our hypothesis is that noisy
observations can be distinguished and reconstructed from dense
satellite time series. The main idea to design this pretext task is
based on the fact that noise caused by clouds and shadows is com-
monly found in optical satellite images. Human remote sensing
experts can easily eliminate noise interference and distinguish
different land cover types from a limited number of images. The
absence of images or contaminated images does not necessarily
result in a decrease in the interpretation accuracy because the
missing information can be inferred from the remaining images.
Intuitively, a good representation of SITS should be able to
capture stable spectral-temporal patterns that are robust to noise.

IV. MODEL ARCHITECTURE

A. Overall Network Architecture

In this article, we introduce a transformer-based network for
the SITS classification. Since the model architecture is modified
from BERT, we name it SITS-BERT.

We first introduce the symbols used in our description. Let
X = {〈O1, t1〉, . . . , 〈O1, tL〉} be an annual time series of a
pixel, where Oi ∈ RD denotes a D-dimensional satellite obser-
vation vector whose elements correspond to each of the input
spectral reflectances; ti corresponds to the dateOi was captured,
which is specified using day of year (DOY).

SITS-BERT’s model architecture is comprised of two parts:
an observation embedding layer and a standard transformer
encoder (see Fig. 2). Specifically, all observation tuples
〈O1, t1〉, . . . , 〈O1, tL〉 of a time series are first encoded into a
sequence of observation embeddings, which are then fed into
a multilayer bidirectional transformer network to produce their
corresponding representations. The final observation represen-
tations can be aggregated into a single feature vector, which
contains the global information of the entire time series and
is used for classification. Here, SITS-BERT plays the role of
a representation model. By adding an additional output layer,
the whole network architecture of SITS-BERT can be further
fine-tuned for a specific classification task.

B. Observation Embedding

The observation embedding layer projects an input tuple
〈Oi, ti〉 into a higher-dimensional feature space. The reason for
this is that the input dimension is tied with the hidden layer size
of the transformer, and using larger embedding sizes gives better
performance [41].

In this article, an observation embedding is a concatenation
of two parts. Given an observation Oi, it is projected into a
high-dimensional vector using a linear dense layer. In addition,
the corresponding date ti is also encoded into a vector of the
same size using the positional encoding (PE) technique [28]. PE
encodes the order information of a sequence with sine/cosine
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Fig. 2. Structure of the SITS-BERT architecture shown unfolded in time. Besides the output layer (not depicted in the figure), the same architecture is used in
both the pretraining and fine-tuning stages. The input tuple 〈Oi, ti〉 at each timestep is a pair of observation and the corresponding acquisition date (day of year,
DOY). The final hidden representation is denoted as Ti. Ti encodes the information about the entire time series.

functions of different frequencies

Embed (Oi, ti) = Concat (OiWe, PE(ti)) (1)

PE(ti)p =

{
sin

(
ti/10000

2k/dm
)
, if p = 2k

cos
(
ti/10000

2k/dm
)
, if p = 2k + 1

(2)

where Embed(Oi, ti) represents the observation embedding of
〈Oi, ti〉; dm = 256 is the embedding size, which is the same
of the hidden layer size of transformer; Concat denotes a con-
catenation between two vectors; We ∈ RD× dm

2 is the weight
matrix of the dense layer; PE(ti)p represents the pth element
of the PE vector. It should be noted that in BERT, the PE vector
is directly added to a token embedding. However, we suggest
concatenating the two parts in case the model cannot distinguish
between observations and time. Experiments also indicate that
the model converges faster using concatenation than summation.

The main purpose of utilizing time information (i.e., DOY
rather than the order of an image in a sequence) is to make
the model learn meaningful temporal variation patterns that are
closely related to seasonal cycles and vegetation phenology.
The benefits of this are twofold. On one hand, the model can
overcome the limitations associated with different sampling
dates and sequence lengths, making the model trainable and
transferable across different years. On the other hand, the model
is able to deal with irregular sampling problems caused by the
presence of noise in the time series. Accordingly, no smoothing,
gap filling, or compositing method is needed to reconstruct
evenly spaced time series.

C. Transformer Encoder

Transformer was first introduced in NLP as an efficient alter-
native to RNNs [28], which has been introduced to some remote
sensing tasks, such as hyperspectral image classification [53],
image captioning [54], and SITS classification [29].

A transformer encoder is a stack of multiple transformer
blocks. The first transformer block takes a collection of observa-
tion embeddings of a time series as its input and generates cor-
responding hidden representations. Then, these representations
are passed to the next transformer block as its input to iteratively

Fig. 3. Illustration of the scaled dot-product attention (left) and multihead
attention (right). Q stands for queries’ matrix; K stands for keys’ matrix; V
stands for values’ matrix.

generate higher level representations. A single transformer block
(depicted in Fig. 2) contains two major sublayers: a multihead
attention layer and a positionwise fully connected feed-forward
network (FFN). In addition, a residual connection [55] and
layer normalization [56] are utilized for both sublayers. The
two sublayers are described in detail below.

A multihead attention layer consists of H parallel scaled dot-
product attention layers, each called a head (see Fig. 3) [28].
A scaled dot-product attention is a function that maps a query
vector and a set of key-value pairs into an output vector

Attention (Q,K, V ) = softmax

(
QKT

√
dk

)
V (3)

whereQ,K, V represent the matrices stacked by multiple query,
key, and value vectors as rows, respectively; dk is the dimen-
sionality of the query/key vectors. Multihead attention takes
it a step further by first mapping Q,K, and V into different
lower-dimensional feature subspaces via different linear dense
layers, and then using the results to calculate attention. Finally,
the outputs produced by H heads are concatenated and projected
into a final hidden representation using another dense layer

MultiHead (Q,K, V ) = Concat (head1, . . . , headH)W o

where headi = Attention
(
QWQ

i ,KWK
i , V WV

i

)
(4)
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Fig. 4. Illustration of the proposed pretraining strategy. Some observations in
a satellite time series are randomly selected and added with positive or negative
noise, and then the model is trained to predict these contaminated observations
using the rest of the observations. In the figure, the input observations O3 and
O7 are added with noise ±ε, where ε ≥ 0, and the prediction loss at these two
positions is used to optimize the model.

where WQ
i , WK

i , WV
i are weight matrices of the inner dense

layers of each head; W o is the weight matrix of the top
dense layer. In this article, WQ

i , WK
i , WV

i ∈ Rdm×dv , W o ∈
RHdv×dm , where we use H = 8 as the number of heads, and
use dv = dm

H = 32 as the output dimensionality of each head.
In a transformer, a self-attention mechanism is used to learn

the internal relationship of an input sequence [28]. In the
self-attention mechanism, the query, key, and value vectors are
identical. That is, attention is calculated between each position in
a sequence and every other position (including itself). As a result,
the hidden representation of each observation is a weighted sum
of all positions in a time series, thereby capturing the global
sequence information and highlights the part around the ith
observation.

A positionwise FFN is then applied to the hidden state of
each position independently and identically. FFN is made up of
two linear transformations with a ReLU activation function in
between

FFN (xi) = max (0, xiW1 + b1)W2 + b2 (5)

where xi is the ith hidden state produced by the multihead atten-
tion layer, W1, W2 are weight matrices, and b1, b2 are bias terms
of the inner and output dense layers, respectively. In this article,
we use dff = 4 dm = 1024 as the dimensionality of the inner
dense layer, i.e., W1 ∈ Rdm×dff , b1 ∈ Rdff , W2 ∈ Rdff×dm ,
b2 ∈ Rdm .

V. PROPOSED SELF-SUPERVISED PRETRAINING SCHEME

A. Pretraining SITS-BERT

In analogy to BERT, we train our model on a predesigned
pretext task: some of the input observations are randomly chosen
and added with noise, and then the model is forced to predict
these contaminated observations (see Fig. 4). By solving this
pretext task, the model can learn temporal correspondences
between observations.

In the experiments, 15% of the observations in a time series are
selected at random and added with noise. When an observation
Oi is selected, there is a 50% chance that all elements of the
vector is added a positive noise to simulate abnormal reflectance
increases caused by clouds and snow/ice; and a 50% chance that
all element of the vector is subtracted from a positive noise
to simulate abnormal reflectance decreases caused by shadows.

The noise is generated from a uniform distribution in the interval
[0, 0.5]. In the meantime, the corresponding PE vector remains
unchanged.

The model is then forced to predict the original values of
these contaminated observations according to their acquisition
dates and contextual information. In detail, the final hidden
representations corresponding to the contaminated observations
are fed into a linear dense layer for prediction. The mean-square
error (MSE) between original observations and predictions is
used as the optimization function for model training

MSELoss =

∑
Oj∈Ψ ‖Oj − Ôj‖2

N
(6)

where Ψ denotes the set of contaminated observations; Ôj is
the predicted value of Oj ; and N is the number of contaminated
observations. In this article, we pretrain SITS-BERT for 100
epochs with a batch size of 256 sequences. We utilize Adam
optimizer with a learning rate of 1e−4, learning rate warmup
over the first 30 epochs, and exponentially decay of the learning
rate. Dropout is implemented on all transformer layers with a
dropout rate of 0.1.

As a side benefit, the proposed pretext task overcomes the
pretrain-fine-tune discrepancy suffered by the original BERT
[15]. Specifically, BERT uses a special token [MASK] to tell
the model which inputs are missing; this token does not exist in
the downstream tasks. In contrast, our model does not introduce
artificial tokens. Our assumption is that the model can learn how
to distinguish noise from normal observations from the context
without explicit annotations.

It is noteworthy that the proposed pretext task is different
from DAEs [57], because our aim is to predict contaminated
observations instead of reconstructing the entire time series.

B. Fine-Tuning SITS-BERT

The pretrained SITS-BERT can be easily adjusted to a spe-
cific SITS classification task by adding an additional output
layer. In this article, we fine-tune SITS-BERT on the following
two representative tasks, i.e., crop classification and land cover
mapping. For both tasks, we simply feed the input–output pairs
to the model and fine-tune all the parameters end-to-end on
task-related data. Specifically, the input of the model is an annual
time series, and the output is the corresponding category label.

A common method to address time series classification is to
map time series into a feature space, such that the values of
features should be close for pixels belonging to the same class.
In general, there are two strategies for aggregating individual
observation representations produced by SITS-BERT into a
single sequence-level representation. These two approaches are
1) the use of a [CLS] token, and 2) the pooling method (see
Fig. 5).

1) SITS-BERT with a [CLS] token: The first method is to
insert a special token [CLS] (an abbreviation for “classifi-
cation”) at the front of every input time series and then use
the output of [CLS] as a global representation of the whole
time series [39]. In our implementation, we set [CLS] to
be an all-ones vector with the same dimension as the input
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Fig. 5. Two strategies to generate a sequence-level representation (denoted as
C) from individual observation representations of a time series: (1) SITS-BERT
with a [CLS] token, (2) SITS-BERT with pooling.

observations, and set the corresponding time to be zero.
The [CLS] token also needs to be added to the input time
series at the pretraining stage.

2) SITS-BERT with pooling: The second method is to apply a
pooling operation to the output vectors of BERT by either
averaging the output (average pooling) or computing max-
over-time of the output (max pooling) to aggregate them
into a single fixed-size vector.

Once the global representation of a time series is obtained, it is
then fed into a softmax layer to be classified. The cross-entropy
loss is used for the model optimization in the fine-tuning stage

CrossEntropyLoss = −
P∑

j = 1

yj log (ŷj) (7)

where ỹj is the probability score inferred by the softmax function
for class j, and yj is the ground truth, and P is the number of
classes.

In this article, we fine-tune SITS-BERT on task-specific data
in a supervised manner for 100 epochs. Adam optimizer is used
with a learning rate of 2e-4 and a batch size of 128.

VI. STUDY AREAS AND DATASETS

In this article, we applied the proposed method on Sentinel-2
image time series. The data were organized into four datasets:
one was used for model pretraining, the other three (includ-
ing two crop classification datasets and a land cover mapping
dataset) were used for model evaluation.

We investigated the model performance on two kinds of SITS
data. In the first type of data, the pretraining and fine-tuning
data belonged to the same area, serving the purpose of verify-
ing whether the pretrained model can extract informative and
discriminant features from homologous unlabeled data. In the
second type of data, the pretraining and fine-tuning data came
from different areas, with the purpose of exploring whether the
pretrained model can be transferred to unseen data.

A. Pretraining Dataset

We chose three Sentinel-2 tiles (T10SEJ, T10SFH, and
T11SKA, each covering a region of about 100 × 100 km)
located in the Central Valley, CA, USA to create a pretraining
dataset. The location of the study area is depicted in Fig. 6. For

each tile, all the available Sentinel-2 A/B images with <10%
cloud coverage, taken between January 2018 and December
2019, were used. There were a total of 219 images to construct
the pretraining dataset. Samples were collected from each tile
at a regular sampling interval of 10 rows/columns. Sequences
shorter than 10 were discarded. Finally, the pretraining dataset
was composed of about 6.5 million sequences.

We chose California as the pretraining area for the following
reasons. First, California has extremely diverse natural land-
scapes, representing most of the major biomes in North America,
including grasslands, shrublands, deciduous forests, coniferous
forests, tundra, mountains, deserts, rainforest, marine, estuarine,
and freshwater habitats. The state’s varied topography and cli-
mate have given rise to a remarkable plant diversity that cannot
be found in any other state of the United States [58]. Moreover,
the Central Valley where the study area is located is California’s
most productive agricultural region as well as one of the most
productive worldwide. The agricultural systems in this study
area are rather complicated, characterized by small parcels and
a vast variety of crop types [59]. For all those reasons, this area
can provide abundant and diverse training samples for learning
general-purpose SITS representations. Finally, this area has a
Mediterranean climate with no significant precipitation during
the summer season. Therefore, the spectral trajectory of major
crops (such as corn, cotton, rice, and soybeans) throughout the
entire growth cycle can be characterized, making it feasible to
inferring the corrupted part of a time series from the remainder.

B. Two Crop Classification Datasets

We applied the proposed method to two crop classification
datasets.

The first dataset came from the pretraining area. A total of
45 images captured in 2019 from Sentinel-2 tile T11SKA in
California (see Fig. 6 Tile 3©) were used. Ten major crop types
covering most of the study area were targeted in this study: corn,
cotton, winter wheat, alfalfa, tomatoes, grapes, citrus, almonds,
walnuts, and pistachios. Three nonagricultural categories were
also included: developed, evergreen forest, and grass/pasture.
It should be noted that the fine-tuning data were not used for
pretraining.

The second dataset came from the area at the border between
Missouri and Arkansas, USA (see Fig. 7), and was composed
of 26 images acquired in 2019 from Sentinel-2 tile 15SYA. Ten
agricultural and nonagricultural categories were considered in
this study: corn, cotton, rice, soybeans, fallow/idle cropland,
open water, developed, forest, grass/pasture, and woody wet-
lands.

For both datasets, the 2019 Cropland Data Layer (CDL) [60]
and the corresponding CDL confidence layer [61] provided by
the United States Department of Agriculture National Agricul-
tural Statistics Service (USDA NASS) were used as reference
data to collect samples. The original spatial resolution of CDL
and confidence layer products was 30 m. They were upsampled
to 10 m to be consistent with Sentinel-2 images. Then, we
extracted samples from the whole scene at a regular interval of 10
rows/columns. To increase the accuracy of the samples collected
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Fig. 6. 2019 cropland data layer (CDL) product of California, USA, which is colored in the same way as the CDL website
(https://nassgeodata.gmu.edu/CropScape/). Three Sentinel tiles were used for model pre-training: 1© T10SEJ, 2© T10SFH, 3© T11SKA. The coverage of
each Sentinel-2 tile is marked with a red rectangle.

Fig. 7. Location of the second study area for crop classification, showing the
2019 CDL product.

from the CDL, we employed the following two criteria. First,
all the neighboring pixels along with the center pixel in a 7×7
window should belong to the same category, to avoid sampling
from the boundary of land parcels. Second, the classification
confidence of all neighboring pixels in the window should be
higher than 80%.

Fig. 8. Location of the study area for land cover mapping, showing the
FROM_GLC10 product.

C. Land Cover Mapping Dataset

We also applied the proposed method to a land cover mapping
dataset, which was built using 20 images taken in Beijing, China,
in 2017 from Sentinel-2 tile 50TMK (see Fig. 8). Beijing is
characterized by a monsoonal humid continental climate with
hot humid summers and cold dry winters. The natural vegetation
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is deciduous broadleaf forest, and the dominant crop types are
winter wheat, corn, and soybean. There is a large divergence
between the study area and the pretraining area in terms of both
geographical conditions and vegetation species. Therefore, this
dataset provides a good example to explore whether the proposed
pretraining scheme is effective when the target domain and the
pretraining domain have distinct data distributions.

The reference data we used was a public global land cover
product named FROM_GLC10 (v0.1.3), which was built on 10
m resolution Sentinel-2 data acquired in 2017 [62]. We adopted
the same classification systems of FROM_GLC10. Five majority
land cover types were considered: cropland, forest, grassland,
water, and impervious area.

D. Data Collection and Preprocessing

All the Sentinel-2 images (Level-1C) we used were down-
loaded from the United States Geological Survey (USGS) Earth-
Explorer website and preprocessed to Bottom-Of-Atmosphere
(BOA) reflectance Level-2A using the Sen2Cor plugin v2.8 and
the Sentinel Application Platform (SNAP 7.0). The Multispec-
tral Instrument (MSI) sensor provides 13 spectral bands, i.e.,
four bands at 10 m (Blue, Green, Red, NIR), six bands at 20
m (Vegetation Red Edge 1–3, Narrow NIR, SWIR 1–2), and
three atmospheric bands at 60 m spatial resolution. With the
exception of the atmospheric bands, all bands were used in
this article. Bands at 20 m resolution were resampled to 10 m
via nearest sampling. A scene classification map was generated
for each image along with the Level-2A processing, which as-
signed pixels to clouds, cloud shadows, vegetation, soils/deserts,
water, snow, etc. According to the scene classification map,
low-quality observations belonging to clouds (including cirrus),
cloud-shadows, and snow were discarded when extracting the
annual time series of each pixel. Each selected sample should
include at least three clear observations. The total number of
samples in each evaluation dataset is displayed in Table I.

VII. EXPERIMENTAL RESULTS

A. Evaluation Criteria and Methods

We compared the performance of different evaluated algo-
rithms with the following metrics derived from the confusion
matrix [18]:

1) Overall Accuracy (OA): This metric represents the propor-
tion of correctly classified samples in all tested samples,
and is computed by dividing the number of correctly
classified samples by the total number of test samples.

2) Kappa Coefficient: This metric is considered to be a con-
sistency measure between the classification result and the
ground truth. Kappa coefficient is generally considered
to be more robust than OA as it takes into account the
possibility of agreement occurred solely by chance.

3) Average Accuracy (AA): This metric is an objective in-
dicator of classification accuracy on unbalanced datasets.
AA is calculated by dividing the sum of the accuracy for
all classes by the number of classes, where the accuracy
(i.e., the producer’s accuracy) is the number of correctly

TABLE I
NUMBERS OF SAMPLES IN THE THREE FINE-TUNING DATASETS

classified samples divided by the number of total samples
of each class.

To assess the effectiveness of the proposed network, we
compared it with five methods that are widely employed in SITS
classification. For traditional machine learning algorithms, we
selected SVM and RF classifiers. SVM is widely considered
as a powerful technique for classification tasks, while RF has
some advantages such as short training time, easy parameteri-
zation, and high robustness to high-dimensional input features
[13], [63]. Concerning deep learning models, we selected three
approaches that performed well in previous SITS classification
studies: CNN-1D (1-D CNN) [21], LSTM [22], [23], and bidi-
rectional LSTM (Bi-LSTM) [64], [65]. These architectures have
been proven to have advantages to capture temporal dependen-
cies in sequential data.

1) SVM: We used a SVM classifier with radial basis function
(RBF) kernel. The hyperplane parameters C and γ were
optimized in a logarithmic grid from 10-2 to 102.

2) RF: We optimized a RF classifier using a varied number
of trees in the forest. The optimal number of trees was
selected in the set of {100, 200, 300, 400, 500}.

3) CNN-1D: A three-layer CNN-1D network was used in the
experiment [21], which was formed by three convolutional
layers (128 units), one dense layer (256 units), and one
softmax layer. The kernel size of all convolutional layers
was set to 5. Dropout was used after each convolutional
layer with a dropout rate of 0.5.

4) LSTM: A three-layer stacked LSTM network was used,
which was formed by three LSTM layer (256 units) and
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one softmax layer. Dropout was used after each LSTM
layer with a dropout rate of 0.5.

5) Bi-LSTM: A three-layer stacked Bi-LSTM network was
used [66], which was formed by three Bi-LSTM layers
(128 units) and one softmax layer. The outputs at each
timestep from both forward and backward directions were
concatenated and used the input of the next layer. Dropout
was used after each layer with a dropout rate of 0.5.

SVM and RF handle a multivariate time series as a flat vector
information, where the dimensionality of the input features
should be identical. Hence, we padded the time series to the
maximum length by filling in the missing observations with
zeros. For deep learning models, we used the same observation
embedding layer to encode the input observations. SVM and RF
were implemented using the Python Scikit-Learn library, while
all deep learning methods were implemented using the Python
PyTorch library. Experiments were carried out on a workstation
with an Intel Xeon Silver CPU 4210R 20-Core (2.40GHz) with
128 GB of RAM and a NVIDIA TITAN RTX 24G GPU.

In order to simulate real-world scenarios, we randomly se-
lected 100 samples per category from each dataset to create the
training and validation sets, respectively, and used all the residual
samples for testing. The training set was used for training or
fine-tuning pretrained models, and the validation set was used
for choosing hyper-parameters (e.g., training epochs). It is worth
mentioning that we did not follow the standard paradigm for
method evaluation, which splits all data into training-validation-
test set at certain rates. In our setting, the data distributions of
training samples and test samples may be different. The main
purpose of this is to verify the effectiveness of the proposed
pretraining scheme under small-sample conditions.

B. Model Configuration

In this section, we evaluate the performance of three SITS-
BERT variants to derive sequence-level representations. To ver-
ify whether the pretraining scheme is effective, we also trained
each SITS-BERT variant from scratch using only labeled data
(we refer to such models as “non-pre-trained” models). The three
variants are described as follows.

1) SITS-BERT using the [CLS] token: In this case, the fine-
tuned hidden representation of the [CLS] token was re-
garded as a representation of the entire input time series.
We refer to such competitor as “SITS-BERTCLS.”

2) SITS-BERT using average pooling: In this case, the hidden
representations of all the observations in a time series
were averaged and used for classification. We refer to such
competitor as “SITS-BERTAVG.”

3) SITS-BERT using max pooling: In this case, the maximum
value for the hidden representations along the time dimen-
sion was computed and used for classification. We refer
to such competitor as “SITS-BERTMAX.”

The classification results are shown in Table II, and the
confusion matrices are given in the Supplementary Materials.
We observe that for all variants, the pretrained models remark-
ably outperform their randomly initialized versions (except for
SITS-BERTAVG in the third dataset). Specifically, the proposed

TABLE II
CLASSIFICATION ACCURACY COMPARISON OF DIFFERENT SITS-BERT

VARIANTS ON THE THREE DATASETS

pretraining scheme leads to an averaged accuracy increment of
2.97%, 1.88%, 2.58% for OA, 0.034, 0.023, 0.045 for Kappa
coefficient, and 0.030, 0.029, 0.068 for AA on each dataset, re-
spectively. The accuracy improvement on the latter two datasets
indicates that unsupervised pretraining does produce positive
transfer, that is, the representations learned from large-scale un-
labeled data can be transferred to new context, thereby improves
the performance of the model on label-scarce downstream tasks.
We also find that SITS-BERTMAX exceeds other variants in
term of OA and Kappa coefficient, while SITS-BERTCLS yields
higher AA than SITS-BERTMAX in the latter two datasets, show-
ing that SITS-BERTMAX is more advantageous for handling
imbalanced classification problems.

C. Method Comparison

In this section, we compare the performance of SITS-BERT
with other algorithms for the SITS classification. We used SITS-
BERTMAX as the default model configuration. The term “SITS-
BERT” hereinafter refers to the pretrained SITS-BERTMAX. All
other deep learning models were trained from scratch for 300
epochs with a learning rate of 2e−4 and a batch size of 128.
The classification accuracy assessment for the three datasets are
displayed in Table III, and the confusion matrices are given in
the Supplementary Materials.

A major finding is that both CNN and RNN networks yield
comparable or even worse results than traditional methods
(SVM and RF), while the non-pre-trained SITS-BERT performs
slightly better than traditional methods on the latter two datasets.
Apart from the proposed model, RF performs best overall, rank-
ing first on the latter two datasets. This suggests that for small
datasets, sophisticated deep learning models have no substantial
advantages over traditional machine learning methods in SITS
classification tasks. This is likely due to the serious overfit-
ting problem that occurs when training deep neural networks
on insufficient labeled samples, even though transformer and
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TABLE III
CLASSIFICATION ACCURACY COMPARISON OF DIFFERENT METHODS ON THE

THREE DATASETS

CNN-1D seem to be more robust to overfitting compared to
LSTM-based networks.

In general, SITS-BERT outperforms other competitors re-
markably in terms of all indicators. Specifically, compared with
the RF baseline, SITS-BERT increases OA by 5.27%, 2.38%,
3.35%, Kappa coefficient by 0.061, 0.029, 0.053, and AA by
0.056, 0.018, 0.026 on each dataset, respectively. The results
highlight that the risk of overfitting utilizing deep neural net-
works can be largely reduced by starting from a pretrained
model. Moreover, according to the confusion matrices, SITS-
BERT exhibits a notably lower rate of misclassifications for
complicated and heterogeneous categories compared to other
methods. For instance, in the first dataset, pistachios is easily
confused with evergreen forest; the proposed method achieves
a 20 points gain in the producer’s accuracy with respect to the
second best method (SVM). In the third dataset, while cropland
has extremely high intraclass variability, the proposed method
also achieves nine points of gain with respect to the second best
method (RF).

To better visualize the classification results of different meth-
ods, we selected a 3000 × 3000 area of interest (ROI) in each
study area for testing. The classification results are shown in
Figs. 9–11. It can be seen that for crop classification tasks, the
results obtained by SITS-BERT are more consistent with the
reference data and the salt and pepper effect is negligible. For
the land cover mapping task, apart from SITS-BERT, all deep
learning methods exhibit a high confusion between cropland and
grassland. The large misclassifications of the two categories (i.e.,
cropland and grassland) may come from errors in the reference
data, which underlines the fact that the pretrained model exhibits
relatively higher robustness to noisy labels.

D. Effect of the Pretraining Scheme on Other Models

The proposed pretraining scheme may be widely effective
for a number of deep learning models. In this section, we

TABLE IV
CLASSIFICATION ACCURACY OF PRETRAINED AND NON-PRE-TRAINED

BI-LSTM NETWORKS ON THE THREE DATASETS

validate its ability on CNN-1D and Bi-LSTM. For CNN-1D, we
utilized zero-padding to keep the sequence length unchanged.
Both models were pretrained on the same pretraining dataset and
then fine-tuned on each target dataset. The same pretraining/fine-
tuning configurations used for SITS-BERT were adopted. The
accuracy assessment is shown in Table IV, and the confusion
matrices are given in the Supplementary Materials.

We observe that for all datasets, the classification accuracy
of pretrained models is improved from their non-pre-trained
versions. In particular, the pretraining scheme brings an averaged
increment of 2.58% OA and 5.42% OA to CNN-1D and Bi-
LSTM, respectively. The results demonstrate that the proposed
pretraining scheme also works for CNNs and RNNs for SITS
classification.

In addition, we observe that the performance gain of Bi-LSTM
is larger than that of CNN-1D on all datasets, indicating that
the proposed pretraining scheme seems to be more effective for
transformers and LSTM-based networks than for CNNs. This
may be attributed to transformer and LSTM’s ability in capturing
long-term dependencies between observations. In detail, LSTM
encodes the whole time series by receiving each observation
once a timestep, and utilizes internal gates to control the update
of the memory content. Transformer reads the entire time series
at once and calculates dependencies between each observation
and all other observations through the self-attention mechanism.
In contrast, CNN can only capture observation dependencies
within the width of its filters. In other words, it can only
model contextual information within a local neighborhood. This
character makes it inferior to transformers and LSTM-based
networks for temporal feature extraction.

E. Influence of the Number of Labeled Samples

It is well known that the number of training samples can
affect classification performance, but its influence on pretrained
models is unknown. In this section, we fine-tuned the pretrained
CNN-1D, Bi-LSTM, and SITS-BERT with different numbers of
labeled samples, varied from 50 to 500 per category, and took RF
(300 trees) as a baseline for comparison. The results are depicted
in Fig. 12.

We observe that all the pretrained deep learning models sig-
nificantly outperform RF and the non-pre-trained model, among
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Fig. 9. Crop classification results of different methods in the first study area (California). (1) Ground truth. (2) SVM. (3) Random forest (RF). (4) Long-short
term memory (LSTM). (5) Bidirectional LSTM (Bi-LSTM). (6) Non-pre-trained SITS-BERT. (7) SITS-BERT.

Fig. 10. Crop classification results of different methods in the second study area (Missouri). (1) Ground truth. (2) SVM. (3) RF. (4) LSTM. (5) Bi-LSTM. (6)
Non-pre-trained SITS-BERT. (7) SITS-BERT.
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Fig. 11. Land cover classification results of different methods in the third study area (Beijing). (1) Ground truth. (2) SVM. (3) RF. (4) LSTM. (5) Bi-LSTM. (6)
Non-pre-trained SITS-BERT. (7) SITS-BERT.

Fig. 12. Classification accuracy of SITS-BERT and the RF baseline using
varied training samples. Evaluation metrics in each row from left to right: Overall
accuracy (OA), Kappa coefficient, and average accuracy (AA).

which SITS-BERT surpasses all other competitors in all datasets.
It is worth noting that the accuracy of SITS-BERT fine-tuned
on only 50 labeled samples per category is comparable with
the accuracy of RF trained on ten times more samples for the
first and second datasets. Specifically, the best OA yielded by

RF are 93.33% and 97.58% on the first and second dataset,
respectively, while the worst OA yielded by SITS-BERT are
93.26% and 98.24%. Two main conclusions can be drawn: first,
the experiments confirm and clarify the effectiveness of self-
supervised pretraining using varied numbers of labeled samples;
and second, the transformer architecture has advantages over
CNNs and RNNs for satellite time series classification.

In contrast, although the non-pre-trained SITS-BERT per-
forms slightly better than RF on the first two datasets, it performs
much worse on the third dataset. In addition, it is not guaranteed
that the accuracy of non-pre-trained SITS-BERT will improve
as the number of training samples increases, indicating that
randomly initialized deep neural networks give much more
unstable results.

F. Computational Efficiency

In practice, SITS classification methods need to be applied
to millions of satellite time series. Therefore, the computational
efficiency of deep learning models should be taken into consid-
eration. In this section, we compare the computation speeds of
several deep learning models. The results are given in Table V.

According to the results, CNN-1D is the fastest, followed
by LSTM-based models, and SITS-BERT is the slowest on a
single GPU. Specifically, the computation speed of CNN-1D is
about 19% faster than SITS-BERT. For Bi-LSTM, which has
shown competitive performance in our previous experiments,
it is also 5% faster than SITS-BERT. Fortunately, an advantage
of transformer is that the computation can be parallelized
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TABLE V
COMPUTATION SPEED (TIME SERIES PER SECOND) OF DIFFERENT METHODS

on multiple GPUs. Thanks to the self-attention mechanism
in transformers, the attention weights for all positions in a
sequence can be calculated simultaneously, whereas a recurrent
layer should be computed successively after the output of the
previous layer is obtained [28]. Therefore, SITS-BERT is better
suited for massive parallel computations on modern machine
learning acceleration hardware.

VIII. CONCLUSION

In this article, we proposed a simple but powerful self-
supervised pretraining scheme for the SITS classification. The
aim was to leverage large volumes of unlabeled SITS data
to learn robust and transferable spectral-temporal features to
facilitate label-scarce downstream tasks. We also introduced
a transformer-based neural network architecture, named SITS-
BERT, for the SITS classification.

The evaluation on three benchmark datasets have revealed
that the proposed pretraining scheme is generally effective
for several deep learning models, i.e., CNN, Bi-LSTM, and
transformer. The experiments support our hypothesis that the
representations learned from large-scale unlabeled data can
produce positive transfer, thereby improves the performance
and generalization ability of deep learning models on a specific
SITS classification task. In addition, the results also demonstrate
that the transformer network exceeds CNNs and RNNs for
SITS classification.

We would like to emphasize that the pretraining data we used
in this article are far from enough to fully exploit the potential
of transformers. Nevertheless, the proposed approach is easily
scaled to far larger datasets with very low costs, since no human-
annotated labels are required during the pretraining stage.

Since the main purpose of this article was to validate the
effectiveness of self-supervised learning for SITS, we put em-
phasis on the characteristics of spectral profiles of individual
pixels while ignored the spatial correlation information between
pixels. In the future, it will be of interest to incorporate spatial
information into our framework to learn more discriminant
features.
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