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Learning Point-Guided Localization for Detection in
Remote Sensing Images

Qing Song , Fan Yang , Lu Yang , Chun Liu , Mengjie Hu , and Lurui Xia

Abstract—Object detection in remote sensing images is chal-
lenging due to the dense distribution and arbitrary angle of the
objects. It is a consensus that the oriented bounding box (OBB)
is more suitable to represent the aerial objects. However, there
are some extreme cases in regression-based OBB detection that
make the regression target discontinuous, resulting in the poor
performance. In this article, an analysis of the formats of OBB
and the problems in its regression is presented, following with an
exploration of transform localization from regression to keypoint
estimation, which could be applied to avoid the problem of discon-
tinuous regression target. Our novel method is called Object-wise
Point-guided Localization Detector (OPLD). Continuously, a new
prediction of center-point is introduced to refine the results, as
the truncation problem caused by the cut graph. Lastly, in order
to figure the problem of inconsistency between the localization
quality and the classification score, both the endpoint scores and
the classification score are adopted weighting as a result score.
Experimental results are based on two widely used datasets, i.e.,
DOTA and HRSC2016. OPLD achieve 76.43% mAP and 78.35%
mAP in OBB and horizontal bounding boxes tasks of DOTA-v1.0,
which achieves state-of-the-art performance, respectively. Project
page at https://github.com/yf19970118/OPLD-Pytorch.

Index Terms—Convolutional neural network, deep learning,
oriented object detection, remote sensing.

I. INTRODUCTION

OBJECT detection is an essential task in computer vision,
which can be decoupled into object classification and

location. In recent years, many detectors based on deep convo-
lution neural networks have made great progress in the field of
natural images. According to the different localization methods,
it can be roughly divided into regression-based methods and
keypoint-based methods. The regression-based method [1]–[4]
obtains the starting point of regression through manual setting or
model detection, which can be the bounding box or the center-
point of the bounding box, one or more refinement through
the predicted offset will be implemented. The keypoint-based
method [5]–[7] detects all points on the entire image used to
represent the bounding box and then groups them to obtain the
final result.
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Unlike natural images that are usually taken from a horizontal
angle, remote sensing images are bird’s-eye views, and the
objects in the images are arbitrary oriented and may be clus-
tered. The horizontal bounding box (HBB) used by the general
detection cannot accurately calibrate the position of the object,
and when the object appears densely, the adjacent HBB will be
filtered by NMS [8]. Many works [9]–[12] have explored the
use of oriented bounding box (OBB) and have made significant
progress. Among these methods, regression-based detection is
the mainstream.

However, the regression-based OBB detector always suffers
from the regression targets discontinuity problem. The OBB
formats commonly used in the remote sensing field are rotated
bounding box (RBB) and quadrilateral bounding box (QBB),
which set up rules to uniquely determine an OBB for each set
of parameters, as shown in Fig. 1(a) and (b), respectively. Yet,
there are some extreme cases in these rules, in which a slight
change in angle may lead to a completely different expression.
If the boxes before and after the change are simulated as candi-
dates and match the same ground-truth, the completely different
expressions cause a sudden change in regression targets, which
is not conducive to the learning of the detector. Fig. 1(c) and (d)
shows unsatisfied detection in these extreme cases.

In this article, the regression targets discontinuity problems of
two mainstream OBB formats in a regression-based detector are
discussed. After that, a keypoint-based detection method [13] is
introduced. By directly detecting the skew box’s endpoints, the
original offset regression is transformed into a unique point-
guided keypoint estimation. The direct prediction of bound-
ing box endpoints on the whole image poses a problem of
difficult combination due to the obscure object features and
a large number of similar objects in remote sensing images.
With the help of region proposal network (RPN), we first
obtain the horizontal circumscribed rectangle of each object,
then classify and detect the keypoints inside the proposal. At
this time, each endpoint corresponds to an object uniquely,
avoiding point combination in the mainstream keypoint-based
detector. Our method is entirely dependent on the visible ap-
pearance of the object. For the truncation problem caused by
the prevailing image clipping of remote sensing images, an
extra center-point prediction is added for postprocessing. For
the inconsistency between the final score and location quality
caused by using classification confidence as the score of de-
tection results, the final score is corrected by the endpoint’s
location score. Through introducing a new pipeline with po-
tential solutions to the problems mentioned above, the method
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Fig. 1. Commonly used OBB formats in aerial objects detection and their
problems in regression-based methods. (a) RBB definition. (b) QBB definition.
(c) Extreme cases in RBB regression. (d) Extreme cases in QBB regression.

in this article has achieved satisfactory results in DOTA [14] and
HRSC2016 [15].

The major contributions of this study are as follows.
1) We introduce a detection pipeline that directly predicts

the endpoint of the quadrilateral. By converting the original
offset regression into unique point-guided keypoint estimation
for localization, our method avoids discontinuous regression
targets and achieves the state-of-the-art performance.

2) We add the center point prediction in the network and use
it for center-point postprocessing (CPP) to solve the endpoint
loss problem caused by remote sensing image cropping.

3) We use the average localization score of the OBB endpoints
to correct the classification score to obtain the final score, which
improves the correlation between classification confidence and
localization quality.

II. RELATED WORK

Current object detection consists of anchor-based and anchor-
free detector. Furthermore, the former can be divided into one
stage and two stages methods, and the latter one falls into
keypoint-based and center-based methods. The keypoint-based
detecter is based on keypoint estimation, while the others are
based on regression.

A. General Object Detection

Faster R-CNN [16] dominates the two-stage detector, which
can be divided into an RPN and a region-wise prediction network
(R-CNN). Since then, there have been many works that have
improved their performance in different ways. OHEM [17]
selects some RoIs with the largest loss as training samples to
optimize network parameters. HyperNet [18] and FPN [19]
integrates feature maps at different levels so that high-level
semantic information features and low-level detailed features
complement each other. Cascade R-CNN [3] reforms the tradi-
tional cascade connection, the output of each stage got optimized

corresponding different intersection of union (IoU) thresholds.
SNIP [20] introduces an image pyramid to obtain images of
different sizes, and only the gradient of the RoI corresponding to
the size of the training data of the pretraining model is returned.
Mask R-CNN [21] and Parsing R-CNN [22], [23] added an extra
task branch to enriching supervising information. TridentNet
[24] built three parallel branches with different receptive fields,
each branch is responsible for samples within a certain scale.
After the appearance of YOLOv2 [1] and SSD [25], the one-
stage detectors show their great advantage on the computational
efficiency. DSSD [26] upsamples feature maps and detects small
objects on lower layers to improve the performance for small
objects. RefineDet [27] put two-step regression into a one-stage
framework, generating more accurate refined anchors to improve
the detector performance. In recent years, the anchor-free de-
tector has become popular. The center-based method obtains
the initial regression state through the model rather than uses
hyperparameters to generate. GA-RPN [28] defines the pixels
in the center region of the object as positives to predict the
location, width, and height of proposals. FCOS [4] regards all
the locations inside the object bounding box as positives with
four distances to four borders and a novel centerness score to
detect objects.

Keypoint-based methods follow the standard keypoint es-
timation pipeline, that is, detecting all keypoints of different
objects and then grouping them. CornerNet [5] uses the upper
left and lower right corners of HBB to represent an object.
After detecting the upper left and lower right corners of all
objects in the image, it determines whether the two corners are
from the same object by embedding. CenterNet [6] adds extra
center-point prediction based on CornerNet. By judging whether
there is a center keypoint of the same category in the center area
of a pair of corner points, the box with an incorrect group is
filtered. ExtremeNet [7] uses four poles (left-most, top-most,
right-most, and bottom-most) and the center-point to represent
an object. Given four extreme points, if their geometric center is
predicted with the high response in the center map, then commits
the extreme points as a valid detection. Reppoints [29] represents
objects as a set of sample points and learns to arrange themselves.
There are often a large number of dense [30] and similar-looking
objects in remote sensing images, which brings great difficulty
to group keypoints. Our method uses the four endpoints of OBB
as key points, and the proposals generated by RPN ensure that
every four endpoints directly correspond to a particular object,
avoiding the problem of grouping.

B. Oriented Object Detection in Remote Sensing Images

In addition to horizontal object detection [31], [32], some
works have explored oriented object detection. The RBB or QBB
is often used to represent the object in the remote sensing image,
and the mainstream detector takes localization as a regression
task. FR-O [14] and ICN [33] use RPN [16] generation hori-
zontal proposals, directly regress the offset of OBB relative to
HBB, and the enormous gap makes performance unsatisfactory.
R-DFPN [34] refers to RRPN [9], generates a large number of
proposals with angle information, and then returns the offset
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of OBB relative to these oriented RoIs. Although regression is
simpler, the exponentially increasing proposals and the corre-
sponding skew IoU bring a huge calculation burden. RoI Trans-
former [10] proposes RoI learner that converts the horizontal
RoIs generated by RPN into oriented RoIs and then performs
feature extraction and refinement on it. Gliding Vertex [12] uses
QBB to represent objects, regressions the offset from the four
endpoints of QBB to the corresponding endpoints of its horizon-
tal circumscribed rectangle. Some works have also borrowed
ideas from semantic segmentation [35]. APE [36] generates
candidate bounding boxes from the shrunk segmentation map of
the OBB, which is the same as EAST [37]. Segmentation maps
with eight channels are predicted in the RPN stage to represent
rotated proposals for regression. Unlike the regression-based
method mentioned above. Our method directly predicts the four
endpoints of the quadrilateral, changing the localization from a
regression problem to a keypoint estimation problem.

C. Detection Score Correction

Previous works have proved that the classification score and
localization quality of the two-stage network are not strongly
related. Some works are devoted to correct the final detection
score. Tychsen-Smith et al. [38] regard the IoU between the
predicted box and ground truth as a classification task, and uses
the predicted IoU to correct the detection score. IoU-Net [39]
directly regresses IoU that is used for both score and bounding
box correction. SoftNMS [40] uses the IoU between predicted
boxes to corrects the box with a low score by replacing the orig-
inal score with a slightly lower score instead of directly setting
zero. CPM R-CNN [41] proposed a fused scoring network to
predict the IoU score and combined it with the classification
score. The methods mentioned above introduce a large amount
of calculation in the process of calculating IoU. Object-wise
Point-guided Localization Detector (OPLD) uses class agnostic
keypoints estimation to obtain endpoints of the OBB. High
response in the heatmap means that the corresponding position
is highly likely to be an endpoint. Therefore, the localization
quality of the box is measured by the mean response of four
endpoints inside, which can be combined with the classification
score to provide a more reasonable detection score.

III. METHOD

A. Motivation

The mainstream regression-based aerial object detector
matches a ground truth for each proposal during training and
encodes the offset between them as the supervision information
of regression. Whether RBB or QBB, there will be extreme cases
in this process, which cause the regression targets discontinuity
problem.

RBB is an oriented rectangle that can be determined by
(x, y, w, h, θ), its determination rules are shown in Fig. 1(a).
The center-point of RBB is the same as that of OBB. Take the
lowest point of OBB as the origin, rotate the horizontal axis
counterclockwise, the first side touched is w, the other side is h,
and the angle rotated is θ. To obtain more accurate prediction

Fig. 2. Discontinuity of regression target in regression-based detection. Given
a certain proposal (black box), we rotate it counterclockwise by an angle as its
target (blue box). The graph on the right shows the IoU of the two boxes and the
smooth L1 Loss calculated using the offsets between them.

results through larger weighting, the regression objectives of
RBB are as follows:

tx = 10× xg − xp

wp
, ty = 10× yg − yp

hp

tw = 5× log
wg

wp
, tw = 5× log

hg

hp

tθ = 5× (θg − θp) ∗ π
180

(1)

where x, y, w, h, θ denote the RBB’s center-point coordinates,
width, height, and angle, respectively. Variables xg and xp

correspond to ground-truth and proposal, respectively.
QBB is an irregular quadrilateral determined by four coor-

dinate vectors, and the first point is determined under specific
rules. Fig. 1(b) shows the starting point determination rule used
in DOTA [14], that is, the closest point to the top left corner is
the first point. In this article, the regression objectives of QBB
are as follows:

txi
= 10× xgi − xpi

wpi

, tyi
= 10× ygi − ypi

hpi

, i ∈ [0, 1, 2, 3].

(2)
To express the discontinuity of the regression target more

intuitively, we use smooth L1 loss that is commonly used in
bounding box regression to calculate the loss. In the case of
different rotation angles, the IoU between two boxes and the
resulting loss is shown in Fig. 2.

The extreme situation of RBB regression occurs when the
bounding box near the horizontal. When an OBB reaches the
level and continues to rotate counterclockwise, the box’s length
and width will be reversed, and the angle will change from 90◦

to 0◦. The extreme situation of QBB regression occurs at around
45◦. At this time, the distance between the two endpoints and
the upper left corner of the horizontal circumscribed rectangle
is almost identical. A slight change of the angle will confuse
the order of endpoints, resulting in the supervision points’ dis-
location. We rotate the box in Fig. 2 by 45◦ as a new proposal,
and use the same method to generate its targets. The change of
supervision information can be seen in Table I.

We believe that a detector should extract similar features for
similar objects. Considering that the starting point of QBB is
completely determined by the spatial information, we introduce
a direct prediction method of QBB endpoint based on keypoint
estimation.
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Fig. 3. Pipeline of our method. OPLD mainly consists of four parts: backbone with FPN for feature extraction, RPN for candidates proposals prediction,
classification branch for background filtering and the endpoint branch for generating heatmaps to locate the endpoints of OBB. “P ” and “C” represent the number
of endpoints to predict and the number of channels used to predict each point.

TABLE I
REGRESSION TARGET CHANGES DRAMATICALLY WHEN THE SUPERVISION

POINTS ARE MISPLACED

A positive angle represents a counterclockwise rotation.

B. Overall Pipeline

The pipeline of OPLD is shown in Fig. 3, which is a two-
stage detector. We employ a backbone with FPN [19] to extract
features of input images. Since the features of objects in bird’s-
eye view are not apparent and there may be a large number of
similar targets in remote sensing images, RPN [16] is adopted
to limit the region for keypoint estimation, which avoids the
grouping in mainstream keypoint-based detection. Considering
the computational burden brought by skew IoU calculation, what
will be predicted in RPN is horizontal enclosing rectangle of the
object rather than RBB in RRPN [9]. The proposals are sent to
the classification branch that is entirely consistent with faster
R-CNN [16] to obtain category and classification confidence.
After nonmaximum suppression (NMS), the positive proposals
that are predicted as objects are selected for keypoint estimation
in the subsequent branch.

The endpoint branch is a fully convolutional architecture that
can capture the spatial information explicitly. The RoI features
from RoI align [21] are converted into feature maps with the
shape of 14× 14× P × C by N convolution layers, where
P is the number of predicted points, and C is the number of
channels used to predict each point. After up-sampling by two
deconvolution layers, P heatmaps with a resolution of 56× 56
are obtained, which are category agnostic and correspond to
different endpoints. After softmax, the response hpij

∈ (0, 1)
represents the probability that the position(i, j) on the p heatmap
is p endpoint.

During training, the positive samples’ decision condition
of the endpoint branch is that the IoU between proposal and
ground-truth is greater than 0.5, which is consistent with the
classification branch. As shown in Fig. 4, a proposal (the blue
bounding box) cannot cover the matched OBB’s endpoints,
and the lack of supervision point leads to inefficient utilization

Fig. 4. To ensure the endpoints inside heatmap, the proposal (blue) will be
expanded to double the size (orange) before mapping.

of training samples. While in the inference stage, by simply
choosing the maximum response on the heatmap, we may obtain
a completely incorrect location due to the ground truth endpoint
is outside the proposal. To ensure that all endpoints can be
mapped on heatmap without introducing additional interference
information, the side length of the proposal is doubled before
mapping, while the region for RoI feature extraction is still the
same. Then, each heatmap has a corresponding supervision map,
the point (Ix, Iy) in origin image will be mapped to the point
(Hx, Hy) in supervision map by

Hx =
Ix − Px

wh
× 2wp

Hy =
Iy − Py

hh
× 2hp

(3)

where (Px, Py) is the position of the upper left corner of the
proposal in the input image, wh and hh are the width and height
of the supervision map, wp and hp are the width and height of
the proposal.

Following the abovementioned mapping, all target endpoints
of positive proposals will be covered by the corresponding region
of the supervision map. After getting endpoint (Hx, Hy), a
positive region was determined with r as the radius, and the
rest region was negative. We use BCE loss for optimization.
Therefore, the training objectiveness of the whole network is

Lall = λ1Lrpn + λ2Lcls + λ3Lendpoint (4)

Lendpoint = BCELoss(hg, h) (5)
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Fig. 5. Different midpoint of OBB. (a) Truncated OBB’s center-point is far
from the center-point of RBB. (b) Rotated circumscribed rectangle of truncated
OBB(white) is almost the same as RBB.

where hg represents the groud-truth heatmaps, h represents the
predicted heatmaps. Lrpn and Lcls are consistent with faster R-
CNN [16].

In the Inference stage, we select the pixel with the highest
confidence on each predicted heatmap and calculate the corre-
sponding location on the original image as the endpoint. We can
get the final detection by direct connecting the four endpoints.

C. Center-Point Postprocessing

Despite directly predict the endpoints of QBB is more flexible
and intuitive, it is also limited by the image boundary. In the
field of aerial object detection, oversized images are clipped into
patches before fed into the network. When an object is truncated
in the clipping process, its retention depends on the IoU. Only
those objects with small truncated parts are retained. Even so,
the approximate OBB of the remaining part will deform, and the
missing part of the appearance cannot be predicted in OPLD.

As shown in Fig 5, we find that the RBB center point (blue)
of the complete object, the center point (red, green) of the two
diagonal lines of QBB, and the center point (black) of the four
endpoints of QBB almost coincide. The distance between the
four points of the truncated object increases over the growth
of the truncation degree. In contrast, RBB’s center point can
more accurately express the center of the complete object, and
the rotated circumscribed rectangle of the incomplete QBB is
basically the same as that of the complete QBB.

Therefore, in addition to the four points of QBB, the RBB
center point is also added to the keypoint estimation. In the
inference stage, a small central region is obtained by taking the
predicted center point of the network as a benchmark and scaling
the width and height of the proposal. The determination rules
for the central region are

xtl = xctr − wp

2n

ytl = yctr − hp

2n

xbr = xctr +
wp

2n

ybr = yctr +
hp

2n

(6)

Fig. 6. Inconsistency between localization quality and classification score in
OPLD.

where (xtl, ytl)denote the coordinates of the top-left corner of the
central area, and (xbr, ybr) denote the coordinates of the bottom-
right corner of the area. (xctr, yctr) is the center point predicted
by the endpoints branch. wp and hp denote width and height
of the proposal. n is a constant that determines the scale of the
central area.

For proposals with an area less than 15 625,n= 10, otherwise
n= 15. If the center points of the two diagonals of the bounding
box are not in the region, it is considered that the box needs to be
corrected. The four endpoints of the result box are transformed
into its rotated circumscribed rectangle and then back to QBB
to obtain the final result.

D. Detection Score Correction

In OPLD, the classification score is derived from the horizon-
tal circumscribed rectangle, and the final result is the QBB inside
it, which further increases the gap between classification score
and localization quality. It may lead to the situation that detection
results with low localization quality but high classification scores
filter out the results with low classification confidence at the
final NMS, even though these results are more accurately in
localization, as shown in Fig. 6.

We use a straightforward weighted calculation to combine the
classification score with the localization quality. The response on
the heatmap output from the endpoint branch reflects the local-
ization confidence. In the case of higher confidence, the more
accurate the endpoint localization, and the more the number
of accurate endpoints, the more accurate the composite box is.
Therefore, the average responses at the four endpoints are used as
the localization quality of OBB. Since the endpoint predictions
are category agnostic, the classification scores obtained from the
classification branch are calculated together to obtain the final
detection score

scoredet = α× scorecls + β × mean(scoreendpoint) (7)

where scorecls is the confidence derived from the classification
branch, scoreendpoint is the maximum response value on each heat
map. To satisfy the definition of probability, α+ β = 1.

IV. EXPERIMENTS

Our experiment is based on Pytorch, implemented on a server
with four blocks of 12GB memory TITAN X (Pascal) GPU,
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and evaluated on DOTA [14] and HRSC2016 [15]. The ablation
study was conducted on DOTA, which is a challenging arbitrary
oriented object detection dataset.

A. Datasets and Protocols

1) DOTA: DOTA is one of the largest aerial object detection
datasets. It contains 2806 images of 800× 800 to 4000× 4000,
and 15 categories of 188 282 examples are annotated by a quadri-
lateral, including plane (PL), baseball diamond (BD), bridge
(BR), ground track field (GTF), small vehicle (SV), large vehicle
(LV), ship (SH), tennis court (TC), basketball court (BC), storage
tank (ST), soccer ball field (SBF), roundabout (RA), harbor
(HA), swimming pool (SP), helicopter (HC). The training set,
validation set, and test set account for 1/2, 1/6, and 1/3 of the
entire dataset. The results of DOTA are obtained by submitting
predictions to the official DOTA evaluation server.

Multiscale training and testing, data augmentations that are
widely used in the DOTA leaderboard are applied when d with
state-of-the-art detectors. We resize the original images at two
scales (0.5 and 1.0) before dividing the images into patches.
After resizing, we divide the resized images into 1024× 1024
patches with an overlap of 200 in both the training and infer-
ence stage. With all these processes, we obtain about 27 600
patches to train. Each image is randomly resized to one size
of {800, 912, 1024} and rotated an angle from an angle set
{0◦, 90◦, 180◦, 270◦} with a probability of 0.5 in training stage.

2) HRSC2016: HRSC2016 is a dataset for ship detection in
remote sensing images. It has 1061 images annotated with RBB,
including 436 images for training, 181 images for validation,
and 444 for testing. The image size ranges from 300× 300
to 1500× 900 pixels. These images are not oversized, so we
directly predict the four endpoints without the center point used
in postprocessing. We convert RBB to QBB by taking the point
closest to the given bow coordinate as the starting point. We use
random rotation as used in DOTA for training, and resize it to
(1024, 1333) in both the training and testing stage, where 1024
represents the short side of the image, and 1333 is the longest
side of the image. We use the standard VOC-style AP metrics
with an IoU threshold of 0.5 to evaluate.

B. Implement Detail

We use ResNet50/101 [42] based FPN [19] as the backbone,
which is pretrained on ImageNet [43]. For FPN, we use pyramid
levels {P2, P3, P4, P5, P6}, which have strides of {4, 8, 16, 32,
64} respect to the input image. There is no special design adopted
in RPN, different anchor aspect ratios {1:2, 1:1, 2:1} are adopted
at each level, five anchor scales of {322, 642, 1282, 2562, 5122}
are corresponding to five pyramid levels, so we get 15 anchors
over the pyramid. We apply RoIAlign to generate RoI features
and set the output resolution 7 in the classification branch and
14 in the endpoint branch. For supervision map generation, the
radius of the positive region is 3.

We use SGD with a weight decay of 0.0001 and a momentum
of 0.9 with a total of eight images per mini-batch (2 images per
GPU). We train 12 epochs in total with an initial learning rate

Fig. 7. Visualization of OPLD results, the red point is the starting point.

TABLE II
COMPARISON OF OPLD WITH RRPN IN SPEED

of 0.01 and decrease it by a factor of 0.1 at epoch 9 and 11. In
joint loss function, we set λ1 = 1, λ2 = 1, λ3 = 15.

In the inference stage, RPN produces 2000 RoIs for RoIAlign
and classification per image. Thereafter, we apply NMS with a
0.4 IoU threshold to select positive proposals, which send to
the endpoint branch for QBB prediction and uses Quadrilateral-
NMS with a threshold of 0.2 to produce the final result.

C. Baseline

Our baseline uses ResNet50-FPN without any data augmenta-
tion. As mentioned before, the regression-based OBB detection
suffers from the regression targets discontinuity problem, which
leads to unsatisfactory results in some cases. OPLD changes ob-
ject localization from regression to keypoint estimation, directly
predicting the QBB endpoint for each object.

For objects with special head features, such as vehicles and
airplanes, each point’s location can be easily found, as shown in
Fig. 7(a). For objects lacking head features, such as playgrounds
and swimming pools, following the QBB starting point determi-
nation rule used in DOTA, OPLD can also learn the starting point
expression derived from spatial features, as shown in Fig. 7(b).
Whether an object is horizontal or inclined at 45◦, our method
can detect it well.

To avoid the heavy calculation burden brought by Skew IoU
and NMS, we predicted the horizontal circumscribed rectangle
of the object in the RPN stage and then predicted the OBB
through the subsequent branches. Compared with the same
two-stage method but using oriented RoIs, as shown in Table II,
we have an advantage in speed.

However, the horizontal external rectangle of oriented objects
always contains some background, which also inevitably brings
it into RoI features. The use of these rectangles also brings two
typical failure cases. The first one occurs when a part with the
same appearance enters RoI, an endpoint may be detected as a
corresponding one of another object, as shown in Fig. 8(a). This
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TABLE III
DIFFERENT PARAMETERS ON DOTA-V1.0 DATASET

All result is based on ResNet50-FPN without data augmentation.

Fig. 8. Some typical failure predictions of our method. (a) Occurs when an
object with the same appearance is mixed in the RoI feature. (b) Occurs when
there are other small objects near the large object.

is consistent with the problems faced by mainstream methods
based on keypoint estimation. The use of RPN has helped us
alleviate this problem, but it has not been entirely resolved. The
other occurs when there are many objects near a large object.
We map the endpoints to the heatmap and determine the positive
region by a radius. The appearance of adjacent objects may
also be in this area, which makes the detector unable to learn
the endpoint position of the large target correctly, as shown in
Fig. 8(b).

D. Comparison With Different Parameters

In this section, we will do a series of comparative experiments
based on ResNet50-FPN without data augmentation to analyze
the influence of different parameter settings.

1) Radius of Positive Region: The training of the endpoint
branch in OPLD is guided by the supervision map discussed in
Section III-B. Taking the point mapped from the image as the
center and r is the radius, a circle is determined as a positive
region. The impact of the radius is summarized in Table III(a).
It is too strict for OPLD that only predicting the mapping point,
so a radius of the positive region is necessary. With the increase
of r, the performance of OPLD increases until the radius is 4.

2) Weight of Localization: When using joint loss as training
objectiveness, the weight of each loss determines the importance
of different tasks. Detection is a combination of classification
and location, so we set λ1 and λ2 to 1 by default and explore
different λ3 in Table. III(b). It is necessary to assign a high

weight to the localization task, but when it is high enough, the
performance is not so sensitive to this parameter.

E. Ablation Study

Ablation experiments were also performed. All models are
based on ResNet50-FPN without data augmentation to ensure
accuracy. As shown in Table IV, Our baseline gets 69.81 mAP
for OBB task, and achieves 71.37 mAP by using proposed CPP
and score-weighting (SW).

1) CPP: In the experiment, we found that the CPP not only
solve the object truncation problem but also correct some low-
quality detection results. To verify the effectiveness of CPP,
we also experimented with all the detection results conversion
processing. Table IV(b) shows the performance improvement of
the different postprocessing methods: the total postprocessing
improved AP50 by 0.40, while CPP improved by 0.61. The ad-
ditional improvement indicates that our central point judgment
condition is meaningful.

2) Score Correlation: Only taking the classification score as
the final score cannot adequately reflect the localization quality.
We use the average value of each endpoint’s response on the
heatmap as the localization quality of the OBB and get the
detection score by weighting the classification score to ensure
that both classification and localization are taken into account.
Table IV(c) shows the influence of different weight coefficients
on the detector.

The additional localization score makes the accuracy increase
significantly, and slight weight changes make no difference. If
we only consider the localization quality, there will be a signif-
icant decrease in detection performance because the endpoints
score does not contain the classification information at all.

F. Comparison With State-of-the-Art Detectors

We compare our proposed OPLD with the state-of-the-art
algorithms on two datasets DOTA [14] and HRSC2016 [15].

1) DOTA: We compare OPLD with the state-of-the-art meth-
ods on OBB and HBB tasks of DOTA dataset in Tables V and VI.
To ensure the fairness of comparison, we adopt ResNet101-FPN
as the backbone and compare it with the similar backbone
method. All data augmentations that we used are explained in
IV-A1. Our OPLD achieved 76.43 and 78.35 mAP in OBB and
HBB tasks, respectively. When comparing category by category,
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TABLE IV
ABLATION EXPERIMENTS ON DOTA-V1.0 DATASET

TABLE V
QUANTITATIVE COMPARISON OF OBB TASK ON DOTA-V1.0 DATASET

TABLE VI
QUANTITATIVE COMPARISON OF HBB TASK ON DOTA-V1.0 DATASET

TABLE VII
EVALUATION RESULTS OF THE OBB TASK ON THE HRSC2016 DATASET

OPLD is outstanding in bridge, ship, ground-track field, and
harbor. The first two categories have a high aspect ratio, which
makes the training of regression difficult to converge. In the pro-
posal generation stage, predicting the horizontal circumscribed
rectangle instead of the OBB greatly alleviates this problem.
The harbor is usually not a regular rectangle, so the predicted
quadrilateral boundary box can better fit it. However, the per-
formance on the soccer-ball field and helicopter is obviously
worse than the leading method. We found that many soccer-ball
fields are classified as ground track field, and helicopters are
classified as ships. The classifier of OPLD is not strong enough to
distinguish them. We thought that the weight in joint loss affects
the performance of the classifier. Besides, It is worth noting that
some of the compared methods, such as FADet and SCRDet,
use attention mechanism [57]–[59], and some of them, such as
mask OBB, use Inception module [60], [61]. These methods will

generally bring improvement, but we did not use them. Some
visualization results on OBB tasks can be found in Fig. 9.

2) HRSC2016: The results on HRSC2016 are shown in Ta-
ble VII. We use ResNet50-FPN as the backbone to maintaining
the fairness of comparison. This dataset gives the OBB annota-
tions in the form of RBB and the position of the bow. It should
be noted that the bow position is visually determined and is
usually not at the endpoint of the bounding box. In the process
of converting RBB to QBB, we find that both the left and right
bow endpoints may be the starting point when we choose the
point closest to the bow as the starting point, which is very
detrimental to our method. We use OpenCV’s order, and the
results are much better, but still not good enough. OPLD is not
much improved compared to other methods, but considering the
aforementioned problems, this result is still acceptable. Some
visualization results on the HRSC2016 can be found in Fig. 10.
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Fig. 9. Visualization of detection results using OPLD on OBB task of DOTA. The threshold for visualization is 0.4. The corresponding colors of different types
of objects are shown in the figure.

Fig. 10. Visualization of detection results using OPLD on OBB task of
HRSC2016. Ships of different appearances are counted as one category.

V. CONCLUSION

In this article, we analyze the regression targets discontinuity
problem in the regression-based detection in remote sensing
images and propose OPLD, which transforms localization from
a regression problem to a keypoint estimation problem. Besides,
we also used CPP to solve the problem of limited expression of
QBB, and found that it can slightly improve the detection results
of poor localization quality in experiments; for the problems of
low correlation between the quality of localization and detec-
tion caused by using classification score as the final score in

mainstream methods, we use a simple SW but got a significant
improvement. The experimental results based on DOTA and
HRSC2016, state-of-the-art performance on DOTA prove the
effectiveness of our method in oriented aerial object detection.

REFERENCES

[1] J. Redmon and A. Farhadi, “Yolo9000: Better, faster, stronger,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., Jul. 2017, pp. 7263–7271.

[2] T. Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollar, “Focal loss for
dense object detection,” in Proc. IEEE Int. Conf. Comput. Vis., Oct. 2017,
pp. 2980–2988.

[3] Z. Cai and N. Vasconcelos, “Cascade R-CNN: Delving into high quality
object detection,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
Jun. 2018, pp. 6154–6162.

[4] Z. Tian, C. Shen, H. Chen, and T. He, “FCOS: Fully convolutional one-
stage object detection,” in Proc. IEEE Int. Conf. Comput. Vis., Oct. 2019,
pp. 9627–9636.

[5] H. Law and J. Deng, “CornerNet: Detecting objects as paired keypoints,”
in Proc. Eur. Conf. Comput. Vis., Sep. 2018, pp. 734–750.

[6] K. Duan, S. Bai, L. Xie, H. Qi, Q. Huang, and Q. Tian, “CenterNet:
Keypoint triplets for object detection,” in Proc. IEEE Int. Conf. Comput.
Vis., Oct. 2019, pp. 6569–6578.

[7] X. Zhou, J. Zhuo, and P. Krahenbuhl, “Bottom-up object detection by
grouping extreme and center points,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., Jun. 2019, pp. 850–859.

[8] R. Girshick, “Fast R-CNN,” in Proc. IEEE Int. Conf. Comput. Vis.,
Dec. 2015, pp. 1440–1448.

[9] J. Ma et al., “Arbitrary-oriented scene text detection via rotation propos-
als,” IEEE Trans. Multimedia, vol. 20, no. 11, pp. 3111–3122, Nov. 2018.

[10] J. Ding, N. Xue, Y. Long, G. Xia, and Q. Lu, “Learning RoI transformer for
detecting oriented objects in aerial images,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., Jun. 2019, pp. 2844–2853.



SONG et al.: LEARNING POINT-GUIDED LOCALIZATION FOR DETECTION 1093

[11] X. Yang et al., “SCRDet: Towards more robust detection for small, clut-
tered and rotated objects,” in Proc. IEEE Int. Conf. Comput. Vis., Oct. 2019,
pp. 8232–8241.

[12] Y. Xu, M. Fu, Q. Wang, Y. Wang, and X. Bai, “Gliding ver-
tex on the horizontal bounding box for multi-oriented object de-
tection,” IEEE Trans. Pattern Anal. Mach. Intell., to be published,
doi: 10.1109/TPAMI.2020.2974745.

[13] X. Lu, B. Li, Y. Yue, Q. Li, and J. Yan, “Grid R-CNN,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recognit., Jun. 2019, pp. 7363–7372.

[14] G. S. Xia et al., “DOTA: A large-scale dataset for object detection in aerial
images,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., Jun. 2018,
pp. 3974–3983.

[15] Z. Liu, Y. Liu, L. Weng, and Y. Yang, “A high resolution optical satellite
image dataset for ship recognition and some new baselines,” in Proc. Int.
Conf. Pattern Recognit. Appl. Methods, 2017.

[16] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time
object detection with region proposal networks,” in Proc. Adv. Neural Inf.
Process. Syst., 2015, pp. 91–99.

[17] A. Shrivastava, A. Gupta, and R. Girshick, “Training region-based object
detectors with online hard example mining,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., Jun. 2016, pp. 761–769.

[18] T. Kong, A. Yao, Y. Chen, and F. Sun, “HyperNet: Towards accurate
region proposal generation and joint object detection,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., Jun. 2016, pp. 845–853.

[19] T. Y. Lin, P. Dollar, R. Girshick, K. He, B. Hariharan, and S. Belongie,
“Feature pyramid networks for object detection,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., Jul. 2017, pp. 2117–2125.

[20] B. Singh and L. S. Davis, “An analysis of scale invariance in object
detection—SNIP,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
Jun. 2018, pp. 3578–3587.

[21] K. He, G. Gkioxari, P. Dollar, and R. Girshick, “Mask R-CNN,” in Proc.
IEEE Int. Conf. Comput. Vis., Oct. 2017, pp. 2961–2969.

[22] L. Yang, Q. Song, Z. Wang, and M. Jiang, “Parsing R-CNN for instance-
level human analysis,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., Jun. 2019, pp. 364–373.

[23] L. Yang et al., “Renovating parsing R-CNN for accurate multiple human
parsing,” in Proc. Eur. Conf. Comput. Vis., 2020, pp. 421–437.

[24] Y. Li, Y. Chen, N. Wang, and Z. Zhang, “Scale-aware trident networks
for object detection,” in Proc. IEEE Int. Conf. Comput. Vis., Oct. 2019,
pp. 6054–6063.

[25] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, and S. Reed, “SSD: Single shot
multibox detector,” in Proc. Eur. Conf. Comput. Vis., Dec. 2015, pp. 21–37.

[26] C. Y. Fu, W. Liu, A. Ranga, A. Tyagi, and A. C. Berg, “DSSD : Deconvo-
lutional single shot detector,” 2017, arXiv:1701.06659.

[27] S. Zhang, L. Wen, X. Bian, Z. Lei, and S. Z. Li, “Single-shot refinement
neural network for object detection,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., pp. 4203–4212, Jun. 2018, pp. 4203–4212.

[28] J. Wang, K. Chen, S. Yang, C. C. Loy, and D. Lin, “Region proposal by
guided anchoring,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
Jun. 2019, pp. 2965–2974.

[29] Z. Yang, S. Liu, H. Hu, L. Wang, and S. Lin, “RepPoints: Point set
representation for object detection,” in Proc. IEEE Int. Conf. Comput.
Vis., pp. 9657–9666, Oct. 2019.

[30] K. Li, G. Cheng, S. Bu, and X. You, “Rotation-insensitive and context-
augmented object detection in remote sensing images,” IEEE Trans.
Geosci. Remote Sens., vol. 56, no. 4, pp. 2337–2348, Apr. 2018.

[31] Z. Tian, W. Wang, R. Zhan, Z. He, J. Zhang, and Z. Zhuang, “Cascaded
detection framework based on a novel backbone network and feature
fusion,” IEEE J. Select. Topics Appl. Earth Observ. Remote Sens., vol. 12,
no. 9, pp. 3480–3491, Sep. 2019.

[32] S. Jiang et al., “An optimized deep neural network detecting small and
narrow rectangular objects in Google Earth images,” IEEE J. Select. Topics
Appl. Earth Observ. Remote Sens., vol. 13, pp. 1068–1081, 2020.

[33] S. M. Azimi, E. Vig, R. Bahmanyar, M. Körner, and P. Reinartz, “Towards
multi-class object detection in unconstrained remote sensing imagery,” in
Proc. Asian Conf. Comput. Vis., 2018, pp. 150–165.

[34] X. Yang et al., “Automatic ship detection in remote sensing images from
Google Earth of complex scenes based on multiscale rotation dense feature
pyramid networks,” Remote Sens., vol. 10, no. 1, p. 132, 2018.

[35] B. Yu, L. Yang, and F. Chen, “Semantic segmentation for high spatial
resolution remote sensing images based on convolution neural network
and pyramid pooling module,” IEEE J. Select. Topics Appl. Earth Observ.
Remote Sens., vol. 11, no. 9, pp. 3252–3261, Sep. 2018.

[36] Y. Zhu, J. Du, and X. Wu, “Adaptive period embedding for representing
oriented objects in aerial images,” IEEE Trans. Geosci. Remote Sens.,
vol. 58, no. 10, pp. 7247–7257, Oct. 2020.

[37] X. Zhou et al., “East: An efficient and accurate scene text detector,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., Jul. 2017, pp. 5551–5560.

[38] L. Tychsen Smith and L. Petersson, “Improving object localization with
fitness NMS and bounded IoU loss,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., Jun. 2018, pp. 6877–6885.

[39] B. Jiang, R. Luo, J. Mao, T. Xiao, and Y. Jiang, “Acquisition of localization
confidence for accurate object detection,” in Proc. Eur. Conf. Comput. Vis.,
Sep. 2018, pp. 784–799.

[40] N. Bodla, B. Singh, R. Chellappa, and L. S. Davis, “Soft-NMS—
Improving object detection with one line of code,” in Proc. IEEE Int.
Conf. Comput. Vis., Oct. 2017, pp. 5561–5569.

[41] B. Zhu, Q. Song, L. Yang, Z. Wang, C. Liu, and M. Hu, “CPM R-
CNN: Calibrating point-guided misalignment in object detection,” 2020,
arXiv:2003.03570.

[42] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for im-
age recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
Jun. 2016, pp. 770–778.

[43] O. Russakovsky et al., “ImageNet large scale visual recognition chal-
lenge,” Int. J. Comput. Vis., vol. 115, no. 3, pp. 211–252, 2015.

[44] G. Zhang, S. Lu, and W. Zhang, “CAD-Net: A context-aware
detection network for objects in remote sensing imagery,” IEEE
Trans. Geosci. Remote Sens., vol. 57, no. 12, pp. 10015–10024,
Dec. 2019.

[45] Y. Wang, Y. Zhang, Y. Zhang, L. Zhao, X. Sun, and Z. Guo, “SARD:
Towards scale-aware rotated object detection in aerial imagery,” IEEE
Access, vol. 7, pp. 173855–173865, 2019.

[46] C. Li, C. Xu, Z. Cui, D. Wang, T. Zhang, and J. Yang, “Feature-attentioned
object detection in remote sensing imagery,” in Proc. IEEE Int. Conf.
Image Process., 2019, pp. 3886–3890.

[47] J. Wang, J. Ding, H. Guo, W. Cheng, and W. Yang, “Mask OBB: A
semantic attention-based mask oriented bounding box representation for
multi-category object detection in aerial images,” Remote Sens., vol. 11,
no. 24, 2019, Art. no. 2930.

[48] S. Xie, R. Girshick, P. Dollar, Z. Tu, and K. He, “Aggregated residual
transformations for deep neural networks,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., Jul. 2017, pp. 1492–1500.

[49] Z. Deng, H. Sun, S. Zhou, J. Zhao, L. Lei, and H. Zou, “Multi-scale
object detection in remote sensing imagery with convolutional neural
networks,” ISPRS J.Photogrammetry Remote Sens., vol. 145, pp. 3–22,
2018.

[50] Dai, L. Jifeng, H. Yi, S. Kaiming, and Jian, “R-FCN: Object detection
via region-based fully convolutional networks,” in Proc. Adv. Neural Inf.
Process. Syst., 2016, pp. 379–387.

[51] P. Wang, X. Sun, W. Diao, and K. Fu, “FMSSD: Feature-merged single-
shot detection for multiscale objects in large-scale remote sensing im-
agery,” IEEE Trans. Geosci. Remote Sens., vol. 58, no. 5, pp. 3377–3390,
May 2020.

[52] S. Karen and Z. Andrew, “Very deep convolutional networks for large-scale
image recognition,” 2015, arXiv:1409.1556.

[53] J. Yan, H. Wang, M. Yan, W. Diao, X. Sun, and H. Li, “IoU-adaptive
deformable R-CNN: Make full use of iou for multi-class object de-
tection in remote sensing imagery,” Remote Sens., vol. 11, no. 3,
p. 286, 2019.

[54] Z. Liu, J. Hu, L. Weng, and Y. Yang, “Rotated region based CNN
for ship detection,” in Proc. IEEE Int. Conf. Image Process., 2017,
pp. 900–904.

[55] Z. Zhang, W. Guo, S. Zhu, and W. Yu, “Toward arbitrary-oriented
ship detection with rotated region proposal and discrimination net-
works,” IEEE Geosci. Remote Sens. Lett., vol. 15, no. 11, pp. 1745–1749,
Nov. 2018.

[56] L. Minghui, Z. Zhen, S. Baoguang, X. G. Song, and B. Xiang, “Rotation-
sensitive regression for oriented scene text detection,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., 2018, vol. 15, pp. 1745–1749.

[57] L. Yang, Q. Song, Y. Wu, and M. Hu, “Attention inspiring receptive-fields
network for learning invariant representations,” IEEE Trans. Neural Netw.
Learn. Syst., vol. 30, no. 6, pp. 1744–1755, Jun. 2019.

[58] J. Hu, L. Shen, and G. Sun, “Squeeze-and-excitation networks,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit, Jun. 2018, pp. 7132–7141.

[59] X. Wang, R. Girshick, A. Gupta, and K. He, “Non-local neural net-
works,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., Jun. 2018,
pp. 7794–7803.

[60] C. Szegedy et al., “Going deeper with convolutions,” in Proc. IEEE Conf.
Comput. Vis.Pattern Recognit., Jun. 2015, pp. 1–9.

[61] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking
the inception architecture for computer vision,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit, Jun. 2016, pp. 2818–2826.

https://dx.doi.org/10.1109/TPAMI.2020.2974745


1094 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Qing Song received the Ph.D. degree in measuring
and testing technologies and instruments from Tianjin
University, Tianjin, China, in 2006.

She is currently a Scientific Researcher with the
Beijing University of Posts and Telecommunications
(BUPT), Beijing, China, where she is engaged in
the field of computer vision technology. She is the
founder of Pattern Recognition and Intelligent Vi-
sion Laboratory (PRIV) and led the PRIV team to
the championship of COCO2018 and COCO2019-
DensePose Challenge. She is in-charge of many na-

tional, provincial and ministerial projects, and enterprise cooperation projects.
She has authored or coauthored more than 70 academic papers in international
journals and conferences.

Dr. Song won two championships in CVPR LIP International Competition,
in 2020.

Fan Yang received the B.S. degree in information
engineering from Beijing University of Posts and
Telecommunications, Beijing, China, in 2019.

He is currently with the School of Automation,
Beijing University of Posts and Telecommunications.
His research interests include computer vision, image
processing, and deep learning.

Lu Yang received the bachelor’s degree in automa-
tion from Beijing University of Posts and Telecom-
munications, Beijing, China, in 2012 and the Ph.D.
degree in control science and engineering from the
Automated Institute, BUPT, in 2020.

Since 2012, he is engaged in research work with the
Pattern Recognition and Intelligent Vision Labora-
tory. His research interests cover the fields of artificial
intelligence, computer vision, and machine learning.

Chun Liu received the Ph.D. degree in measurement
and control from University of Kassel, Kassel, Ger-
many, in 2014.

She is currently a Lecturer with the Beijing Uni-
versity of Posts and Telecommunications (BUPT),
Beijing, China. Her main research interests are pri-
marily in intelligent computation and optimization,
especially evolutionary algorithms in solving opti-
mization problems, e.g., planning and scheduling.

Mengjie Hu received the Ph.D. degree in precision
instrument and machinery from Beihang University,
Beijing, China, in 2017.

She is currently a Lecturer with the Beijing Uni-
versity of Posts and Telecommunications, Beijing,
China. Her current research interests primarily in-
clude computer vision and machine learning, espe-
cially object detection, visual tracking, and visual
geometry.

Lurui Xia received the Ph.D. degree from the Na-
tional University of Defense Technology, Changsha,
China, in 2010.

He was with the Electronic Science and Technol-
ogy Postdoctoral Mobile Station, Chinese Academy
of Sciences for two years. He is currently a Sci-
entific Researcher with the Aerospace Engineering
University, where he is mainly engaged in the re-
search of space AI science and technology. He led the
Construction of the Space AI Technology Innovation
Laboratory. He is in-charge of more than ten scientific

research projects. He has obtained seven invention patents and ten software
copyrights. He has authored or coauthored more than 20 academic papers.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


