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A Bayesian Approach for Interpolating Clear-Sky
MODIS Land Surface Temperatures on Areas With

Extensive Missing Data
Yuhong Chen , Zhuotong Nan , Shuping Zhao, and Yi Xu

Abstract—The MODIS land surface temperature (LST) prod-
ucts contain large areas of missing data due to cloud contamination.
Interpolating clear-sky equivalent LSTs on those areas is a first
step in a stepwise approach toward fully recovering missing data.
A previous study (viz. the Yu method) has implemented an effec-
tive clear-sky interpolation method, especially targeting large-area
missing data. The Yu method postulates several global reference
LST images that contain over 90% of valid pixels and that are
assumed to have a close statistical relationship to the interpolated
images. However, in practice, such reference images are rarely
available throughout a one-year cycle, and the time gaps between
the available reference images and the interpolated images are
often huge, resulting in compromised interpolation accuracy. In
this study, we intended to address those weaknesses and propose
a novel clear-sky interpolation approach. The proposed approach
uses multiple temporally proximate images as reference images,
with which multiple initial estimates are made by an empirically
orthogonal function method and then fused by a Bayesian approach
to achieve a best estimate. The proposed approach was compared
through two experiments to the Yu method and two other widely
used methods, i.e., harmonic analysis of time series and co-kriging.
Both experiments demonstrate the superiority of the proposed
approach over those established methods, as evidenced by higher
spatial correlation coefficients (0.90–0.94) and lower root-mean-
square errors (1.19–3.64 °C) it achieved when measured against
the original data that were intentionally removed.

Index Terms—Bayesian approach, data fusion, data
interpolation, empirical orthogonal function (EOF), land surface
temperature (LST), similarity theory.

I. INTRODUCTION

LAND surface temperature (LST) is a key variable for
monitoring surface energy budget, determined by the land
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surface–atmosphere interactions and the energy fluxes between
the atmosphere and the ground. It is widely used in a variety of
studies including climate change, hydrological cycle, vegetation
monitoring, and ecosystem assessment [1]–[3]. The LST prod-
ucts from the moderate resolution imaging spectroradiometer
(MODIS) onboard the Terra and Aqua satellites have become
one of the most commonly used LST products due to their high
spatial and temporal resolutions [4], [5]. However, the MODIS
LST products contain a large portion of missing data as a result
of cloud contamination, high aerosol content, sensor failure, and
quality control. On average, approximately 35% of the global
surface is obscured by clouds at any one time [6]. The average
cloud coverage amounts to more than 50% on the Qinghai-Tibet
Plateau (QTP) [7], [8].

Many techniques have been developed to fill up missing values
in the MODIS LST products, such as combining microwave data
[9]–[12], deriving missing data from the surface energy balance
(SEB) equation [13]–[15], and adopting stepwise strategies
[16]–[20]. Microwave methods take advantage of microwave
measurements under cloudy conditions, but are generally limited
by the coarse resolution of passive microwave data and the large
uncertainties associated with the data that are induced by the
interference of inhomogeneous underlying surface conditions
[21], [22]. The SEB methods are physically explicit, but their
applicability is highly dependent on the availability of meteoro-
logical observations, such as air temperature, specific humidity,
and wind speed [15]. Stepwise approaches have been developed
in recent years to ease the mission in a way, breaking the full
process into separate steps: 1) estimating clear-sky equivalent
LST values assuming no cloud effects on the missing pixels
and 2) imposing cloud-effects on those equivalent LSTs on the
cloud obscured pixels. As such, the tasks become more specific
to tackle the challenges met in each step. For example, Zhang
et al. [16] estimated clear-sky LSTs from a diurnal evolution
of LST model and recovered cloud-affected values by assuming
that cloud effects can be approximated by the differences in
net shortwave solar radiation and thermal inertia. Yu et al. [18]
developed a two-step method in which clear-sky LSTs were
estimated following the similarity theory and then corrected for
the cloud-covered pixels considering surface energy balance.
Zeng et al. [17] first used a multitemporal interpolation method
to compute clear-sky LST values, and then in the next step,
corrected for cloud effects based on a surface energy balance
approach. In the work of Yang et al. [20], the harmonic analysis
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of time series (HANTS) algorithm and Poisson image editing
method were used to solve clear-sky LST values, and the cloud
effects were accounted using a revised neighboring-pixel ap-
proach. The final accuracy depends on both the performance of
interpolating clear-sky equivalent LSTs in the first step and bias
removal of cloud effects in the next correction steps. Therefore,
it is crucial to accurately interpolate clear-sky equivalent LSTs
for the cloud-affected pixels in any stepwise approach toward
fully recovering the missing data.

In addition, interpolating clear-sky LSTs can be meaningful in
recovering nighttime missing LSTs. Unlike daytime, the cloud
effects on the LSTs during nighttime are marginal since there
are no incoming solar radiations at night [18]. Therefore, inter-
polated clear-sky LSTs can be accepted as being accurate under
nighttime cloud conditions. Despite that clear-sky equivalent
LSTs may differ in value from real cloudy-sky LSTs, they also
have the potential to provide broadly consistent spatial and
temporal patterns of LST [23], [24], and they can be useful
in some applications, such as mapping permafrost [25], [26],
drought monitoring [27], numerical weather prediction [28], and
urban heat islands [29], where high accuracies of LST are often
not demanding.

In previous studies, many methods have been developed for
interpolating clear-sky LSTs assuming no cloud effects. They
can be roughly classified into three categories—spatial inter-
polation methods [30], [31], temporal interpolation methods
[32]–[35], and spatiotemporal interpolation methods [7], [36],
[37]. The first category methods spatially interpolate the missing
LST data using geostatistical methods and regression methods,
such as inverse distance weighting (IDW) [38], regression krig-
ing (RK) [39], and co-kriging (CoK) [40]. In this category, the
predictor variables are critical to obtaining satisfactory accura-
cies, such as using digital elevation model (DEM) [31] and nor-
malized differential vegetation index (NDVI) [41]. The second
category methods rely on mathematical fitting to temporal LST
variations. A commonly used method is to extract the missing
MODIS LST values from an established diurnal temperature
cycle curve [42], [43]. HANTS is also an often-used method
falling within this category [33], [44]. However, the first and
second categories usually lack for effectiveness in the face of
large-area missing data. Spatial interpolation methods rely on
the information from spatially neighboring pixels. Their perfor-
mance greatly weakens when severe data losses are present in
the neighborhood. For temporal interpolation methods, narrow
time gaps between two available values are very important
for interpolation accuracy. Unfortunately, the absence of LST
observations on the QTP frequently continues for a long period,
severely degrading its performance.

The third category methods maximize the use of both spatial
and temporal neighborhood information and are theoretically
more suitable in interpolating large-area missing data. Yu et al.
[7] developed a viable approach for infilling massive data voids
on the QTP. The Yu method is based on a similarity concept, as-
suming that each interpolated pixel is linked to a corresponding
similar pixel set in space, in which all members have valid LST
values and share high similarities with the interpolated pixel in
terms of temperature change over two MODIS overpass times.
When a similar pixel set is identified for an interpolated pixel,

a linear statistical relationship can be inferred using the LST
values on the similar pixels that are known on both the interpo-
lated and the reference image. The relationship is then used for
interpolating the missing value on the interpolated image when
the corresponding LST value on the reference image is known.
The experimental applications to the QTP indicate that the Yu
method outperformed conventional geostatistical methods when
dealing with large-area missing data. Nevertheless, it postulates
the existence of a certain number of global reference images,
which should possess a high fraction (e.g., >90%) of valid
pixels and a statistically close relation to the interpolated image.
Unfortunately, such global reference images are rarely available
in a one-year cycle on the QTP, and even if available, there are
often long intervals between the qualified reference images and
the interpolated image. The long intervals weaken the statistical
ties between the interpolated image and the reference images
and consequently, lower the interpolation accuracy. In practice,
similar pixels as defined in the Yu method will have the highest
similarity over two temporally proximate LST images in terms
of temperature change. Proximate images thus could be ideal
reference image candidates. But when using proximate images
as reference images, the first obstacle is that for many interpo-
lated pixels, the corresponding LST values remain unavailable
on the proximate images as long as clouds are present, while
as being qualified reference images, they should be known. As
such, it is almost impossible to find a valid reference image
from proximate images where all interpolated pixels are known.
In addition, there are chances for abrupt temperature changes
to occur between the view times of the proximate image and
the interpolated image. Thus, the use of a single proximate
image as a reference image would risk losing interpolation
quality. A possible solution to deal with those obstacles is
to use multiple proximate images preceding and succeeding
the interpolated image, instead of a single one, as reference
images.

In the present work, we extended the previous work of Yu
et al. [7] by using multiple proximate images as reference images
and introducing a Bayesian approach to fuse initially estimated
values as a best estimate for the clear-sky equivalent LST.

II. METHOD

A. Proposed Approach

The proposed approach extends the methodology developed
by Yu et al. [7], basing the same similarity concept. It assumes
that each interpolated pixel has a corresponding similar pixel set
in space, in which all set members share high similarities with
the interpolated pixel in terms of temperature change over time.
A reference image is defined as the image where the interpolated
pixel and similar pixels have known LST observations. The
similar pixel set can be created by measuring all known pixels
on both the interpolated and the reference images and removing
the pixels unsatisfying certain similarity criteria. The members
of the similar pixel set are thus known on both the interpolated
image and the reference image. A statistical relationship can be
inferred from pairs of known LSTs of the similar pixels on both
images and then applied to estimate the unknown LST of the
interpolated pixel on the interpolated image.
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Fig. 1. Approach framework for interpolating large-area missing LST data. t: day number of an interpolated image; i: the number of candidate neighboring
images; j: the number of qualified reference images (Ref. image); p: the interpolated pixel; k: a threshold of property distance, less than which the pixels measured
will be selected as similar pixels for the pixel p. DINEOF: data interpolating empirical orthogonal function.

The improvements of this approach over the Yu method lie on
two aspects: 1) rather than seeking universal reference images
where all interpolated pixels are known, which is hard to be
satisfied, as implemented in the original Yu method, we use
temporally neighboring images as reference images for each
interpolated pixel. Several images proximate to the interpolated
image that have an adequate number of similar pixels are iden-
tified as reference images for the interpolated pixel and 2) with
those proximate reference images, multiple estimates are thus
made for the unknown LST of the interpolated pixel. A best
estimate is then achieved through a Bayesian fusion approach
so as to improve the interpolation accuracy as well as to minimize
the effects of occurrence of abrupt temperature changes on the
reference images.

The workflow comprises the following four steps (see Fig. 1).
1) Determining reference images and similar pixel sets.
2) Initially interpolating missing LST values using the data

interpolating empirical orthogonal function (DINEOF)
method.

3) Obtaining best estimates by a Bayesian data fusion ap-
proach.

4) Iterating steps 1)–3) for all pixels to be interpolated and
evaluating the performance.

1) Determining Reference Images and Similar Pixel Sets:
For each pixel to be interpolated, the images proximate in time to
the interpolated image are checked and they can be determined
as reference images if two criteria are met. First, the candidate
image has a valid LST value on the interpolated pixel; and
second, the candidate image holds a relatively high proportion
of valid pixels. Multiple proximate reference images can be
identified for each interpolated pixel by searching through a short
time window (e.g.,15 days) centered on the interpolated image.
The pixels to be interpolated may have different combinations
of reference images.

To determine the similar pixels to the interpolated pixel,
primary factors controlling the characteristics of temperature
change over time are first singled out. We choose terrain factors
(DEM, slope, and aspect), vegetation indices (NDVI), and ther-
mal condition factors (solar radiation and LST) as attributes to
evaluate the similarities between the interpolated pixel and the
remaining pixels. Solar radiation is ignored when processing
nighttime images. The simple Euclidean distance equation is
prescribed as the similarity function. All pixels with known LST

values on both the reference image and the interpolated image
are measured in terms of similarity and ranked in ascending order
of similarity distance. The pixels with the highest similarities
(similarity distance < k) constitute a similar pixel set for this
interpolated pixel (1). Because an interpolated pixel can be as-
sociated with multiple reference images, we can create multiple
similar pixel sets for a single interpolated pixel corresponding
to the reference images

P = min
(
g
(
Sp, SI

))
(1)

where P is the similar pixel set; g is the Euclidean distance
equation; Sp and SI denote all attributes of the pixel p and the
remaining valid pixels I, respectively.

2) Initially Interpolating Missing LST Values Using the DI-
NEOF Method: The DINEOF method decomposes a matrix
containing spatial data into a set of empirical orthogonal func-
tions (EOFs). The most dominant EOFs are later used to create
a new matrix, which contains an estimate for the missing value
[45]. We use the DINEOF method to make initial estimates for
each interpolated pixel. A similarity matrix is composed of the
paired LST values of the similar pixels and the interpolated pixel
from both the interpolated image and the reference image. The
singular value decomposition (SVD) technique, as expressed
in the following, is adopted to compute EOFs of the similarity
matrix [46]:

M = USV T (2)

where M is the similarity matrix, with a dimension of m rows by
n columns; U and V are matrices representing spatial EOFs (m×
r, r ≤ min (m, n)) and temporal EOFs (n × r), respectively; S is
a diagonal matrix (r × r) whose elements are the singular values
of the original matrix. The importance of EOFs is determined
by the corresponding singular values.

For each similar pixel set corresponding to each associated
reference image, the following DINEOF steps are performed to
obtain an initial estimate of the missing LST value.

a) Constructing a similarity matrix: Given a similar pixel
set P associated with an interpolated pixel p, the corresponding
similarity matrix (M) holds the paired LST values of both p and
all members of P from the interpolated and reference images,
with a dimension of m × 2. The number of rows (m) is equal to
the length of P plus one. Two columns represent the LST values
on the interpolated image and the one for the reference image,
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respectively. The unknown LST of p on the interpolated image
is initialized to zero.

b) Computing and decomposing residual matrix: The
residual matrix R is computed by removing the columnwise
means from all elements of the similarity matrix except the
unknown element. Then, the SVD is applied to decompose the
residual matrix. As a result, the spatial EOFs (U), temporal EOFs
(V), and the singular matrix (S) are generated.

c) Estimating the unknown value: The most dominant spa-
tial and temporal EOFs from the residual matrix are used in
this study to rebuild a new residual matrix R′. A new similarity
matrix M ′ is then reconstructed by adding the means back to
the columns of R′. The initial estimate of p can be found at
M ′(1, 1).

3) Obtaining Best Estimates by a Bayesian Data Fusion
Approach: The DINEOF method computes multiple initial esti-
mates of LST for a single interpolated pixel corresponding to its
associated similar pixel sets. A Bayesian data fusion approach
[47] is used to find a best estimate for the interpolated pixel
by fusing those multiple initial estimates. The prior probability
distribution of the belief is first defined and the initial estimates
are used as observations to determine the likelihood function. A
posterior conditional probability density function of the current
state, given all previous observations, is calculated following
Bayes’ theorem. The best estimate is then obtained through a
maximum a posteriori (MAP) method. We assume that X is
an unknown state variable, and X obeys a prior distribution
of a known form fx(x). The observations, denoted by Zj are
described by a likelihood function fzj |x(zj |x). The posterior
distribution fx|zj (x|zj) of X can be calculated by

fx|zj (x|zj) =
fx (x) fzj |x(zj |x)

∫ fx (x′) fzj |x(zj |x′)dx′ . (3)

The MAP is used for inference. It selects a value X̂MAP

within the range of the possible values of X so that the posterior
distribution is maximized (4). When there are multiple obser-
vations Zj = {z1, z2,…,zj}, the posterior distribution (3) can be
written as (5) in the following:

X̂MAP = argmax
(
fx|zj (x|zj)

) ∝ fx (x) fzj |x(zj |x) (4)

fx|zj (x|z1, z2 . . . zj)

=
fx (x) fz1|x (z1|x) fz2|x (z2|x) . . . fzj |x(zj |x)

∫ fx (x′) fz1|x (z1|x′) fz2|x (z2|x′) . . . fzj |x(zj |x′)dx′ . (5)

Assume j initial estimates have been made in response to j
similar pixel sets (see Fig. 1). When j>= 2, the j initial estimates
are fused by the Bayesian approach to achieve a best estimate
as the final interpolated value. Otherwise, the final interpolated
value is assigned with the unique initial estimate (j = 1) or as
null (j = 0). Let X be the unknown true on the interpolated pixel
and j initial estimates be the observations. For all interpolated
pixels, the following steps are repeated to obtain best estimates.

a) Identifying the prior distribution: The members of the
similar pixel set share characteristics of temperature change
similar to the interpolated pixel. Therefore, the LST values of
those similar pixels from all j sets on the interpolated image

can be used to describe the prior distribution of the unknown X
following a Gaussian distribution

fx (x) =
1

σ0

√
2π

e

{
−(x−z0)2

2σ0
2

}
(6)

where z0 represents the mean and the center of the Gaussian
distribution and σ0

2 is the variance. z0 and σ0
2 can be estimated

by the known LST values from all similar pixels of j sets on the
interpolated image.

b) Determining the likelihood function: The j estimates
by the DINEOF method carry varying degrees of uncertainties.
Each initial estimate zj assumingly corresponds to a Gaussian
distribution and is centered in the distribution [47] (7). Since
zj is estimated by a process of decomposing and reconstructing
a similarity matrix through the DINEOF method, the loss of
accuracy in this process can be used to measure the uncertainty
associated with zj, denoted as the variance σj

2. We measure
the differences of the similarity matrix before and after the
reconstruction. The varianceσj

2 is determined by the differences
occurring in the column that represents the reference image

fzj |x (zjx) =
1

σj

√
2π

e

{
−(x−zj)

2

2σj
2

}
. (7)

c) Calculating the posterior function and the best estimate
using MAP: Bayes’ theorem is used to calculate the posterior
distribution of the unknown LST on p (5). The posterior distribu-
tion for multiple observations can be rewritten as (8)–(10). The
MAP is then employed to obtain the maximum of the posterior
distribution (11) and the best estimate of the unknown LST is
given by (12) in the following:

fx|zj (x|z0, z1 . . . zj) =
(
c · exp

{
−

j∑
i = 0

(x− zi)
2

2σi
2

})
/d

(8)

c =
1∏j

i=0

(√
2πσi

) (9)

d = ∫
(
c · exp

{
−

j∑
i=0

(x′ − zi)
2

2σi
2

})
dx′ (10)

X̂MAP = argmax

(
c · exp

{
−

j∑
i=0

(x− zi)
2

2σi
2

})
(11)

X̂MAP =

∑j
i=0 xi/σi

2∑j
i=0 1/σi

2
. (12)

B. Performance Evaluation

1) Study Area and Data: We chose the Qinghai-Tibet Plateau
(QTP) as the study region to evaluate the proposed ap-
proach. The plateau is bounded with 26 °00′∼39°47′N and
73°19′∼104°47′E, with an area of over 2.6 million km2. It
is the highest plateau in the world, with an average elevation
of over 4000 m above sea level and has attracted increasing
research interests worldwide, especially in the context of climate
change [48], [49]. MODIS LST products, as an important data
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Fig. 2. Schematic procedure on fabricating data voids for the second experiment. The interpolation methods can be evaluated by comparing the interpolation
results against the original values prior to removal.

source for QTP research, suffer severe data losses on the QTP
due to cloud cover [7], making the QTP an ideal place to
test interpolation methods. The experimental LST data are the
MODIS/Terra MOD11A1 product at a 1-km spatial resolution.
The Terra satellite crosses the equator at 10:30 and 22:30 local
time per day. The MOD13A2 NDVI product (16 days and 1 km)
from Terra was used to represent the vegetation conditions. DEM
was obtained from the Shuttle Radar Topography Mission (90 m)
and then, bilinearly resampled to 1 km to match the MODIS LST
data. The terrain features such as slope and aspect were derived
from the DEM. Clear-sky solar radiation was simply estimated
from the incident angle, which depends on the time of year,
latitude, elevation, slope, and aspect, plus diffuse and reflected
radiation [50].

2) Experiment Design: Two experiments were designed to
evaluate the proposed approach. One experiment aims to test the
performance with real data voids that occurred on the QTP. The
real data voids are results of cloud contamination, differing from
clear-sky equivalent LSTs. Hence, we focused on visual inspec-
tion of spatial patterns and checked how interpolation methods
work in real applications. The other tests the performance with
fabricated data voids, in which the values before removal are re-
garded as “truth” and those clear-sky interpolation methods can
be exhaustively tested for performance. In the first experiment,
we selected the same two LST images as used in the literature
[7] for the convenience of comparing with the Yu method (i.e.,
the daytime image of the tenth day and the nighttime image of
the 183rd day of 2005, representing two typical cases in cold
and warm seasons, respectively). The fractions of missing data
in the two images are 56% and 73%, respectively. In the second

experiment, we first excluded the MODIS/Terra LST images in
2010 that are in severe loss of data (i.e., the fraction of invalid
pixels > 80%), and then, randomly selected several images
from the rest to represent different seasonal conditions and
different overpass timings. A consistent patch that has minimal
loss of LST observations was identified from these images as
an experimental area, which covers an area of approximately
0.56 × 106 km2. The images arbitrarily selected in 2010 consist
of the daytime images of the 9th, 142nd, and 255th days and
the nighttime images of the 9th, 141st, and 255th days. In the
identified patches on those images, one-third of the total area was
removed to create artificial data holes, as illustrated in Fig. 2.
Since the true LST values are known in the hollow areas, the
performance of the methods can be assessed against the true
values. The reference images used in the two experiments are
listed in Table I. The proximate reference images may vary by
interpolated pixel, so only the most frequently used reference
images are listed. The global reference images for the Yu method
in the first experiment were identical to the ones in the literature
[7], and in the second experiment, they were identified following
the exact same rules recommended in the literature [7].

We selected some representative interpolation methods for
comparison with the proposed approach. Included are a spa-
tiotemporal method—the Yu method; a temporal method—
HANTS; and a spatial method—CoK. The HANTS algorithm
was originally proposed for smoothing and gap-filling veg-
etation index (NDVI) images, and has been widely used to
interpolate missing values in the LST products [32], [33]. It
applies a least squares curve fitting procedure based on harmonic
components. To perform HANTS, five parameters should be
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TABLE I
REFERENCE IMAGES ASSOCIATED WITH THE INTERPOLATED IMAGES FOR THE PROPOSED APPROACH AND THE YU METHOD USED IN THE TWO EXPERIMENTS

Fig. 3. Interpolated Terra/LST nighttime images for the tenth day of 2005 on the QTP using different methods. (a) Original image, (b) the proposed approach, (c)
the Yu method, (d) harmonic analysis of time series (HANTS), and (e) co-Kriging (CoK) with the DEM as its covariate. The Qinghai Lake boundaries are marked
on (a). The valid portions on (d) are modified due to the algorithm of HANTS.

set—the number of frequency (NOF), the high/low suppression
flag (SF), the valid data range, the fit error tolerance (FET), and
the degree of overdeterminedness (DOD) [51]. In this study,
HANTS was applied to the LST values on each pixel on an
annual basis, and the daytime and nighttime images were fitted
separately. NOF was set to two, referring to the literature [33].
SF was set low because the cloud cover tends to lower the
LST. The valid data range was −60 to 70 °C. FFT and DOD
were set to 5 and 12 °C, respectively. In the previous literature
[7], several often-used geostatistical methods, including IDW,
OK, and regression kriging, have been tested incompetent in
interpolating the large-area missing data. We instead chose
CoK as a representative of geostatistical methods, with DEM
as its covariate in wake of its importance in controlling the
temperature on the QTP. The evaluation metrics include spatial
correlation (SR) (13), root-mean-square error (RMSE) (14),

mean absolute error (MAE) (15), and bias (16), given as
follows:

SR =

∑n
i=1

(
LSTi − LSTi

) (
LSTr − LSTr

)
√∑n

i=1

(
LSTi − LSTi

)2√∑n
i=1

(
LSTr − LSTr

)2
(13)

RMSE =

√
1

n

∑n

i=1
(LSTi − LSTr)

2 (14)

MAE =
1

n

n∑
i = 1

|(LSTi − LSTr)| (15)

Bias =
1

n

n∑
i = 1

(LSTi − LSTr) (16)
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Fig. 4. Interpolated Terra/LST daytime images for the 183rd day of 2005 on the QTP using different methods. (a) Original image, (b) the proposed approach, (c)
the Yu method, (d) HANTS, (e) CoK. Rectangle envelops partial Qaidam basin. The valid portions on (d) are modified due to the algorithm of HANTS.

Fig. 5. Comparison of the results of the proposed approach and the Yu method on 100 000 randomly selected invalid pixels from the Terra/LST images of the (a)
tenth nighttime and (b) 183rd daytime of 2005 on the QTP. The solid line indicates a 1:1 line.

where n is the number of interpolated pixels; LSTi and LSTr are
the interpolated and the preremoval LST values, respectively.
LSTi and LSTr indicate their means.

III. RESULTS AND DISCUSSION

A. Performance for the Real Data Void Case

Figs. 3 and 4 show the interpolation results of a representative
nighttime LST image (10th night) and a representative daytime
LST image (183rd day) in 2005 on QTP, respectively, produced
by the proposed approach, the Yu method, HANTS, and CoK.
CoK results [see Figs. 3(e) and 4(e)] exhibit many strange pat-
terns, especially in the northwest and southern QTP on the night-
time image and in the central zone of QTP on the daytime image.
Those artifacts expose a critical weakness in CoK, as shown with

the QTP examples, for interpolating extensive missing data even
if the DEM is used as a covariant. This can be explained by the
fact that the CoK inherently depends on the information from
spatially neighboring pixels, which are unfortunately severely
lost in the case of large-area missing data. The use of DEM
as covariant cannot eliminate this inherent weakness. Together
with the tests demonstrated in the previous study [7], it can be
reasonably concluded that conventional geostatistical methods
are usually not applicable to the situation facing extensive data
losses.

The results of the proposed approach [see Figs. 3(b) and
4(b)], the Yu method [see Figs. 3(c) and 4(c)], and HANTS [see
Figs. 3(d) and 4(d)] appear much better in terms of spatial pattern
and textural transition than the CoK. The three methods can
well capture some unique temperature patterns on the QTP. The
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Fig. 6. Maps showing the differences between the interpolated daytime LST images and the preremoval true data in the fabricated data void experiment. Shown
are the extents of the fabricated patches on the QTP. The columns are the different days of 2010. The rows indicate interpolation methods.

surface temperature over the Qinghai Lake, which is the biggest
saltwater lake in China, is prone to be warmer than its land sur-
roundings in winter and colder in summer due to the differences
in specific heat between water and soils. In the winter image
(see Fig. 3), surface temperatures happened to be missing over
the lake area. The three methods succeeded in capturing winter
characteristics over the lake, while the CoK [see Fig. 3(e)] failed.
For HANTS, it reconstructed all information so that the valid
values were also modified. It would cause obvious problems on
some occasions. As shown in Fig. 4(d), summer temperatures
over the Qaidam basin (marked with rectangles) would be much
warmer than adjacent regions on the QTP due to much lower
elevations in the basin. HANTS failed to describe this contrast
in the Qaidam basin although it was able to explain a broad
pattern of temperature distribution across the entire plateau. It
is attributed to the fitting process used in HANTS, which is
inadequate in recovering sudden changes in temperature [33].

The spatial patterns displayed on the two 2005 Terra LST
images by the proposed approach and the Yu method were quite
similar. To further examine their performance, we randomly se-
lected 100 000 invalid pixels from the two images and compared
their interpolated LST values by the two methods (see Fig. 5).
Overall, the results obtained by the two methods were well
correlated, with an SR of 0.88 on the winter nighttime image
and 0.86 on the summer daytime image. The values of RMSE
were 3.36 and 4.80 °C, and MAE 2.33 and 3.50 °C, respectively.
The comparison simply indicates that despite the high spatial
correlation they had, there were considerable discrepancies be-
tween the results yielded by the two methods.

B. Performance for the Fabricated Data Void Case

We plotted difference maps by subtracting the original values
in the identified patches from the interpolated values as shown
in Figs. 6 and 7. Warm colors denote overestimations made in
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Fig. 7. Maps showing the differences between the interpolated nighttime LST images and the preremoval true data in the fabricated data void experiment. Same
notations as Fig. 6 are applied.

the interpolation, whereas cool colors underestimations. The
lower high-saturated colors on the difference maps, the better
the performance of the investigated methods. In general, all
methods yielded better results for the nighttime images (see
Fig. 7) than the daytime images (see Fig. 6) as indicated by
overall less high-saturated colors in Fig. 7. In the daytime cases
(see Fig. 6), the proposed approach yielded the best interpolation
results (row 1 of Fig. 6), whereas the CoK was unsurprisingly the
worst, with plenty of strange geometries on the maps (row 4 of
Fig. 6). While all methods consistently performed better on the
ninth day of 2010 than other days, they varied considerably in
interpolating the other two daytime images (142nd and 255th). In
particular, HANTS seriously underestimated the LST values on
the 142nd and 255th daytime images. So did the Yu method for
the 142nd daytime image (see Fig. 6). In the nighttime cases (see

Fig. 7), by visual inspection, the proposed approach outmatched
the peer methods, with light colors prevailing throughout those
difference maps (row 1 of Fig. 7). The Yu method, although
not as good as the proposed approach, also showed strength in
interpolating large-area missing data (row 2 of Fig. 7). Con-
versely, HANTS and the CoK have given rise to considerable
discrepancies in the nighttime results.

The quantitative metrics including SR, RMSE, MAE, and bias
are shown in Fig. 8. It demonstrates the remarkable superiority
of the proposed approach over the peer methods in interpolating
clear-sky LST in terms of any metrics. For the proposed ap-
proach, the SR coefficients measured against the true data exceed
0.9 without exception, the highest among the others. The RMSE
and the MAE were below 3.7 and 3.0 °C for daytime images,
and both below 2.0 °C for nighttime images, respectively. The
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Fig. 8. Measured accuracies for the different methods applied to the selected LST images of 2010 on the QTP. RMSE: root mean square error; MAE: mean
absolute error; and SR: spatial correlation coefficient. d: daytime; n: nighttime.

Yu method came next. The CoK was shown to have generally
poorest performance with the lowest SR and largest RMSE
values. When interpolating the daytime images, the RMSEs of
the CoK exceeded 5.0 °C, up to 8.0 °C for the 142nd daytime
image of 2010. HANTS is not good at interpolating large-area

missing data and often produced large RMSE, MAE, and bias,
despite broadly acceptable SR values.

Both the proposed approach and the Yu method showed
significant improvements over HANTS and the CoK in respect
of evaluation metrics. The improvements are intimately related
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Fig. 9. Scatterplots of the results interpolated by the proposed approach versus the true data in the fabricated data void experiment. A random selection of 10,000
pixels from the LST images of 2010 were plotted. (a) the 9th day, (b) the 142nd day, (c) the 255th day, (d) the 9th night, (e) the 141st night, and (f) the 255th night.

to the use of both spatial and temporal information, instead
of mere spatial or temporal information as used in CoK and
HANTS, respectively. The Yu method also yielded favorable SR
values ranging from 0.67 to 0.92, and small RMSEs (<3.2 °C)
for nighttime images. However, when dealing with daytime
images, the Yu method is likely to induce large biases. For
example, the RMSE was 6.9 °C for the 142nd daytime image
of 2010 (see Fig. 6). The daytime LST values are affected by
more factors than the nighttime LSTs, and therefore, are hard
to be accurately interpolated. The compromising performance
of the Yu method is highly related to the large time gap be-
tween the interpolated image and the reference image used. As
listed in Table I, the global reference image for interpolating
the 142nd daytime image is the 212th daytime image, with
a time interval as long as 70 days. The weakness of the Yu
method, as demonstrated in this example, has been successfully
overcome by the proposed method. The proposed approach
reduced the RMSE value by about 3.3 °C for the 142nd daytime
image.

We further investigated the performance of the proposed
approach on a pixel level. The interpolated results of a random
selection of 10 000 invalid pixels from those 2010 Terra LST
images are shown in Fig. 9. The interpolated results were gen-
erally more accurate for nighttime images than daytime images.
The plots for the three nighttime images [see Fig. 9(d)–(f)] and
cold-season daytime image [see Fig. 9(a)] were close to the
1:1 line, indicating that particularly better agreements can be
achieved by the proposed approach for the nighttime images and
cold-season images. The SR coefficients for nighttime images
were consistently higher than daytime images. Nighttime LSTs
and cold-season daytime LSTs are subject to less influencing
variables than warm-season daytime LSTs. Therefore, both the
proposed approach and the Yu method are able to work better
for those specific timings.

C. Improvement by Data Fusing

The improvements of using data fusion over individual initial
estimates made by the DINEOF are shown in Fig. 10, where
in almost all cases, the metric accuracies for the fused results
were obviously improved. It proves the effectiveness of the
use of data fusion in improving interpolation accuracies. The
accuracies of the initial estimates varied by image. Most of
them had comparable accuracies but some might considerably
differ from the others. For example, the fourth initial estimate
for the ninth daytime image of 2010 seriously deviated from
the other three initial estimates and had an even slightly better
agreement with the true data than the fused LST estimate in
terms of SR. By examining the original data in the fabricated
patch, abrupt temperature changes had occurred over the span
across the two view times of the ninth daytime image and the
reference image that the fourth estimate is associated with. As an
initial estimate highly relies on the known values on the reference
image, abnormal temperature changes on the reference image
inevitably result in an unreliable estimate. A probability-based
data fusion approach as adopted in the proposed approach can
efficiently reduce the risk of introducing unexpected biases to
the results, for which simple algebraic mean will never succeed.

The improved accuracies through data fusion differ over im-
age timings. The daytime images generally had a lower accuracy
for initial estimates than the nighttime images. Their improve-
ments by data fusion were more obvious. The largest reductions
in RMSE after data fusion amounted to 1.2, 1.34, and 1.1 °C
for the 9th, 142nd, and 255th daytime images, respectively.
For the nighttime images, the fused results were also superior
to the initial estimates with moderately better metric values.
Reductions of about 0.66 °C in both RMSE and MAE were
obtained by imposing data fusion upon the initial estimates (see
Fig. 10).
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Fig. 10. Accuracy improvements of using data fusion over individual initial estimates for some exemplified LST images of 2010. Initials 1 to 4 are the first to
fourth DINEOF initial estimates corresponding to four proximate reference images. Fused LST indicates the best estimate after fusing all initial estimates by a
Bayesian data fusion approach. RMSE: root mean square error; MAE: mean absolute error; and SR: spatial correlation coefficient. d: daytime; and n: nighttime.

IV. CONCLUSION AND PROSPECTIVE

An improved approach for interpolating clear-sky MODIS
LST in areas that suffer extensive data losses has been proposed.
This approach extends prior work by using multiple tempo-
ral proximate images as reference images and introducing a
Bayesian approach to find a best estimate based on multiple
initial estimates made on the basis of multiple reference images
through an EOF method. By those techniques, the weakness
relating to using global reference images as used in the prior

work has been overcome and the interpolation accuracy has
been significantly improved via the use of data fusion. The
proposed method has proven to be effective in interpolating
clear-sky equivalent LST with favorable accuracy in the presence
of extensive spatial and temporal data losses through two exper-
iments, one representing the real data void case and the other
using fictitious data voids, based on the 2005 and 2010 Terra
LST images on the QTP. Both experiments demonstrate that the
proposed approach is much superior in interpolating large-area
missing data than three established methods, i.e., the Yu method,
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the HANTS model, and the co-kriging method with DEM as
a variant. The interpolated results obtained by the proposed
approach agreed well with the true data in the fictitious-void
experiment, with high spatial correlation coefficients exceeding
0.9. The RMSE and mean absolute errors were less than 3.7
and 3.0 °C, respectively, for daytime images, and both less than
2.0 °C, for nighttime images. The combined use of multiple
temporally proximate LST images as reference images and
subsequent fusing of multiple initial estimates are important for
improving interpolation accuracy.

In this study, we selected several auxiliary variables (such as
DEM, NDVI, and solar radiation) as main factors influencing the
characteristics of temporal changes in LST, which are critical for
determining the similar pixel set. The influencing factors may
vary region by region. Therefore, in practice, it is advised to
determine the influencing factors according to regional char-
acteristics. Despite that, in this study the MODIS/Terra LST
data on the QTP were used as a demonstration; the proposed
approach is theoretically applicable to the Aqua LST data and
other variables in any large areas suffering similar extensive
data losses. It should be stressed that the approach interpolates
clear-sky equivalent LST values rather than real cloudy-sky
values. This work provides an important step in the stepwise
approaches toward fully recovering the LSTs affected by clouds.

REFERENCES

[1] P. Dash, F. M. Göttsche, F. S. Olesen, and H. Fischer, “Land surface
temperature and emissivity estimation from passive sensor data: The-
ory and practice-current trends,” Int. J. Remote Sens., vol. 23, no. 13,
pp. 2563–2594, Jul. 2002.

[2] Z. Li et al., “Satellite-derived land surface temperature: Current status and
perspectives,” Remote Sens. Environ., vol. 131, pp. 14–37, Apr. 2013.

[3] W. Kustas and M. Anderson, “Advances in thermal infrared remote sensing
for land surface modeling,” Agricultural Forest Meteorol., vol. 149, no. 12,
pp. 2071–2081, Dec. 2009.

[4] Z. Wan, Y. Zhang, Q. Zhang, and Z. L. Li, “Quality assessment and
validation of the MODIS global land surface temperature,” Int. J. Remote
Sens., vol. 25, no. 1, pp. 261–274, Jan. 2004.

[5] Z. Wan, “New refinements and validation of the MODIS land-surface
temperature/emissivity products,” Remote Sens. Environ., vol. 112, no. 1,
pp. 59–74, Jan. 2008.

[6] H. Shen et al., “Missing information reconstruction of remote sensing
data: A technical review,” IEEE Geosci. Remote Sens. Mag., vol. 3, no. 3,
pp. 61–85, Sep. 2015.

[7] W. Yu, Z. Nan, Z. Wang, H. Chen, T. Wu, and L. Zhao, “An effective
interpolation method for MODIS land surface temperature on the Qinghai-
Tibet Plateau,” IEEE J. Sel. Top. Appl. Earth Observ. Remote Sens., vol. 8,
no. 9, pp. 4539–4550, Sep. 2015.

[8] H. Zhang, F. Zhang, G. Zhang, X. He, and L. Tian, “Evaluation of cloud
effects on air temperature estimation using MODIS LST based on ground
measurements over the Tibetan Plateau,” Atmos. Chem. Phys., vol. 16,
no. 21, pp. 13681–13696, Nov. 2016.

[9] F. Aires, C. Prigent, W. B. Rossow, and M. Rothstein, “A new neural
network approach including first guess for retrieval of atmospheric water
vapor, cloud liquid water path, surface temperature, and emissivities over
land from satellite microwave observations,” J. Geophys. Res., Atmos.,
vol. 106, no. D14, pp. 14887–14907, Jul. 2001.

[10] S. Chen, X. Chen, W. Chen, Y. Su, and D. Li, “A simple retrieval method
of land surface temperature from AMSR-E passive microwave data—A
case study over Southern China during the strong snow disaster of 2008,”
Int. J. Appl. Earth Obs., vol. 13, no. 1, pp. 140–151, Feb. 2011.

[11] S. Duan, Z. Li, and P. Leng, “A framework for the retrieval of all-weather
land surface temperature at a high spatial resolution from polar-orbiting
thermal infrared and passive microwave data,” Remote Sens. Environ.,
vol. 195, pp. 107–117, Jun. 2017.

[12] H. R. Shwetha and D. N. Kumar, “Prediction of land surface temperature
under cloudy conditions using microwave remote sensing and ANN,”
Aquatic Procedia, vol. 4, pp. 1381–1388, Feb. 2015.

[13] M. Jin, “Interpolation of surface radiative temperature measured from
polar orbiting satellites to a diurnal cycle: 2. Cloudy-pixel treatment,”
J. Geophys. Res., Atmos., vol. 105, no. D3, pp. 4061–4076, Feb. 2000.

[14] M. Jin and R. E. Dickinson, “A generalized algorithm for retrieving cloudy
sky skin temperature from satellite thermal infrared radiances,” J. Geophys.
Res., Atmos., vol. 105, no. D22, pp. 27037–27047, Nov. 2000.

[15] J. P. A. Martins et al., “An all-weather land surface temperature product
based on MSG/SEVIRI observations,” Remote Sens., vol. 11, no. 24,
Dec. 2019, Art. no. 3044.

[16] X. Zhang, J. Pang, and L. Li, “Estimation of land surface temperature
under cloudy skies using combined diurnal solar radiation and surface
temperature evolution,” Remote Sens., vol. 7, no. 1, pp. 905–921, Jan. 2015.

[17] C. Zeng, D. Long, H. Shen, P. Wu, Y. Cui, and Y. Hong, “A two-step
framework for reconstructing remotely sensed land surface temperatures
contaminated by cloud,” ISPRS J. Photogramm., vol. 141, pp. 30–45,
Jul. 2018.

[18] W. Yu, J. Tan, M. Ma, X. Li, X. She, and Z. Song, “An effective
similar-pixel reconstruction of the high-frequency cloud-covered areas of
Southwest China,” Remote Sens., vol. 11, no. 3, Feb. 2019, Art. no. 336.

[19] X. Zhang, C. Wang, H. Zhao, and Z. Lu, “Retrievals of all-weather daytime
land surface temperature from FengYun-2D data,” Opt. Exp., vol. 25,
no. 22, Oct. 2017, Art. no. 27210.

[20] G. Yang, W. Sun, H. Shen, X. Meng, and J. Li, “An integrated method
for reconstructing daily MODIS land surface temperature data,” IEEE J.
Sel. Top. Appl. Earth Observ. Remote Sens., vol. 12, no. 3, pp. 1026–1040,
Mar. 2019.

[21] C. Prigent, W. B. Rossow, E. Matthews, and B. Marticorena, “Microwave
radiometric signatures of different surface types in deserts,” J. Geophys.
Res., Atmos., vol. 104, no. D10, pp. 12147–12158, May 1999.

[22] C. Prigent, C. Jimenez, and F. Aires, “Toward ‘all weather,’ long record,
and real-time land surface temperature retrievals from microwave satellite
observations,” J. Geophys. Res., Atmos., vol. 121, no. 10, pp. 5699–5717,
May 2016.

[23] J. C. Jiménez Muñoz, J. A. Sobrino, C. Mattar, and Y. Malhi, “Spatial
and temporal patterns of the recent warming of the Amazon forest,” J.
Geophys. Res., Atmos., vol. 118, no. 11, pp. 5204–5215, Jun. 2013.

[24] M. L. Imhoff, P. Zhang, R. E. Wolfe, and L. Bounoua, “Remote sensing of
the urban heat island effect across biomes in the continental USA,” Remote
Sens. Environ., vol. 114, no. 3, pp. 504–513, May 2010.

[25] S. Hachem, M. Allard, and C. Duguay, “Using the MODIS land surface
temperature product for mapping permafrost: An application to northern
Québec and Labrador, Canada,” Permafrost Periglac, vol. 20, no. 4,
pp. 407–416, Nov. 2009.

[26] D. Zou et al., “A new map of permafrost distribution on the Tibetan
Plateau,” The Cryosphere, vol. 11, no. 6, pp. 2527–2542, Nov. 2017.

[27] S. Yang, D. Zhang, L. Sun, Y. Wang, and Y. Gao, “Assessing drought con-
ditions in cloudy regions using reconstructed land surface temperature,”
J. Meteorol. Res., vol. 34, no. 2, pp. 264–279, Apr. 2020.

[28] B. Scarino et al., “Retrieving clear-sky surface skin temperature for nu-
merical weather prediction applications from geostationary satellite data,”
Remote Sens., vol. 5, no. 1, pp. 342–366, Jan. 2013.

[29] J. Lai et al., “Identification of typical diurnal patterns for clear-sky cli-
matology of surface urban heat islands,” Remote Sens. Environ., vol. 217,
pp. 203–220, Nov. 2018.

[30] L. Ke, X. Ding, and C. Song, “Reconstruction of time-series MODIS
LST in Central Qinghai-Tibet Plateau using geostatistical approach,” IEEE
Geosci. Remote Sci., vol. 10, no. 6, pp. 1602–1606, Nov. 2013.

[31] M. Neteler, “Estimating daily land surface temperatures in mountainous
environments by reconstructed MODIS LST Data,” Remote Sens., vol. 2,
no. 1, pp. 333–351, Jan. 2010.

[32] T. Pede and G. Mountrakis, “An empirical comparison of interpola-
tion methods for MODIS 8-day land surface temperature composites
across the conterminous Unites States,” ISPRS J. Photogramm., vol. 142,
pp. 137–150, Aug. 2018.

[33] Y. Xu and Y. Shen, “Reconstruction of the land surface temperature time
series using harmonic analysis,” Comput. Geosci., vol. 61, pp. 126–132,
Dec. 2013.

[34] W. L. Crosson, M. Z. Al-Hamdan, S. N. J. Hemmings, and G. M. Wade,
“A daily merged MODIS Aqua–Terra land surface temperature data set
for the conterminous United States,” Remote Sens. Environ., vol. 119,
pp. 315–324, Apr. 2012.



528 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

[35] N. C. Coops, D. C. Duro, M. A. Wulder, and T. Han, “Estimating afternoon
MODIS land surface temperatures (LST) based on morning MODIS
overpass, location and elevation information,” Int. J. Remote Sens., vol. 28,
no. 10, pp. 2391–2396, May 2007.

[36] M. Metz, D. Rocchini, and M. Neteler, “Surface temperatures at the
continental scale: Tracking changes with remote sensing at unprecedented
detail,” Remote Sens., vol. 6, no. 5, pp. 3822–3840, May 2014.

[37] Z. Liu, P. Wu, S. Duan, W. Zhan, X. Ma, and Y. Wu, “Spatiotemporal
reconstruction of land surface temperature derived from FengYun geosta-
tionary satellite data,” IEEE J. Sel. Top. Appl. Earth Observ. Remote Sens.,
vol. 10, no. 10, pp. 4531–4543, Oct. 2017.

[38] E. Ozelkan, S. Bagis, E. C. Ozelkan, B. B. Ustundag, M. Yucel, and C.
Ormeci, “Spatial interpolation of climatic variables using land surface
temperature and modified inverse distance weighting,” Int. J. Remote Sens.,
vol. 36, no. 4, pp. 1000–1025, Feb. 2015.

[39] S. Mukherjee, P. K. Joshi, and R. D. Garg, “Regression-kriging technique
to downscale satellite-derived land surface temperature in heterogeneous
agricultural landscape,” IEEE J. Sel. Top. Appl. Earth Observ. Remote
Sens., vol. 8, pp. 1245–1250, Mar. 2015.

[40] J. S. Yang, “Estimation of land surface temperature using spatial interpo-
lation and satellite-derived surface emissivity,” J. Environ. Inform., vol. 4,
no. 1, pp. 40–47, Sep. 2004.

[41] X. Fan, H. Liu, G. Liu, and S. Li, “Reconstruction of MODIS land-surface
temperature in a flat terrain and fragmented landscape,” Int. J. Remote
Sens., vol. 35, no. 23, pp. 7857–7877, Dec. 2014.

[42] F. Aires, C. Prigent, and W. B. Rossow, “Temporal interpolation of
global surface skin temperature diurnal cycle over land under clear and
cloudy conditions,” J. Geophys. Res., Atmos., vol. 109, no. D4, Feb. 2004,
Art. no. D04313.

[43] A. K. Inamdar, A. French, S. Hook, G. Vaughan, and W. Luckett, “Land
surface temperature retrieval at high spatial and temporal resolutions over
the southwestern United States,” J. Geophys. Res., Atmos., vol. 113, no. D7,
Apr. 2008, Art. no. D07107.

[44] J. Zhou, L. Jia, and M. Menenti, “Reconstruction of global MODIS NDVI
time series: Performance of harmonic analysis of time series (HANTS),”
Remote Sens. Environ., vol. 163, pp. 217–228, Jun. 2015.

[45] J. M. Beckers and M. Rixen, “EOF calculations and data filling from
incomplete oceanographic data sets,” J. Atmos. Ocean. Technol., vol. 20,
no. 12, pp. 1836–1856, Dec. 2003.

[46] A. Alvera-Azcárate, A. Barth, M. Rixen, and J. M. Beckers, “Reconstruc-
tion of incomplete oceanographic data sets using empirical orthogonal
functions: Application to the Adriatic Sea surface temperature,” Ocean
Model., vol. 9, no. 4, pp. 325–346, Aug. 2005.

[47] M. Kumar, D. P. Garg, and R. A. Zachery, “A generalized approach for
inconsistency detection in data fusion from multiple sensors,” in Proc.
Amer. Control Conf., Minneapolis, MN, USA, 2006, pp. 2078–2083.

[48] S. Kang, Y. Xu, Q. You, W. Flügel, N. Pepin, and T. Yao, “Review of climate
and cryospheric change in the Tibetan Plateau,” Environ. Res. Lett., vol. 5,
no. 1, Jan. 2010, Art. no. 015101.

[49] T. Yao et al., “Third Pole climate warming and cryosphere system
changes,” World Meteorol. Orga. Bull., vol. 69, no. 1, pp. 38–44, 2020.

[50] L. Kumer, A. K. Skidmore, and E. Knowles, “Modelling topographic
variation in solar radiation in a GIS environment,” Int. J. Geographical
Inf. Sci., vol. 11, no. 5, pp. 475–497, Jul. 1997.

[51] G. J. Roerink, M. Menenti, and W. Verhoef, “Reconstructing cloudfree
NDVI composites using Fourier analysis of time series,” Int. J. Remote
Sens., vol. 21, no. 9, pp. 1911–1917, Jun. 2000.

Yuhong Chen received the B.S. degree from Guizhou
University, Guiyang, China, in 2017, and the M.S. de-
gree from the School of Geography Science, Nanjing
Normal University, Nanjing, China, in 2020.

Her current research interests include quantitative
remote sensing and environmental remote sensing.

Zhuotong Nan received the B.S. degree from
Lanzhou University, Lanzhou, China, in 1998, and the
Ph.D. degree from Cold and Arid Regions Environ-
mental and Engineering Research Institute of Chinese
Academy of Sciences (CAREERI/CAS), Lanzhou,
China, in 2003.

From 2007 to 2009, he was a Postdoctoral Re-
searcher with the University of Pittsburgh, Pittsburgh,
PA, USA, and from 2003 to 2015, a Professor with
CAREERI/CAS. He is currently a Professor with
Nanjing Normal University, Nanjing, China. He has

authored or coauthored more than 100 peer-reviewed papers related to per-
mafrost simulation. His research interests include permafrost modeling, cold
region hydrology, and application of geographic information systems.

Shuping Zhao received the B.S. degree from Lanzhou University, Lanzhou,
China, in 1998, and the M.Sc. and Ph.D. degrees from the Graduate School of
the Chinese Academy of Sciences, Beijing, China, in 2008.

Her current research interests include soil mechanics of frozen ground and
permafrost modeling.

Yi Xu received the B.S. degree from Hohai University, Nanjing, China, in 2006,
and the Ph.D. degree from the University of Pittsburgh, Pittsburgh, PA, USA, in
2013.

From 2013 to 2015, he was an Engineer with Tetra Tech Inc., Pasadena, CA,
USA. His research interests include hydrological number modeling and model
development.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


