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Building Footprint Extraction From Unmanned
Aerial Vehicle Images Via PRU-Net: Application to
Change Detection

Wei Liu

Abstract—As the manual detection of building footprint is ineffi-
cient and labor-intensive, this study proposed a method of building
footprint extraction and change detection based on deep convo-
lutional neural networks. The study modified the existing U-Net
model to develop the “PRU-Net” model. PRU-Net incorporates
pyramid scene parsing (PSP) to allow multiscale scene parsing,
a residual block (RB) in ResNet for feature extraction, and focal
loss to address sample imbalance. Within the proposed method,
building footprint extraction is conducted as follows: 1) unmanned
aerial vehicle images are cropped, denoised, and semantically
marked, and datasets are created (including training/validation
and prediction datasets); 2) the training/validation and predic-
tion datasets are input into the full convolutional neural network
PRU-Net for model training/validation and prediction. Compared
with the U-Net, PSP+ U-Net (PU-Net), and U-Net+-+ models,
PRU-Net offers improved footprint extraction of buildings with
a range of sizes and shapes. The large-scale experimental results
demonstrated the effectiveness of the PSP module for multiscale
scene analysis and the RB module for feature extraction. After
demonstrating the improvements in building extraction offered by
PRU-Net, the building footprint results were further processed to
generate a building change map.

Index Terms—Building footprint change detection, deep
convolutional neural network (DCNN), U-Net, unmanned aerial
vehicle (UAV) image.

I. INTRODUCTION

HINA has undergone rapid urban expansion due to accel-
C erated economic development over the past two decades.
This urban expansion has resulted in a continuous increase
in building footprints [1], [2]. The rapid changes in building
footprints have caused many problems, including the deterio-
ration of effective land use, the reduction of cultivated land,
environmental pollution, and ecological destruction [3]. There-
fore, accurate building footprint extraction and detection of the
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building footprint change is critical to the promotion of proper
urban planning and achievement of sustainable economic and
environmental development.

Presently, researchers rely on traditional image processing
techniques to extract building footprint and detect building
related changes in satellite images. These methods have gradu-
ally evolved from pixel-oriented to object-oriented techniques.
Specifically, these methods and models involve the identification
of uniform regions [4], watershed segmentation [5], morpho-
logical index [6], [7], clustering extraction of urban changes
[8]-[10], bottom-up and top-down hybrid algorithms [11], and
simple geometric structure methods [12]. Further, regarding
multitarget change detection, Jabari et al. [ 13] proposed a change
criterion that uses multivariate expansion to overcome nonlinear
imaging condition differences and that utilizes multispectral
properties for optical change detection. Zhang et al. [14] incor-
porated multiscale uncertainty analysis in a novel object-based
change detection technique for unsupervised change detection in
very high-resolution (VHR) images. However, these approaches
have certain limitations. First, the registration of images gener-
ated in the same place but at different times must be highly
accurate to allow for adequate detection performance. In prac-
tice, such high accuracy is often difficult to achieve, resulting in
high omission and error rates [15]. Second, remote sensing data
must meet rigorous requirements (e.g., similar resolutions and
spectral features) and generally rely on artificially designed fea-
tures. Moreover, most image analysis methods are only suitable
for specific data [16]. Therefore, most existing models exhibit
poor generalizability.

To overcome the limitations of traditional building footprint
extraction methods, deep learning technology has developed
rapidly in recent years. Deep convolutional classification net-
works usually comprise a fully connected layer that in turn
requires input images of a fixed size. These network models have
certain disadvantages, including their high storage overhead,
low computational efficiency, and areal sensing restrictions. To
achieve semantic segmentation, Long et al. [17] proposed the
fully convolutional network (FCN); this approach allows the
semantic segmentation of images of arbitrary sizes. However,
the semantic segmentation achieved by FCNs often lacks ad-
equate refinement [18]. Ronnerberger et al. [19] proposed the
U-Net model, an extended FCN that employs a coder—decoder
structure. Through a combination of low-level feature map-
pings, high-level complex features are constructed to achieve
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accurate positioning and address image segmentation. Owing
to its ability to acquire full resolution maps, U-Net has become
a general framework for some of the state-of-the-art semantic
segmentation methods [20], CNNs and U-Net have been widely
used in building footprint extraction [21]-[23]. Yang et al. [24]
benefited from the scalability of CNNs and conducted a novel
comparative analysis of four state-of-the-art CNNs for extracting
building footprints throughout the United States. Majd ez al. [25]
proposed a novel object-based deep CNN (OCNN) framework
for building extraction with VHR images. Saha et al. [26] ex-
ploited CNN features in a novel unsupervised context-sensitive
framework-deep change vector analysis method for building
change detection in multitemporal VHR images. Ji ef al. [27]
designed a Siamese U-Net with shared weights that signifi-
cantly improves the segmentation accuracy. The aforementioned
studies not only developed and validated new CNNs and U-Net
models for building footprint extraction but also proposed the
novel use of unmanned aerial vehicle (UAV) images to improve
building footprint extraction and change detection.

However, the application of U-Net for building extraction
remains hindered by certain limitations. First, U-Net is an FCN
with good scalability, and its final layer features are attained by
sampling, amplifying, and integrating the features of the pre-
vious layers. However, the skip-connection method it employs
causes a semantic gap and does not allow for adequate feature
expression [28]; thus, building footprint changes cannot be
accurately estimated. To solve the semantic gap problem, Zhou
et al. [29] proposed the application of the U-Net++ model; this
model connects the encoder and decoder subnetworks through
a series of nested and dense skip pathways. The redesigned
skip pathways can reduce the semantic gap between the feature
maps of the encoder and decoder subnetworks that often occur
within existing models. Second, the features transmitted by
U-Net may contain classification ambiguity or nonboundary
related information [19] that can affect the classification results
and building boundaries. It is easy to confuse the classification
between artificial objects (e.g., roads and fences) and buildings
[30]. Moreover, the tones and angles of building inclinations
in UAV images vary according to specific UAVs and shooting
angles. Some researchers have proposed that feature extraction
in such models could be improved by inputting multiscale im-
ages and that building location accuracy could be improved by
adding boundary information [20], [31]. However, the above
strategies have two drawbacks. First, multiscale image input
can result in repeated calculations and inefficiency. Second,
the input of boundary information requires additional data and
increased model complexity. Other researchers have contended
that feature extraction could be improved by adjustments to the
CNN itself, such as the incorporation of multiscale fusion and
dilated convolution [32]. Although dilated convolution ensures a
larger receptive field while parameters remain constant, it does
not allow for the effective detection of certain small building
footprints.

To address the above-mentioned problems, this study pro-
poses a new building footprint extraction and change detec-
tion method. First, building footprints are efficiently and ac-
curately extracted from UAV images using the PRU-Net model.
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Subsequently, change detection is performed to identify new and
demolished building footprints. The proposed method improves
on the performance of previous methods in the following four
aspects.

1) Multiscale semantic parsing is performed using a pyramid
scene parsing (PSP) module to allow improved footprint
extraction of various building types.

2) A residual skip pathway is employed to address the se-
mantic gap associated with the skip connection method.

3) A focal-loss (FL) function is utilized in lieu of the cross-
entropy (CE) loss function to mitigate imbalanced build-
ing footprint extraction between positive and negative
samples.

4) The results are processed and combined with GIS spatial
analysis to extract new and demolished building foot-
prints.

To test the performance of the PRU-Net model and its per-
formance in building footprint detection, building footprint ex-
traction experiments were performed over a 230 km? area, and
building footprint change detection was tested over a 46 km?
area. According to experimental results, the PRU-Net model
exhibited strong generalizability, stable performance, and high
robustness.

II. MATERIALS AND METHODS

This study integrated deep convolutional neural networks
(DCNNs) and high-resolution UAV image data to fully tap the
value of UAV images and to extract building footprint and detect
the changes in the images generated at different times using
various shooting angles and definition. The overall framework is
divided into three stages—data preprocessing; PRU-Net model
training, validation, and prediction; and change detection post-
processing. This framework is shown in Fig. 1. First, the train-
ing/validation and prediction datasets are generated using high-
resolution UAV images. Second, the training/validation dataset
is input into the PRU-Net model for training and validation to
obtain the optimized network model. The prediction dataset is
input into the trained PRU-Net model to obtain the building
footprint prediction results. Finally, the prediction results are
processed via the merge, hole filling, projection/registration, and
vectorization operations. Based on vectorization results, new and
demolished building footprints are extracted via buffer, overlay,
and negative intersection operations, successively.

To test the building footprint extraction capacity of the PRU-
Net model, UAV images generated in May 2020 covering ap-
proximately 230 km? of Yizheng City were selected. As shown
in Fig. 2(a), the resolution was 0.1 m, and districts 1, 2, and 3 (in
red boxes) were considered in relatively more detailed building
footprint extraction tests.

UAV images acquired during the two periods covering Jiang-
bei New District in Nanjing were selected to test the efficiency
of the proposed method in detecting the changes in building
footprint. As shown in Fig. 2(b), the resolution was 0.1 m,
area covered measured approximately 46 km?, and UAV images
were generated during two periods: May and August 2020.
Jiangbei New District is a new urban district that underwent
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Fig. 1.

drastic changes in building footprint during the study period.
Therefore, local policymakers need to acquire information on
building footprint change every three months to regulate land
resources. Building footprint change results for districts 1, 2, 3,
4, and 5 were analyzed in detail.

A. Data Preprocessing

In this study, datasets were preprocessed as follows. The
UAV images were linearly stretched by 2%, that is, the pixel
value at which the histogram reached 2% of the total was
used as the lower limit (MinValue), and the pixel value at
which the histogram reached 98% of its highest value was used
as the upper limit (MaxValue). If a pixel value was greater than
the MinValue but less than the MaxValue, it was stretched from
0 to 255. If the pixel value was less than the MinValue, it was set
as 0. If the pixel value was greater than the Max Value, it was set
as 255. This stretching operation was performed to overcome the
considerable color differences between different splicing areas.

The UAV images were classified into three groups—a training
set, a validation set, and a prediction set. A sliding window
was used to maintain a 50% overlap rate for the prediction
set, and each UAV image was divided into 256 x 256-pixel
image blocks. Training and validation images were manually
labeled using the Labelme tool, and the labels were subjected to
one-hot processing to convert them into two-channel data, that
is, building footprints were expressed as 255, and other features
were expressed as 0.
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Fig. 2.  UAV datasets. (a) UAV image of building footprint extraction. (b)
Two-phase UAV image of building footprint change detection.
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Fig. 3. U-Net network structure.

B. U-Net Network Model

U-Net is a network structure proposed in the IEEE Inter-
national Symposium on Biomedical Imaging contest in 2015
[19]. Tts U-shaped structure is realized through a contracting
and expanding network (see Fig. 3).

The contracting network is mainly responsible for the down
sampling and extraction of high-dimensional feature informa-
tion. Each down sampling operation includes two 3 x 3 convo-
lutional operations and one 2 x 2 pooling operation, wherein a
rectified linear unit (ReLU) is used as the activation function.
Each down sampling operation is performed to halve the image
size and double the number of features. The expanding network
is mainly responsible for up sampling. In each up-sampling
operation, the output features are merged with the features of
the mapped contracting network via skip connection to offset the



LIU et al.: BUILDING FOOTPRINT EXTRACTION FROM UNMANNED AERIAL VEHICLE IMAGES VIA PRU-NET

{ Res skip pathways }

256*256*4
128*128%64 256*256*64 256*256*1

128*128*128

RB
® ® ® 64764256
® 32*32*512
Q=

B Concat ¥ Conv ReLU

0 Decoder block @ Res Feature Q> Res block

B AveragePooling
0 Encoder block

¥ UpSampling I DeConv ¥ MaxPooling

O Sigmoid

Fig. 4. PRU-Net network structure.

missing boundary information. Finally, the 1 x 1 convolutional
operation is performed to map the previously extracted features
into the proper category.

Compared with other networks, the advantages of the U-Net
model include its simple structure, short training period, and
smaller number of training parameters. However, the depth of
U-Net is weak compared to that of Inception and ResNet.

C. PRU-Net Network Model

U-Net has demonstrated reliable performance in the seg-
mentation of medical images. However, its feature fusion and
extraction methods are not well diversified owing to its fully
symmetrical decoding—coding method. In this study, a PSP
module [33] was added to the top code block of U-Net, thereby
expanding U-Net’s multiscale feature aggregation ability and
improving its ability to extract building footprints of different
sizes. While the U-Net skip connection method has been ob-
served to effectively restore image details, the direct fusion of
its low- and high-layer features results in a semantic gap [28].
However, the use of residual connection can reduce semantic
gaps. In this study, residual skip pathways are used instead of
the typical U-Net skip connection. The integration of the two
modules mentioned above and incorporation of the improved
loss function in U-Net and the modified U-Net model proposed
in this study is accordingly considered as the “PRU-Net.” Its
structure is shown in Fig. 4.

1) Structure of PRU-Net: As shown in Fig. 4, PRU-Net
features a symmetrical structure with equally sized input and
output images and 23 convolutional layers. Four down sampling
and four up sampling operations are performed. There is no
full connection layer, and the features generated by each layer
contain enhanced semantic information. The left half of the
PRU-Net network is structured as a typical U-Net, wherein
high-layer features are extracted by gradually reducing the
spatial dimensions of input data. As the network’s core entails
four groups of convolutional operations, two consecutive 3 x 3
convolutions (with the same number of convolution kernels) are
used within each group. From the shallow to the deep group, the
number of convolution kernels increases exponentially from 64
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to 512. Spatial dimensionality reduction is performed through a
pooling operation between every two groups, and some unim-
portant high-frequency information is filtered out. As a result,
the spatial size of the feature map is reduced. After the con-
volutional operations, ReLLU is used as the activation function
to reduce training-stage gradient dispersion originating from
network deepening. In addition, a batch norm (BN) layer was
added to the downstream path to enable the normalization of the
features of each network layer in each batch, thereby ensuring
relatively stable distribution of each layer and improving the
model’s convergence rate and capacity [34]. To acquire the
complex features of building footprints with different shapes and
sizes, the PSP module is added to extract multiscale features.

The right half of the network consists of deconvolutional lay-
ers from bottom to top, and the input consists of two parts—deep
abstract features obtained through deconvolution at the upper
layer and features (including shallow local features) generated
by the corresponding left half of the network. The two input
features are integrated through residual skip pathways to grad-
ually restore building footprint details and spatial dimensions.
In addition, a dropout layer was added to the merger path, to
randomly neutralize 50% of the weights of hidden nodes, thereby
improving the generalizability of the network and preventing
overfitting to a certain extent [35]. To eliminate the confusion
of up sampling after feature fusion, a 3 x 3 convolution kernel
is used to perform two convolution operations. After the above
operations have been performed four times, the output images
of the last layer can be restored to the size of the input images,
and each pixel is classified and predicted.

2) Multiscale Scene Parsing: Inputting multiscale images is
a viable solution to the considerable variation in building foot-
prints with respect to material and scale. By inputting multiscale
images, Liu ef al. [31] rendered a network to adopt multiscale
building footprint features. Ji et al. [36] used both original
and down sampled images to influence the SiU-Net model
into adopting multiscale building footprint features. The use of
a multiscale feature extraction module (e.g., ASPP, SPP, and
Vortex) is also a viable solution. The ASPP module introduces
the dilated convolution of different ratios to segment multiscale
features, thereby reducing the loss of information caused by
pooling operations [37]. The SPP module designs pyramid
pooling operations to obtain fixed-length feature dimensions and
multiscale feature information [38], whereas the Vortex module
further improves the ASPP module by adding an average pooling
operation before the dilated convolution to obtain rich feature
information [39]. These modules perform well in natural and
remote sensing image segmentation. However, ASPP, SPP, and
Vortex exhibit difficulty in the acquisition of global information
around building footprints. Considering the improved spatial
resolution of UAV images, building footprints in such images
usually exhibit high intraclass and low interclass differences. In
the process of building footprint extraction, the acquisition of
building footprint features, information on the scene around the
building footprints, and the aggregation of scenes in different
regions is necessary. Thus, scenic information indicative of the
relationship between different subregions can be retained and
building footprints can be extracted more effectively.
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PSP is a feature fusion method based on multiscale pool-
ing [33]. Through average pooling, PSP aggregates multiscale
semantic information from different regions to improve the
network’s ability to obtain global information. Compared with
dilated convolution, pooling operations involve far fewer cal-
culations. To acquire global information on multiscale features
of building footprints, this study introduced the PSP module
after the fourth code block of PRU-Net. Compared with the
PSP module in the study conducted by Zhao et al. [33], the
PSP module proposed in this study directly performs deconvolu-
tion operations without a convolution dimensionality reduction
after average pooling at each layer. In the process, it selects
an appropriate layer and average-pooling factor for the UAV
image set. As shown in Fig. 5, the PSP module uses 16 x
16, 8 x 8, and 2 x 2 average pooling for feature mapping to
generate multiscale features, including 1 x 1,4 x 4, and 8 x
8 features. Then, the multiscale features are up sampled and
restored to match the size of the original input features, and
fused features are generated through aggregation operations.
Finally, PSP features are generated through 1 x 1 convolution
of the fused features. The PSP module contains hierarchical
global information on different scales, thereby enabling PRU-
Net to fully acquire global information on multiscale building
footprints.

3) Residual Skip Pathways: A unique contribution of U-Net
was its introduction of skip connections; this innovation enabled
the network to offset spatial information lost in pooling opera-
tions during coding and decoding [40]. However, the first skip
connection of U-Net merges features after the first pooling oper-
ation and features before the last deconvolution operation. The
former are low-level features, whereas the latter are advanced
features that contain rich semantic information resulting in the
semantic gap identified by Ibtehaz and Rahman [28] who thus
proposed the use of residual connection instead of the original
skip connections. In this study, residual connections are used
as reference in the network, and the improved residual skip
pathways were integrated into the PRU-Net network model.
This residual structure may also alleviate potential degradation
associated with deep network optimization [41].

As shown in Fig. 6(b), a residual skip pathway comprises
n residual blocks (RBs) that are connected in a head-to-tail
manner. Feature F" is acquired after feature F’ 1 acquired by
the coder, and is extracted by n RBs. The deconvolved features
are fused with F7" and are then jointly input into the decoder.
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The process of RB extraction is described as
F/*' = R[N(Fj @ C1]®R[ N (Fj ® Cs] (1)

where FJ’ denotes the original features after the RB is input,

and F;H denotes the features after extraction by the RB. In
addition, ® denotes the convolution operation, ®denotes the
“add” operation, C; and Cg, respectively, denote the 1 x 1
and 3 x 3 convolution kernels, N denotes the BN layer, and
R denotes ReLLU. The overall design is referred to as RB, as
shown in Fig. 6(a). The RB does not change the number of
channels or the size of any feature. Considering the calculation
efficiency, a varying number of RB is set in the residual skip
pathway of each layer. Three main combination modes (2/2/2/2,
1/2/3/4, and 2/4/6/8) are employed to extract residual features.
For example, 2/2/2/2 indicates that two RBs are used in the
residual skip pathway of each layer, and this combination mode
was found to yield optimum performance. Therefore, the 2/2/2/2
RB structure was used in the PRU-Net network.

4) Loss Function: Imbalanced data categories often affect
model performance. According to the calculations, the pixels
occupied by building footprints and backgrounds accounted
for 9% and 91% of the dataset for Jiangbei New District and
13% and 87% of the dataset for Yizheng City, respectively.
Therefore, it is necessary to address the imbalance between
categories. Typical solutions to data imbalance issues include: 1)
increasing the number of samples of low-data categories and 2)
designing a cost function to promote network learning of positive
examples. The first solution requires copious amounts of manual
marking and is very time consuming. As the main objective of
this study was to extract building footprint from UAV images
(i.e., dichotomy problem), a cost function was considered. In
semantic segmentation, CE loss is often used as the optimized
cost function to address dichotomy problems, as expressed in

J— / 1 —
CE (4,1 { log (v') ify =1

—log(1—9') ify=0 )

where y is a one-hot vector (values: 0 and 1; if the category is
the same as that in the label, the value is 1; otherwise, the value



LIU et al.: BUILDING FOOTPRINT EXTRACTION FROM UNMANNED AERIAL VEHICLE IMAGES VIA PRU-NET

is 0), and y’ denotes the probability of the prediction result with
respect to the label. However, when CE loss is used to segment
building footprints and backgrounds, and building pixels are far
fewer than background pixels, the model can become severely
biased toward backgrounds, resulting in poor building footprint
extraction.

Weighted CE (WCE) can be used to address this problem.
Specifically, the weight penalty factor a is applied to background
samples to reduce the preference of the model for background
samples and to improve building footprint extraction, as shown
in

/ —alog (v ify=1

WCE (yy) = {— §l —(a)%og(l —y)ify=0 ©
where a represents a balance between the number of building
footprint samples and that of background samples. However,
a large number of building footprint extraction targets is easy
negative samples. Although the loss value of these samples
is exceptionally low, the number of easy negative samples is
relatively too large. Easy negative samples ultimately dominate
the total loss value, resulting in low building footprint extraction
accuracy.

As the use of easy negative samples scarcely improves model
performance, the model should mainly focus on difficult nega-
tive samples. Lin et al. [42] proposed adding the  penalty factor
to improve FL, wherein the loss value of samples with a high
degree of confidence is appropriately reduced. Thus, the model
prioritizes difficult negative samples, as expressed in

n_ [ =y) log(y) ify =1
Overall, (3) addresses the imbalance between positive and
negative samples, and (4) addresses the imbalance between
difficult and easy samples. Equation (5) combines elements of
(4) and (5), thereby optimizing FL.

n_ [mal=y) log(y)  ify=1

FL (y.9) = {—(1 —a)y"log(1—y) ify=0.

Specifically, a solves the imbalance between positive and

negative samples, and v solves the imbalance between difficult

and easy samples. The incorporation of FL as presented in (5)

allows the proposed model to focus on difficult negative samples
and improves the accuracy of building footprint extraction.

(&)

D. Change Detection Postprocessing

Change detection was performed in two steps. Step 1 ad-
dressed isolated points, planes, and holes in the building foot-
print extraction results yielded by the PRU-Net model. To op-
timize the results, such disturbances must be removed through
hole filling, smoothing, and erosion. In addition, it was necessary
to perform merge, projection, registration, and vectorization
operations on the optimized results. Hole filling and smooth-
ing were performed using the floodFill and Dilation functions,
respectively, in OpenCV, whereas erosion was performed using
the SieveFilter function in GDAL. Projection, registration, and
vectorization operations were performed using specific tools in
ArcGIS.
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Fig. 7. Postprocessing of building footprint change detection.

As the UAV images were generated from different shooting
angles during the two shooting periods, the building footprints
captured in these images were displaced relative to each other.
Thus, in step 2, it was necessary to perform overlay analysis
by building a buffer area to detect building footprint changes.
Specifically, buffer areas were built according to the image
vectorization results (generated in step 1) for the two sets of
UAV images. Based on the buffer areas, the operations specified
in Fig. 7 were performed, which ultimately allowed for the
acquisition of new and demolished building footprints.

1) Demolished Building Footprints: The building footprint
vector layer was buffered, and the preimage and proimage build-
ing footprint vector buffer layers were generated, in succession.
To extract nonoverlapping regions, a negative intersection oper-
ation was performed on the preimage building footprint vector
layer and the proimage building footprint vector buffer layer.
Intersection processing was performed on the nonoverlapping
region layer and preimage vector layer to obtain demolished
building footprint incomplete region. Field values were added
to the demolished building footprint incomplete region, and the
same field was added to the preimage vector layer (with different
field values). The two phases of layers were connected to one
view by the spatial join operation, and the demolished building
footprints were selected by conditional filtering.

2) New Building Footprints: To extract nonoverlapping re-
gions, anegative intersection operation was performed on proim-
age building footprint vector layer and preimage building foot-
print vector buffer layer. Intersection processing was performed
on the nonoverlapping region layer and proimage vector layer
to obtain new building footprint incomplete region. Field values
were added to the new building footprint incomplete region,
and the same field was added to the proimage vector layer (with
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EXPERIMENT CONFIGURATION

CPU GPU Memo Syste Dis TensorFl ~Ker Pyth CUD
ry m k ow as on A
Intel
Xeo Ubun
no PP e w3t 200 H 300 90
E5- 16.04
V4
TABLE I
HYPERPARAMETER CONFIGURATION
Hyper parameter U-Net  PU-Net(Unet+PSP)  PRU-Net
Number of iterations 100 200 200
Learning rate le-4 le-4 le-4
Batch size 12 12 12
Image enhancement Yes Yes Yes

different field values). The two phases of layers were connected
to one view by spatial join operation, and the new building
footprints were selected by conditional filtering.

E. Evaluation Metrics

To objectively evaluate the performance of the PRU-Net
model, this study utilized five common assessment indicators:
Precision, recall, F1 score, intersection over union (IoU), and
kappa

Precision = TP/ (TP + FP) (6)
Recall = TP/(TP+ FN) (7

Precision x Recall
F1 =2 8
x Precision + Recall ®)

IoU = Area(DNT)/(DUT) )

(TP +TN) /N — (TP + FP) (FN + TN) /N?
1— (TP + FP)(FN + TN) /N2

Kappa =
(10)

TP, FP, FN, and TN stand for true positives, false positives,
false negatives, and true negatives, respectively. D is the detected
building, T'is the ground truth buildings, and N is the total number
of samples.

III. RESULTS

A. Network Training and Optimization

The network model proposed in this study was based on the
deep learning platform Tensorflow2.0 and Keras 2.1.5 coding.
Two NVIDIA Quadro GPUs (memory: 16 GB) were used for
model operation, as described in Table I. The batch size was
set to 12, and the learning rate was set to le-4. Hyperparameters
were all determined experimentally, as described in Table II. The
Adam optimization function was used in this study owing to its
high calculation efficiency, relatively low memory consumption,
and superior performance in addressing nonstationary models.
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To improve the generalizability of the model and eliminate
overfitting, the dataset was enhanced through random inversion,
translation, and zooming and noise adjustments; dropout and
BN layers were added to reduce the effect of overfitting. The
dropout rate was set to 0.5. To prevent overfitting, training was
sometimes terminated earlier than planned. Hence, the number
of training iterations completed by the model may differ from
the initial settings; however, this did not affect the comparative
evaluation of network segmentation performance.

B. Building Footprint Extraction Results

A building footprint extraction experiment was performed
using UAV images of Yizheng City to test the performance of
different network models. Fig. 8 compares the building foot-
print extraction performance of U-Net, PU-Net, U-Net++-, and
PRU-Net. Green denotes TP, blue denotes FN, and red denotes
FP. The first through sixth columns represent the original image,
label, U-Net, PU-Net, U-Net+-+, and PRU-Net, respectively.
U-Net had the highest detection error rate, manifested as a
large number of red pixels. Compared with U-Net, PU-Net
produced better results, but still exhibited a relatively higher
FN, manifested as a large number of blue pixels. Compared
with PU-Net, U-Net++ reduces the misjudgment of roads and
water bodies as building footprints with high precision but a
low recall rate. PRU-Net extracts the boundary of the building
footprint clearly more in line with the actual shape of the building
footprint. Moreover, it can show more detailed information of
the building footprint, and the phenomena of speckles and holes
were basically eliminated.

The first test image represented a suburban area and contained
many factories and some dense building footprints. U-Net could
not identify the large building footprints accurately. PU-Net
offered better detection than U-Net, but has a high detection
omission rate. U-Net++ is similar to PU-Net with respect
to building footprints extraction. PRU-Net detected more large

. building footprints that better reflected the actual contours of

building footprints; the recall and IoU could reach 0.9565 and
0.7238, respectively (see Table III). The second test image rep-
resented the city center. In this image, building footprint groups
were very dense, and building footprint types are complex,
thereby complicating the extraction process. U-Net, PU-Net, and
PRU-Net effectively extracted dense building footprint groups.
However, the overall identification accuracy of U-Net was low,
for example, it misclassified some roads as building footprints,
and its recall was merely 0.8535 (see Table III). The detection
error rate of PU-Net and U-Net++ was marginally reduced,
as indicated by its markedly fewer red pixels. PRU-Net again
yielded the most optimal building footprint extraction, and its
recall rate was as high as 0.9346 (see Table III). The third test
image represented the new urban area. It contained regularly
arranged high-rise building footprints and dense and scattered
low building footprints. U-Net was prone to misclassify roads as
building footprints and had a remarkably high omission rate that
manifested as a few green pixels and many red pixels. PU-Net
reduced the omission rate to a certain extent and yielded a4.17%
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“Image (1,2 and 3) Label U-Net

Fig. 8. Results of building footprint extraction (green: TP, blue: FN, red: FP).

TABLE III
COMPARISON OF BUILDING FOOTPRINT EXTRACTION ACCURACY

Image Model Precision  Recall Fl1 Kappa ToU
U-Net 0.8487  0.8040 0.8563 0.8015 0.5986
PU-Net 0.8794  0.8994 0.8893  0.8357 0.6458
Imagel
U-Net++ 0.8912 0.8765 0.8837 0.8379  0.6472
PRU-Net  0.8886  0.9565 0.9213 0.8932 0.7238
U-Net 0.8017  0.8535 0.8268 0.7843  0.5696
PU-Net 0.8154  0.8931 0.8525 0.8013  0.5855
Image 2
U-Net++ 0.8375 0.8642 0.8506 0.7993  0.5764
PRU-Net  0.8404  0.9346 0.8850 0.8471 0.6724
U-Net 0.8100  0.8732  0.8404 0.7912  0.6067
PU-Net 0.8370  0.9096 0.8718 0.8237  0.6437
Image 3
U-Net++ 0.8598 0.8764 0.8680 0.8132  0.6503
PRU-Net  0.8569 09518 0.9019 0.8653 0.6984

increase in recall ratio. PRU-Net did not misclassify roads as
building footprints and yielded optimum detection among the
four models.

Table III quantitatively compares the performance of the
four models. In suburbs, city centers, and new urban areas,
U-Net yielded a kappa value of 0.8051, 0.7843, and 0.7912,
respectively. The PU-Net and U-Net++ models exhibited aver-
age detection ability, thereby yielding average kappa accuracy.
However, the PRU-Net can yield the highest kappa values,
compared with the U-Net, exhibiting relative improvement in
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PU-Net (PSP-+U-Net)

U-Net++

PRU-Net

performance: 11.44%, 8.01%, and 9.37% improvement in sub-
urbs, city centers, and new urban areas, respectively. In suburbs
and new urban areas, the U-Net++ model yielded the highest
precision. Meanwhile, the PRU-Net model yielded the highest
and most stable recall rate, F1, kappa, and IoU, indicating that it
achieves a better balance of precision and recall. Thus, the use
of PRU-Net is clearly beneficial in the extraction of building
footprints from UAV images.

C. Building Footprint Change Detection Results

UAV images covering a 46 km? area in Jiangbei New District
of Nanjing City were selected to conduct a large-scale exper-
iment of building footprint change detection. First, the trained
PRU-Net network was used to extract building footprints (see
Fig. 9). Then, based on the building footprint extraction results,
change detection postprocessing was conducted to obtain infor-
mation on new and demolished building footprints (see Fig. 10).

As shown in Fig. 9, definition and shooting angle of the
UAV images obtained during the two periods differed, causing
building footprint parallax distortion. In the preimages, spectral
information was weak, and image definition was affected to
some extent. Therefore, many holes and tiny spots existed in the
building footprint extraction results, and the building footprint
boundaries were not sufficiently smooth. These adverse effects
were eliminated through hole filling, smoothing, and erosion,
yielding a minor impact on building footprint change detection.
In addition, the definition of preimages was relatively low;
therefore, some building footprints in the preimages were not
detected. However, such building footprints were detected in the
higher quality postimages. For example, the building footprint
in the blue box in the fourth row in Fig. 9 had a significant
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2.9. Building footprint extraction results.

impact on the building footprint change detection results, as it
was inaccurately classified as a new building footprint. However,
overall, PRU-Net managed to produce good building footprint
extraction results from the postimages, and the building foot-
print boundaries in the postimages were relatively clear, thereby
facilitating building footprint change detection postprocessing.

In Fig. 10, the first line is building footprint vectorization
results of overall layer, the yellow vector patches are preimage
building footprint extraction results, and the blue vector patches
represent postimage building footprint extraction results. In the
second line, the yellow vector patches represent the close-up of
the preimage building footprint extraction results, and the blue
vector patches represent the close-up of the postimage building
footprint extraction results. The third line is building footprint
change detection results of overall layer; red vector patches were
demolished building footprints, and blue vector patches are new
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Fig. 10.  Postprocessing results of building footprint change detection.

building footprints. In the fourth line, red vector patches rep-
resent demolished building footprints close-up, and blue vector
patches represent new building footprints close-up. From the
detection of the building footprint in the blue box in the fourth
row of Fig. 10, the building footprint was evidently regarded as
a new building footprint due to inaccurate interpretation results
that had a relatively greater impact on the detection results.
Owing to the differences in the shooting angle of the UVA
images, building footprints can sometimes appear to be parallax
distortion. During building footprint change detection postpro-
cessing, the choice of buffer radius is particularly important,
which considerably affects the results. The buffer radius should
be determined strictly according to the maximum parallax dis-
tortion of the unchanging building footprint before and after
the time phase. In this study, the experimental results showed
that a buffer radius of 15 m was suitable for the target area. The
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Fig. 11.  Visualization of building footprint extraction feature.

TABLE IV
COMPARISON OF DIFFERENT MODELS (THE FIRST ROW PRESENTS RESULTS OF
THE BENCHMARK U- NET MODEL; THE SECOND ROW PRESENTS RESULTS
WITH THE ADDED PSP MODULE; THE THIRD ROW PRESENTS RESULTS WITH
THE ADDITION OF AN RB; THE FOURTH ROW PRESENTS RESULTS WITH THE
ADDITION OF AN FL. MODULE)

Model Precision  Recall Fl1 Kappa IoU
Baseline 0.8207 0.8636  0.8416 0.7952  0.5857
+PSP 0.8472 0.8982 0.8720 0.8186  0.6201
+PSP+RB 0.8556  0.9374 0.8946 0.8514 0.6806
+PSP+ RB+FL  0.8629 0.9501 0.9044 0.8645 0.6951

impact of building footprint parallax distortion will be discussed
in further detail below.

IV. DISCUSSION
A. Visual Analysis of Multiscale Scene Parsing

To explore the feature segmentation ability of the multiscale
scene analysis module, visual analysis of the network features
was performed. Fig. 11 shows the multiscale scene-parsing mod-
ule and the top convolution output (i.e., top block) after the fourth
down sampling by the original U-Net. Fig. 11(a)—(c) shows the
convolution output associated with three levels (red, blue, and
green) in Fig. 5, and Fig. 11(d) shows a feature output channel of
the module. Fig. 11(g)—(j) presents four feature graphs of the two
convolutional layers of the top block. Compared to the original
U-Net module, the PSP module extracted more detailed building
footprint features. Fig. 11(e) and (k) shows the output of the last
convolutional layer of the PSP and U-Net modules, respectively.
After the introduction of the PSP module, the network also
maintained high feature output when the final convolution was
activated. Fig. 11(f) and (i) shows the final prediction results of
the two networks. The network incorporating the PSP module
acquired additional building footprint features and yielded more
accurate predictions than the original U-Net network.

B. Impact of Network Module on Building Footprint
Extraction

Table I'V presents the test results concerning multiscale scene
parsing, residual skip pathways, and different loss function
modules. As described in Table IV, the PSP module in the second
model allowed for multiscale feature aggregation and thus could
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capture the building footprint information that was more in line
with real labels. In addition, it improved the IoU by 5.87%.
The introduction of the RB module in the third model offset
the semantic gap arising from the skip connection between the
bottom and top layers of the network. In addition, the precision
rate, recall ratio, F1, and IoU were improved to a certain degree.
Specifically, the precision rate was improved by 4.25%, the
recall ratio by 8.55%, F1 by 6.30%, and IoU drastically by
16.2%. Following the addition of the PSP and RB modules,
the possibility of misclassifying roads and water bodies as
building footprints was significantly reduced, and the detection
rate of large building footprints was also significantly improved,
thereby improving the IoU of building footprints significantly.
FL fine-tuning training was incorporated into the fourth model to
improve the model’s ability to detect difficult negative samples,
especially building footprint boundaries. Under the fourth model
configuration, precision rate, recall ratio, F1, and IoU reached
their peaks. The incorporation of FL effected a continuous 2.13%
improvement in IoU.

C. Impact of Parallax Distortion on Building Footprint
Change Detection

With respect to building footprint change detection, UAV
images significantly differ from VHR image sets. Usually, VHR
images shooting height can reach several hundred kilometers.
For the VHR images, the effect of parallax distortion on building
footprints caused by tones and angles can be disregarded because
of the high orbit at which these images were captured. However,
UAV flying height typically does not exceed 1000 m, so the
tones and angles of building footprint inclination in UAV images
vary drastically according to specific UAVs and shooting angles,
especially with respect to high-rise buildings [see Fig. 12(a)
and (b)]. This can greatly influence the detection of building
footprint changes in two-stage UAV images. The building foot-
print extraction and vectorization results shown in Fig. 12(c)—(f)
indicate that parallax distortion had a minor impact on the
detection of low building footprints but a significant impact
on the detection of high-rise building footprints. To eliminate
the impact of parallax distortion on high-rise building footprint
change detection, it was necessary to perform buffer processing
on building footprints, and it was particularly important to select
areasonable buffer radius. Fig. 12(g) and (h) shows the building
footprint change detection results when the buffer distance was
set to 5 m. For buildings with a parallax distortion that exceeded
5 m, the results contained several errors. However, due to the
short buffer distance, slight building footprint changes in the
small building footprints surrounding high rises were generally
well detected [as shown in the blue boxes in Fig. 12(g) and (h)].
Fig. 12(i) and (j) shows the change detection results when the
buffer distance was 10 m. A moderate number of errors was
observed for building footprints with a parallax distortion that
exceeded 10 m, and the changes in some small buildings close
to the high-rise building within 10 m were not detected [e.g., the
small new building footprints in the blue box in Fig. 12(j) were
not detected successfully]. Fig. 12(k) and (1) shows the change
detection results when the buffer distance is 15 m. While some
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(a) and (b) Two-phase UAV images. (c) and (d) PRU-Net extraction results. (e) and (f) Vectorized results. Building footprint changes results under the

conditions of (g) and (h) 5 m; (i) and (j) 10 m; and (k) and (1) 15 m buffer distances, respectively (red represents the demolished building footprint and green

represents the new building footprint).

TABLE V
IMPACT OF PARALLAX DISTORTION DISTANCE ON DETECTION RESULTS OF
BUILDING FOOTPRINT CHANGE

Distance (m) Precision  Recall F1
5 0.8182 0.9825  0.8929
10 0.8486 0.9632  0.9023
15 0.9618 0.9517  0.9567
20 0.9642 09135 0.9382

changes in small buildings next to high rises were not detected
[blue box in Fig. 12(1)], overall errors in building footprint
change detection were reduced effectively.

Table V shows the impact of parallax distortion distance on
the results of change detection of building footprint. The highest
recall was 0.9825 when the distance was set to 5 m. However, the
parallax distortion distance of many high-rise buildings exceeds
5 m, yielding a precision of only 0.8182 in building change
detection. When the distance of parallax distortion is set to 20
m, the highest precision can be obtained, but recall is reduced
to 0.9135. When the parallax distortion distance is set to 15 m,
a more balanced precision and recall can be obtained, and the
F1 value is 0.9567, which is the highest. When the parallax
distortion distance changes from 10 to 15 m, the precision
drastically changes from 0.8486 to 0.9618, indicating that the
parallax distortion distance of high-rise buildings in this study
region ranged between 10 and 15 m. Based on these results, the
recommended parallax distortion distance was set at 15 m.

V. CONCLUSION

This study proposed a building footprint extraction and
change detection method. The proposed fully convolutional
PRU-Net network was used to extract building footprints from
UAV images with varying definition and shooting angle. Build-
ing footprint change detection postprocessing was used to ad-
dress the significant parallax distortion changes in building foot-
prints within UAV images acquired during two different periods.
A large-scale experiment confirmed that the proposed method
can automatically perform accurate building footprint extraction
from multiperiod, multiangle, and multiresolution UAV images,
and the results can be applied to quickly identify building foot-
print changes. The proposed method can effectively detect the
new and demolished building footprints in UAV images. How-
ever, the current method requires postprocessing, and an end-to-
end building footprint change detection network model could be
established in the future to realize building footprint change de-
tection in one step. Overall, the results suggest that the proposed
method is efficient and practical for extensive use, including in
newly developed urban areas that are experiencing rapid change
and thus must be routinely re-evaluated by policymakers.
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