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SCBSS Signal De-Noising Method of Integrating
EEMD and ESMD for Dynamic Deflection of

Bridges Using GBSAR
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Abstract—Ground-based synthetic aperture radar (GBSAR)
technology, as a new measurement technology, has the advantages
of noncontact measurements, high precision, and all-weather mea-
surement capability, and it has been widely used for bridge dynamic
deflection measurements. In order to reduce the influence of noise
in dynamic deflection of bridges obtained using GBSAR, this article
proposes a single-channel blind source separation signal (SCBSS)
de-noising method to obtain the denoised dynamic deflection of
bridges. First, the extreme-point symmetric mode decomposition
(ESMD) method and the ensemble empirical mode decomposition
(EEMD) method are used to decompose the obtained dynamic
deflection—as the original observation signal—into a series of
intrinsic mode functions (IMFs) and a residual R. Second, the
Spearman’s Rho of each IMF with the original observation signal is
calculated to remove the dominant IMFs of high-frequency noise.
Third, the remaining IMFs and R decomposed by ESMD and
EEMD are reconstructed into two sets of new signals, which form a
new virtual multichannel data with the original observation signal.
Finally, blind source separation is performed on the new virtual
multichannel signal to obtain separated signal components. The
separate signal components are converted in the frequency domain
using the fast Fourier transform algorithm, and the noise signal
components are identified using a spectrum analysis, to achieve
further removal of noise information. The results of both simulated
and on-site experiments show that the SCBSS signal de-noising
method has a powerful signal de-noising ability.

Index Terms—Dynamic deflection, ensemble empirical
mode decomposition (EEMD), extreme-point symmetric mode
decomposition (ESMD), ground-based synthetic aperture radar
(GBSAR), signal de-noising, single-channel blind source separation
(SCBSS).
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I. INTRODUCTION

I T PLAYS an important role for bridges in transportation
networks. However, due to the combination of factors, such

as service life, environment, overload, and geological activities,
the load-carrying capacity of bridges is gradually decreasing
[1]–[3]. In severe cases, it can cause to collapse of bridges sud-
denly, leading to loss of life and property. Therefore, it is of vital
importance for damage detection of bridges. In recent years, with
the advantages of noncontact measurements, high-precision,
all-weather and all-day measurements, ground-based synthetic
aperture radar (GBSAR) technology, as a new measurement
technology, has been used extensively for dynamic deflection
measurements of bridges [4], [5]. However, complex noise exists
in the obtained dynamic deflection of bridges using GBSAR.
Among them, the noise is mainly generated by the surrounding
environment (such as the interference of vehicles and pedestrians
around the equipment to the radar beam), and the equipment
itself (equipment internal error), which affects the extraction of
useful information in the data analysis, and reduces the accuracy
of damage detection [6]. Therefore, it is an essential importance
to reduce the influence of noise information in the obtained
dynamic deflection of bridges using GBSAR.

At present, the main signal de-noising methods for time-series
data include the filtering method [7], [8], the wavelet transform
method [9]–[11], and the empirical mode decomposition (EMD)
method [12], [13]. The filtering method usually requires prior
information about the statistical characteristics of the signal and
noise [8]. Therefore, without any prior information, the filtering
method is not suitable for signal de-noising of the nonstationary
dynamic deflection obtained by GBSAR. The wavelet transform
method is easily affected by the choice of wavelet basis, and dif-
ferent noise frequency scales require different wavelet threshold
criteria. It needs to set wavelet threshold and choose wavelet
basis artificially, which leads to a lack of self-adaptability,
and is not suitable for nonlinear signals [11]. In this study, if
the monitored bridge was damaged, it should be a nonlinear
signal for the obtained dynamic deflection. In addition, it is
difficult to determine the appropriate wavelet basis and wavelet
threshold criteria. The EMD method can adaptively decompose
a nonstationary signal into a series of intrinsic mode functions
(IMFs) [12]. However, the decomposed IMFs have the problem
of mode mixing, which may result in a loss of accuracy [13]. To
solve the problem of mode mixing, the ensemble empirical mode
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decomposition (EEMD) method is proposed, which takes the
EMD method as the core and inherits the advantages of the EMD
method [14]. The EEMD method repeatedly decomposes the
original signal with the added white noise into a series of IMFs
and further calculates the average value of multiple decomposed
IMFs to alleviate mode mixing, which has been widely used in
the field of signal de-noising [15]. Moreover, the extreme-point
symmetric mode decomposition (ESMD) method, proposed by
Wang and Li [16], is a new time-frequency analysis method
and a new development of the EMD method. This method can
adaptively determine the optimal global mean curve, thereby
decomposing any complex original signal into a series of dif-
ferent physical meaning IMFs, which is now widely used for
signal de-noising in the fields of information science, ocean
and atmospheric science, economics, and seismology [17]. The
traditional EMD de-noising method, EEMD de-noising method,
and ESMD de-noising method reduce the influence of noise by
eliminating a certain number of low-order IMFs with relatively
high frequencies [13], [15], [18]. However, there will inevitably
be low-frequency noise and some residual high-frequency noise
in the remaining IMFs, and it is difficult to remove the influence
of possible low-frequency noise using the above three methods
directly.

The blind source separation (BSS) algorithm can be used to
obtain the estimation of the source signal based on the observed
signals with little or no prior knowledge. Recently, it has been
widely used in wireless communication, biomedicine, speech
signal processing, and signal de-noising [19], [20]. In this study,
it is a complicated nonstationary time-series displacement that
mixes the useful signal with noise for the obtained dynamic de-
flection of bridges using GBSAR. Therefore, noise information
can be regarded as an independent source signal. The useful
information and noise information can be extracted from the
original observation data using the BSS method, which can
eliminate the influence of noise for the original observation data.
According to the relationship between the number of sensors and
the number of source signals, the BSS method can be divided
into the overdetermined BSS method (the number of sensors
is greater than the source signal), the positive determined BSS
method (the number of sensors is equal to the source signal),
and the underdetermined BSS method (the number of sensors
is less than source signal) [21]. However, limited by equipment
prices and on-site environment, it is difficult to carry out si-
multaneous dynamic deflection measurement of bridges using
multiple GBSAR instruments. Only a sensor is used to obtain
the dynamic deflection of bridges. Therefore, single-channel
blind source separation (SCBSS) has become a research hotspot,
which is an extreme case of the undetermined BSS method, using
a single sensor to receive multiple source signals and perform
the separation. It is now widely used in the biomedicine and
acoustic monitoring field [22]–[25].

In general, SCBSS can be divided into three separation
methods, including the signal parameter differences method
[24], [25], the transform domain filtering method [26], [27], and
the virtual multichannel method [28]–[31]. The signal parameter
differences method uses the difference of component signals on
a certain parameter (time-delay, amplitude, frequency, etc.) to

select an algorithm to perform SCBSS [25]. Therefore, without
any prior information, the signal parameter differences method is
not suitable for signal de-noising of the nonstationary dynamic
deflection obtained using GBSAR. The transform domain
filtering method maps the mixed signal to a single domain or a
joint domain through some reversible transformation, finds the
difference of the source signal in this domain, and constructs a
filter in this domain to separate each source signal [26]. However,
this method also needs the prior information on the statistical
characteristics of signal and noise, and the results are easily
affected by the different filters [27]. The virtual multichannel
method is to convert the single-channel mixed signal into virtual
multichannel signals through mathematical transformation, so
that it meets the conditions of the classic BSS algorithm and
realizes the separation of source signals [28], [29]. Compared
with the previous two methods, the virtual multichannel
separation method has a wider adaptability, which does not
need to target a specific signal, and does not need to rely on the
a priori characteristics of the signal. This method now mainly
includes the space-time method [23]–[28], the over-sampling
method [29], the singular spectrum analysis (SSA) method [22],
and the time-frequency domain analysis method [30]–[33].
The space-time method is to obtain the multichannel data by
delaying the observed single-channel mixed signal. However,
the results are easily affected by the choice of delay data, and
the separation effect is poor when the mixed signal spectrum is
close [28]. The oversampling method is to obtain multichannel
data by fractional interval resampling method. The greater the
sampling frequency of this method, the better the signal quality.
However, the increase in sampling frequency leads to slower
algorithm convergence and this method is suitable for stationary
signals [29]. The SSA method converts 1-D time-series data
into multidimensional series with principal component analysis
to obtain different components, and selects several components
to reconstruct multiple required data sets, which is suitable for
nonlinear data analysis in this study. However, the SAA method
needs to manually set the window function size [22].

The time-frequency domain analysis method decomposes
single-channel data to obtain multichannel data according to
the signal frequency characteristics, such as the wavelet decom-
position method [30] and the EMD method [31]. The wavelet
decomposition method uses the wavelet basis function to decom-
pose the original single-channel signal into subcomponents of
each frequency, and then reconstruct the subcomponent signals
separately to obtain multipath signals [30].The EMD method can
adaptively decompose the signal into a series of IMFs, and select
the appropriate IMFs and original data to form a multichannel
signal [12], [31]. The common point of the above two methods
is that the original observation signal is mapped to a multidi-
mensional space through a certain method to obtain multiple
components, and the components of interest are selected from
the original observation signal to form multiple signals for BSS
[30]–[33]. However, the components selected by these methods
cannot contain all the features of useful information, which will
cause the loss of some data details.

The EEMD and ESMD methods can adaptively decompose
the signal into a series of IMFs from high frequency to low
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frequency, which can also reduce the influence of mode-mixing
problem. Furthermore, due to different interpolation methods
(EEMD uses external envelope interpolation, while ESMD uses
internal pole symmetric interpolation), it should be different
for the decomposed IMFs by the EEMD and ESMD methods,
respectively, and the high-frequency noise-dominated IMFs will
be also different. Therefore, aiming to reduce the influence of
noise information in the dynamic deflection of bridges obtained
using GBSAR effectively, an SCBSS signal de-noising method
of integrating the EEMD and ESMD methods is proposed for
dynamic deflection of bridges using GBSAR in this study. The
ESMD and EEMD methods are used to decompose the obtained
dynamic deflection signal (the original observation signal) by
GBSAR into a series of IMFs and a residual R. Spearman’s
Rho is used to remove the low-order IMFs to eliminate the
influence of high-frequency noise. The remaining IMFs and
R decomposed by the ESMD and EEMD methods are recon-
structed to obtain two sets of new signals. The two new signals
are combined with the original observation signals to form three
virtual multichannel signals, which contain the same useful
information. The BSS method is used to separate the above
three virtual multichannel signals to obtain the separated signal
components, and extract useful information from the separated
signal components to further remove low-frequency noise and
some residual high-frequency noise.

II. METHODS

A. Blind Source Separation

BSS technique can separate multiple source signals acquired
in the same time domain by multiple sensors without any prior
information—even when the mixed model of different signals is
unknown. For instantaneous linear BSS system model, S(t) =
[s1(t)s2(t) . . . sn(t)]

T representsn statistically independent un-
known source signals. X(t) = [x1(t)x2(t) . . . xm(t)]T denotes
m observation signals, and N(t) = [n1(t)n2(t) . . . nm(t)]T are
channel interference noise [19], [34], [35]. Then, an instanta-
neous linear BSS system model can be described as follows:

X (t) = A× S (t)+N (t) (1)

where A denotes an m× n mixing matrix. In actual processing,
channel interference noise can be regarded as an independent
source signal. Therefore, the linear mixed model can also be
described as follows:

X (t) = A× S (t) . (2)

The essence of BSS is to find a separation matrix B, so that
Y (t) = BX(t) is an optimal estimate of the source signal, which
is obtained from the original observation signal X(t) through
the separation matrix B. It can be seen from (2) that only when
matrix A is a nonsingular matrix, that is, m ≥ n, there is a
matrix B to realize the separation of the original observation
signal X(t) to obtain the estimate of the source signal Y (t)
[32]. Therefore, in order to achieve blind separation of different
source signals, the number of input observation signals must be
greater than or equal to the number of separated source signals.

Fig. 1. Flowchart of the proposed de-noising method for the obtained dynamic
deflection of bridges using ground-based synthetic aperture radar (GBSAR).

B. Single-Channel Blind Source Separation

In this study, limited by the price of the equipment and on-site
environment, only a nonlinear and nonstationary signal for the
dynamic deflection of bridges can be obtained by GBSAR. The
EEMD and ESMD methods can adaptively decompose the non-
linear and nonstationary signal with the time-frequency charac-
teristics of the signal [33]. Therefore, for the dynamic deflection
data obtained by GBSAR, this study proposes an SCBSS signal
de-noising method of integrating EEMD and ESMD methods.
Fig. 1 shows the entire workflow of the proposed signal de-
noising method for the obtained dynamic deflection of bridges
using GBSAR, which includes the following three technologies:
1) The original observation signal is decomposed into a series
of IMFs through the EEMD and ESMD methods, respectively,
and the Spearman’s Rho is calculated to remove the low-order
IMF dominated by high-frequency noise; 2) the remaining IMFs
are reconstructed to obtain two new sets of signals, which form
the three virtual multichannel data with the original observation
signals; and 3) the BSS method is used to separate new virtual
multichannel signals to eliminate low-frequency noise and some
residual high-frequency noise.

1) Reduction of Low-Order IMFs Dominated by High-
Frequency Noise: The EEMD method uses the statistical char-
acteristics of Gaussian white noise with uniform frequency dis-
tribution and external envelope interpolation, which can obtain
a series of IMFs by repeatedly decomposing the original signal
with added white noise, and further calculates the average value
of multiple decomposed IMFs to reduce mode mixing [14].
The ESMD method is the latest adaptive signal time-frequency
processing method developed based on the EMD method. This
method innovatively proposes to change the external envelope
interpolation to the internal pole symmetric interpolation. It uses
“least squares” to optimize the last remaining modes to make
them the “adaptive global mean (AGM) curve” of the entire
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data, which can not only decompose the original signal into a
series of physically meaningful IMFs, but also effectively reduce
the mode-mixing effect [16], [18]. Therefore, in this study, the
EEMD and ESMD method are used to decompose the dynamic
time-series displacement data of bridges collected by GBSAR.
For a given dynamic deflection data X(t), the detailed steps of
the EEMD signal decomposition method are shown as follows.

Step 1: Add a Gaussian white noise signal w(t) with a mean
value of zero, a constant standard deviation, and the same
length to the signal X(t) multiple times to obtain a signal
containing Gaussian white noise X ′(t) = X(t) + w(t).

Step 2: The signal containing Gaussian white noise X ′(t) is
decomposed by the EMD method to obtain a series of IMF
and residual R.

Step 3: Steps 1 and 2 are each repeated N times, and a different
Gaussian white noise w(t) is added on each time.

Xi
′(t) =

n∑
k=1

IMFi,k(t) +Ri(t), (i = 1, 2, . . . , N). (3)

Step 4: Take the average of the corresponding IMFs components
obtained by the N time’s decomposition to eliminate the Gaus-
sian white noise component of each IMFs component, and
the IMFs component after EEMD decomposition is obtained
as (5).

IMFi(t) =
1

N

N∑
i=1

IMFi,k(t) +Rk(t), (k = 1, 2, . . . , n)

(4)

X(t) =
n∑

k=1

IMFk(t) +R(t). (5)

For a given dynamic deflection dataX(t), the detailed steps of
the ESMD signal decomposition method are shown as follows.

Step 1: Find all the local maxima and minima of the signal
X(t), and mark the midpoint of two adjacent extreme points
as Fi(i = 1, 2, . . . , n− 1). Add the midpoints F0 and Fn of
the left and right boundaries by a certain approach.

Step 2: Use cubic spline interpolation to construct p interpolation
curves L1, L2, . . . , Lp(p ≥ 1) for these n+ 1 points, and
further calculate the average curve L = (L1 + L2 + · · ·+
Lp)/p.

Step 3: Repeat the above two steps and calculate X(t)− L to
obtain IMF1 until |L| ≤ ε (ε is a permitted error). Generally,
we choose the permitted error ε=0.001σ0 , where σ0 is the
variance of the original dataX(t).) or the sifting times reached
the preset maximum K (K is an adjustable parameter, which
can be set according to the data).

Step 4: Repeat the above three steps for the remaining X(t)−
IMF1 to get IMF2, . . . , IMFn , until the last residual R—as
an optimal AGM curve—with no more than a certain number
of extreme points.

Step 5: Change the sifting times K on a finite integer interval
[Kmin,Kmax], and repeat steps 1–4. Then, calculate the vari-
ance σ2 of X(t)−R, find the minimum value of σ/σ0 in the

range of [Kmin,Kmax], and obtain the optimal sifting time
K0, where σ0 was the standard deviation of the signal X(t).

Step 6: Finally, the above five steps are repeated using the opti-
mal sifting timesK0 to perform optimal signal decomposition
for the dynamic deflection dataX(t) to obtain a series of IMFs
with the optimal AGM curve.

In order to determine the boundary position between the
noise-dominated IMFs and the signal-dominated IMFs, Spear-
man’s Rho are used to obtain the position of the demarcation
point. For each IMF, the noise-dominated IMF has a small cor-
relation with the original signal, while the signal-dominated IMF
has a large correlation. Therefore, in this study, the Spearman’s
Rho has calculated the correlation between each IMF and the
original signal by using (6), which is between [−1, 1]. The bigger
the coefficient value, the more similar it was to the original signal
[11], [36].

SP (i) = ρ(X(t), IMFi(t))

= 1− 6
∑N

i=1 (X(t)− IMFi(t))
2

(N2 − 1)N
(6)

where IMFi is the ith IMF (i = 1, 2, · · ·n), and N is the
number of elements of the original signal. When ith is the
first minimum value of Spearman’s Rho, that is, the correlation
between the IMF and the original signal gradually decreases
to the gradually increasing demarcation point, which is the
demarcation point between the noise-dominated IMFs and the
signal-dominated IMFs.

2) Construction of Virtual Multichannel Data: To solve the
problem of SCBSS, it is necessary to convert single-channel data
into multichannel data. Therefore, this study expands the data
channel by constructing a virtual multichannel method to meet
the requirements of multidata input for BSS.

The original observation data X(t) is decomposed into a
series of IMFs and a residual R through the EEMD and ESMD
methods. After removing the high-frequency noise, the remain-
ing IMFs are reconstructed by using (7) and (8) to obtain
two sets of new signals, which are combined with the original
observation signals X(t) , to form virtual multichannel signals,
XNew(t) = [X(t), XEEMD(t), XESMD(t)]

T .

XEEMD (t) =

ne∑
i=ieemd

th +1

imfi (t)+R (7)

XESMD (t) =

ns∑
i=iesmd

th +1

imfi (t)+R (8)

where imfi is the ith IMF (i = 1, 2, . . . , n) , ne and ns are the
number of remaining IMFs after reduction of low-order IMFs
dominated by high-frequency noise for the original observation
signals by using the EEMD and ESMD methods, respectively,
and ieemd

th and iesmd
th are the demarcation point between signal-

dominated IMFs and high-frequency noise-dominated IMFs
decomposed by the EEMD and ESMD methods, respectively.

3) Reduction of Low-Frequency Noise and Some Residual
High-Frequency Noise: Although the removal of low-order
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IMFs dominated by high-frequency noise reduces the influ-
ence of noise, there will inevitably be low-frequency noise and
some residual high-frequency noise in the remaining IMFs.
The EEMD and ESMD methods are two new developments
of the EMD method, both of which can adaptively decompose
signals and solve the problem of modal mixing. However, due to
different interpolation methods (EEMD uses external envelope
interpolation, while ESMD uses internal pole symmetric inter-
polation), the IMFs obtained by decomposing the same signal
will be different. The second-order blind identification (SOBI)
algorithm uses joint approximation diagonalization to process
the covariance matrix, which can solve the best estimation of
the source signal and the mixing matrix, and further obtain
the separated signal components from different source signals.
It is a relatively robust blind source separation method [19],
[37]. Therefore, in this study, after removing high-frequency
noise from the IMFs decomposed by the EEMD and ESMD
methods, the remaining IMFs are reconstructed to obtain two
sets of new signals, which are combined with the original
signals to form virtual multichannel data. The SOBI algorithm
is used to separate virtual multichannel data, and extract useful
information, which can remove low-frequency noise and some
residual high-frequency noise. The detailed steps are as follows
[19], [35].

1) By estimating the sample covariance R(0), in three sets
of virtual multichannel signals XNew(t), the maximum
eigenvalue of R(0) is denoted as λ1, λ2, λ3, and the cor-
responding eigenvector is denoted as h1, h2, h3.

2) Under the assumption that there is white noise, the
estimated value of noise variance σ2 is the smallest
eigenvalue of R(0). Denote Z(t) = [z1(t)z2(t)z3(t)]

T

as the whitening signal, where zi(t) = (λi − σ2)−
1
2hi ∗

x(t), i = 1, 2, 3. The whitening matrix W is shown as
follows:

W = [(λ1 − σ2)−
1
2h1, . . . , (λ3 − σ2)−

1
2h3]

T . (9)

3) Whitening the virtual multichannel signal XNew(t)
through the whitening matrix W to remove the second-
order correlation between signal components

Z(t) = W ×XNew (t) = W ×A× S (t) = V × S (t) .
(10)

4) Calculate the sample covariance matrix R(τ) =
E[Z(t)ZT (t+ τ)] = ARZ(τ)A

T by using the whitened
data Z(t), where τ ∈ {τj |j = 1, 2, ..k} is the fixed time
delay.

5) For all R(τj), the orthogonal matrix V is calculated by the
joint approximate diagonalization algorithm.

6) Using Y (t) = BXNew(t) = V TWXNew(t) to obtain the
estimated value of the source signal, the mixing matrix A
is estimated by A = W−1V , where W−1 is the pseudo-
inverse matrix of the whitening matrix W .

7) Use fast Fourier transform to perform time-frequency con-
version on the separated signal components, and combine
frequency analysis to determine noise components. The
reverse reconstruction of the separated signal components

is realized by the estimated value of the mixing matrix A

YN (t) = A× YZ (t) (11)

where YN (t) is the reconstructed signal component as the de-
noised signal; and YZ(t) is a source signal matrix acquired
through zeroing the noise signal components in the estimated
value of the source signal Y (t).

C. Accuracy Assessment

In order to evaluate the noise reduction effect of the method
proposed in this study, four objective evaluation indexes were
used, including the noise rejection ratio (NRR) [38], ratio of the
variance root (RVR) [18], the noise mode (NM) [39], [40], and
the signal energy ratio (SER) [39], [40].

NRR can reflect the ability to resists interference and improve
signal-to-noise ratio (SNR). NRR is defined as

NRR = 10(lg δ1
2 − lg δ2

2) (12)

where δ1 and δ2 are the quasi-deviations of the signals before
and after signal de-noising, respectively.

RVR reflects the ratio of the variance root of the denoised
signal to the variance root of the original signal difference. RVR
is defined as

RVR =

∑N−1
i=1 [y (i+ 1)− y (i)]

2

∑N−1
i=1 [s (i+ 1)− s (i)]

2 . (13)

SER and NM are two indicators considered from the energy
point of view. SER reflects the energy similarity between the
original signal and the denoised signal, and NM reflects the
overall noise level. The SER and NM are defined as

SER =

√∑N

i=1
y2(i)

/√∑N

i=1
s2(i) (14)

NM =

√∑N

i=1
(y(i)− s(i))2 (15)

where s(i) represents the original observation signal; y(i) rep-
resents the signal after noise reduction; and N represents the
number of sampling points.

Generally, the larger the NRR and NM values are, the smaller
the RVR value is, and the closer the SER value is to one, the
better the noise reduction effect is.

III. EXPERIMENTS AND ANALYSIS

A. Simulation Example

It is a nonstationary signal composed of useful informa-
tion and noise for the dynamic deflection of bridges obtained
by GBSAR. Therefore, to validate the feasibility of the pro-
posed signal de-noising method, a simulated original signal
x(t) is constructed, which includes useful signals (consisting
of a nonstationary signal s1(t) and a stationary signal s2(t)),
s(t)=s1(t)+s2(t) , and a white Gaussian noise signal n(t) with
a SNR of 20 dB to make the simulated signal closer to the
dynamic deflection obtained using GBSAR. The waveforms of
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Fig. 2. Waveforms of the simulated signal. (a) Curve of the signal s1(t). (b)
Curve of the signal s2(t). (c) Curve of the simulated useful signal s(t). (d) Curve
of the white Gaussian noise signaln(t). (e) Curve of the simulated original signal
x(t).

Fig. 3. The simulated original signal x(t) is decomposed into a series of IMFs
components and an AGM curve R by the ESMD method.

the simulated signals are shown in Fig. 2.{
s1 (t) = 0.9cos(10πt+sin(2t))
s2(t) = 0.8sin(4πt)

(16)

x(t) = s(t) + n(t) (17)

where the sampling point is 1000, and the sampling frequency
is 200 HZ.

The simulated original signal x(t) is decomposed into six
IMFs and an AGM curve R by the ESMD method. The results are
shown in Fig. 3. The Spearman’s Rho of each IMFs component
obtained by the ESMD decomposition method and the simulated
original signal x(t) is calculated using (6), and the results
are shown in Table I. The value of Spearman’s Rho gradually
decreases from the first decomposed IMF1 , reaches the first
minimum value at IMF2, which is 0.0331, and then begins

TABLE I
SPEARMAN’S RHO BETWEEN THE IMF OBTAINED BY ESMD DECOMPOSITION

AND THE SIMULATED ORIGINAL SIGNAL

Fig. 4. Simulated original signal x(t) decomposed into a series of IMFs
components and residual R by the EEMD method.

TABLE II
SPEARMAN’S RHO BETWEEN THE IMF OBTAINED BY EEMD DECOMPOSITION

AND THE SIMULATED ORIGINAL SIGNAL

to increase. As described in Section II, IMF2 is the demarca-
tion point between noise-dominated IMFs and signal-dominated
IMFs. Therefore, the first two IMFs are considered to be noise-
dominated IMFs and removed. The remaining IMF2-IMF6

and R are reconstructed as a new signal XESMD(t), to remove
the influence of high-frequency noise.

Similarly, by the EEMD method, the simulated original signal
x(t) is decomposed into 7 IMFs and a residual R, as shown in
Fig. 4. The results of each IMF Spearman’s Rho are shown in Ta-
ble II, IMF2 is the first minimum value, which is 0.0607. There-
fore, the first two IMFs are considered to be noise-dominated
IMFs and removed. The remaining IMF2-IMF7 and R are re-
constructed as a new signalXEEMD(t) , to remove the influence
of high-frequency noise.

For the reconstructed signal XEEMD(t) and XESMD(t), al-
though both remove the influence of high-frequency noise on the
signal, there may still be low-frequency noise and some residual
high-frequency noise. However, the two reconstructed signals
contain all the characteristics of the useful signal. Therefore,
the two reconstructed signals XEEMD(t), XESMD(t)and the
simulated original signal x(t) form virtual multichannel data
XNew(t), as shown in Fig. 5, and the SOBI method is used
to extract useful signal components from it to further remove
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Fig. 5. Virtual multichannel data XNew(t).which include the simulated orig-
inal signal x(t) , XESMD(t), and XEEMD(t).

Fig. 6. Separated signals using the SOBI method. (a) Separated signal S1. (b)
Separated signal S2. (c) Separated signal S3.

Fig. 7. Spectra of the simulated original signal x(t).

the influence of low-frequency noise and some residual high-
frequency noise on the signal. Fig. 6 shows the result of SOBIs
separation of virtual multichannel data. The inspection of curves
of the separated signal components shown in this figure clearly
highlights that: (1) as shown in Fig. 6(a), the separated signal S1,
with an inverted displacement is consistent with the simulated
original signal x(t), which can be regarded as the useful signal;
(2) as shown in Fig. 6(b) and (c), the two curves of the separated
S2 and S3 signals are disorderly in the whole time domain, which
can be regarded as noise signals. In addition, as shown in Fig. 7,

Fig. 8. Spectra of the separated signals using the SOBI method. (a) Spectra of
the separated signal S1, (b) Spectra of the separated signal S2, and (c) Spectra
of the separated signal S3.

the main frequency of the simulated original signal x(t) is 2 Hz
and 5 Hz. The spectra of the separated signal S1 obtained using
the SOBI method has the same main frequency as the simulated
original signal x(t), as shown in Fig. 8(a), which indicates that
the separated signal S1 is a useful signal. However, for the
spectra of the separated signals S2 and S3 discovered using
the SOBI method, the frequency is disordered and irregular,
and the frequency peak of separated signal S2 is concentrated
between 30-100Hz, and the frequency peak of separated signal
S3 appears between 0-30Hz, as shown in Fig. 8(b) and (c).
This indicates that the separated signals S2 and S3 are noise
signals, and separated signal S2 is the high-frequency noise,
and separated signal S3 is the low-frequency noise.

Then, the separated noise signal S2 and S3 are zeroed, and
the separated signals after zeroed is reversely reconstructed by
the mixed matrix to obtain the denoised signal, as shown in
Fig. 9(a). The red curve is the simulated original signal x(t)
, and the blue curve is the denoised signal. Compared with the
simulated original signal x(t), the denoised signal is more stable
and smoother. In order to show the effect of noise reduction
more intuitively, Fig. 9(b) shows the comparison between the
denoised signal and the useful signal s(t). The denoised signal
removes the influence of noise information while retaining the
characteristics of the useful signal s(t). However, in some peaks
and bottom of the two curves, the denoised signal is slightly
different from the useful signal s(t), which may be caused
by the calculation error of the reconstruction matrix of the
BSS algorithm. The results show that the noise information
was effectively eliminated using the proposed signal de-noising
method.

Two objective indicators, SNR and root-mean-square error
(RMSE), are used to evaluate the noise reduction effect of the
method proposed in this article [11]. SNR is the ratio of signal
power to noise power, which can reflect the de-noising ability
of the algorithm, as shown in (18). RMSE is the deviation value
between the observed value and the true value, which can reflect
the difference between the original signal and the denoised
signal, as shown in (19). Generally, the larger the SNR value is,
and the smaller the RMSE value is, the better the noise reduction
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Fig. 9. Comparison between the simulated original signal x(t) , the simulated
useful signal s(t) , and the denoised signal. (a) Comparison between the
simulated original signal x(t) and the denoised signal, (b) Comparison between
the denoised signal and the simulated useful signal s(t).

TABLE III
COMPARISON OF THE TWO EVALUATION INDEXES AMONG THE THREE

DENOISED METHODS

effect is.

SNR = 10 log

(
N∑
i=1

(s(i))2
/

N∑
i=1

(y(i)− s(i))2
)

(18)

RMSE =

√
1

N

∑N

i=1
(y(i)− s(i))2 (19)

where s(i) represents the original signal, y(i) represents the
denoised signal, and N represents the number of sampling
points.

Table III shows the comparison results of three methods,
including the method proposed in this article, the EEMD signal
de-noising method, and the ESMD signal de-noising method.
The inspection from this table highlights that (1) the SNR was
27.0422 dB for the proposed signal de-noising method, which is
much better than that of the EEMD and ESMD methods, and (2)
the RMSE was 0.0378 mm for the proposed signal de-noising
method, which was smaller and closer to zero than that of the
EEMD and ESMD methods. In summary, the SNR and RMSE
of the proposed signal de-noising method in this article are in-
creased by 2.8% and 9%, respectively, compared with the EMD

Fig. 10. The Beijing–Tianjin Intercity Railway Bridge and the IBIS-S in-
strument layout. (a) The Beijing–Tianjin Intercity Railway Bridge and (b)
the dynamic deflection measurement of the Beijing–Tianjin Intercity Railway
Bridge using IBIS-S.

method, and by 2% and 6.6%, respectively, compared with the
EEMD method. Therefore, according to these two indexes, the
proposed signal de-noising method had a more powerful ability
than the EEMD and ESMD methods for dynamic deflection
measurements using GBSAR.

B. On-Site Experiment and Analysis

1) Experimental Site Description: Beijing–Tianjin Intercity
Railway is an intercity railway connecting Beijing and Tianjin. It
is the first high-speed railway with a high standard and a design
speed of 350 km/h in China. To validate the accuracy of the
proposed signal de-noising method for the dynamic deflection
obtained using GBSAR, the in situ beam of the Beijing–Tianjin
Intercity Railway Bridge was selected as the experimental
bridge, with a standard span of 30 m, as shown in Fig. 10(a).
The GB-SAR instrument was located under the Beijing–Tianjin
Intercity Railway Bridge as shown in Fig. 10(b). This research
uses an Imaging by Interferometry Survey (IBIS-S) instrument
(including a radar unit, a power supply unit, a control personal
computer and a tripod) to obtain the dynamic deflection of
the monitored bridge. In typical measurement conditions, the
sampling rate can reach 200 Hz, the maximum detection distance
can reach 1 km, the distance resolution can reach 0.50 m, and the
displacement measurement accuracy can reach 0.01 mm [18].
As shown in Fig. 10, the IBIS-S instrument was located under
the Beijing–Tianjin Intercity Railway Bridge, and the angle of
the radar unit was set to 32°, so that the two antennas on the
radar unit can be aligned with the quarter-span of the bridge.
The sampling frequency is 195 Hz, and the data acquisition time
is 30 s.

Fig. 11 shows the obtained dynamic deflection X1 of a
mid-span point on the Beijing–Tianjin Intercity Railway Bridge.
Due to the influences of the surrounding environment and the
equipment itself, there was an inevitable increase in the noise
information of the obtained dynamic deflection of bridges.
Therefore, in order to improve the accuracy of the obtained
dynamic deflection of the mid-span point of the Beijing–Tianjin
Intercity Railway Bridge, it is necessary to reduce the noise of
the dynamic deflection data X1.

2) De-Noising Results Analysis and Discussion: The ESMD
method is used to decompose the dynamic deflection data X1
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Fig. 11. Dynamic deflection data X1 of a mid-span point on the Beijing–
Tianjin Intercity Railway Bridge.

Fig. 12. Dynamic deflection data X1 is decomposed into a series of IMFs
components and an AGM curve R by the ESMD method.

TABLE IV
SPEARMAN’S RHO BETWEEN THE IMF OBTAINED BY ESMD DECOMPOSITION

AND THE DYNAMIC DEFLECTION DATA X1

into nine IMFs and an AGM curve R, as shown in Fig. 12.
The Spearman’s Rho of each IMFs component decomposed
by the ESMD method and the dynamic deflection data X1 is
calculated using (6), and the results are shown in Table IV.
As described in Section II, IMF1 is the demarcation point
between noise-dominated IMFs and signal-dominated IMFs.
Therefore, the IMF1 is considered to be the noise-dominated
IMF and removed, and the remaining IMF2-IMF9 and R is
reconstructed as a new signal, X1ESMD(t) , to remove the
influence of high-frequency noise on the signal.

The EEMD method is used to decompose the dynamic de-
flection data X1 into seven IMFs and a residual R, as shown in
Fig. 13. The results of each IMF Spearman’s Rho are shown
in Table V; IMF1 is the demarcation point between noise-
dominated IMFs and signal-dominated IMFs. Therefore, IMF1

is considered to be the noise-dominated IMF and removed, and

Fig. 13. Dynamic deflection data X1 is decomposed into a series of IMFs
components and a residual R by the EEMD method.

TABLE V
SPEARMAN’S RHO BETWEEN THE IMF OBTAINED BY EEMD DECOMPOSITION

AND THE DYNAMIC DEFLECTION DATA X1

Fig. 14. Virtual multichannel data X1New(t).which include the dynamic
deflection data X1, X1ESMD(t), and X1EEMD(t).

the remaining IMF2-IMF7 and R is reconstructed as a new
signal, X1EEMD(t), to remove the influence of high-frequency
noise on the signal.

Virtual multichannel data X1New(t) is formed using dy-
namic deflection data X1 and the two reconstructed signals
X1EEMD(t), X1ESMD(t), as shown in Fig. 14. The SOBI
method is used to extract useful signal components to further
remove the influence of low-frequency noise and some residual
high-frequency noise. Fig. 15 shows the result of SOBIs sep-
aration of virtual multichannel data. The inspection of curves
of the separated signal components shown in this figure clearly
highlights that 1) as shown in Fig. 15(a), the separated signal,
S1, with an inverted displacement is consistent with the dynamic
deflection data X1, which can be regarded as the useful signal,
and 2) as shown in Fig. 15(b) and (c), there are some sudden
changes in the two curves 1s and 10–13s of the separated S2 and
S3 signals, which can be considered as noise signals. These may
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Fig. 15. Separated signals of virtual multichannel data X1New(t) using the
SOBI method. (a) Separated signal S1. (b) Separated signal S2. (c) Separated
signal S3.

Fig. 16. Spectra of the dynamic deflection X1.

Fig. 17. Spectra of the separated signals using the SOBI method. (a) Spectra
of the separated signal S1. (b) Spectra of the separated signal S2. (c) Spectra of
the separated signal S3.

be caused by pedestrians near the IBIS-S instrument and sudden
overload. In addition, as shown in Fig. 16, the main frequency
of the dynamic deflection data X1 is 0.494 Hz. The spectra of
the separated signal S1 obtained using the SOBI method is the
same as that of the dynamic deflection data X1, as shown in
Fig. 17(a), which indicates that the separated signal S1 is a
useful signal. However, for the spectra of the separated signals
S2 and S3 discovered using the SOBI method, the frequency is

Fig. 18. Denoised dynamic deflection data X1 of the mid-span point of the
Beijing–Tianjin Intercity Railway Bridge.

TABLE VI
COMPARISON OF THE FOUR EVALUATION INDEXES AMONG THE THREE

DENOISED METHODS

disordered and irregular, and the frequency peak of separated
signal S2 is concentrated between 30 and 100 Hz, and the
frequency peak of separated signal S3 appears between 0 and
40 Hz, as shown in Fig. 17(b) and (c). This indicates that the
separated signals S2 and S3 are noise signals, and separated
signal S2 is the high-frequency noise, and separated signal S3
is the low-frequency noise.

Then, the separated noise signals S2 and S3 are zeroed, and
the separated signals after zeroing is reversely reconstructed
by the mixed matrix to obtain the denoised signal, as shown
in Fig. 18. The red curve is the dynamic deflection data X1,
and the blue curve is the denoised signal. Compared with the
dynamic deflection data X1, the denoised signal is more sta-
ble and smoother. The results show that the noise information
was effectively eliminated using the proposed signal de-noising
method.

3) De-Noising Quality Evaluation: To validate the accuracy
of the proposed signal de-noising method for dynamic deflec-
tion obtained using GBSAR, two de-noising methods—EEMD
[20] and ESMD [22]—were selected to be compared with the
proposed signal de-noising method. The comparison results are
shown in Table VI. The inspection from this table highlights the
following: 1) the NRR, RVR, and NM are 19.0565 dB, 0.1401
mm, and 0.9335 mm using the proposed signal de-noising
method, which are much better than that of the EEMD and
ESMD methods. Therefore, according to these three indexes, the
proposed signal de-noising method has a more powerful ability
than the EEMD and ESMD methods for dynamic deflection
measurements using GBSAR. 2) The SER is 0.9951, which
is smaller than that of the EEMD and ESMD methods. The
reason is that the proposed signal de-noising method removes
the noise signal in the low-frequency component, which means
that more energy is reduced, resulting in a smaller SER value
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compared with the other two methods. Moreover, the NRR is
19.0565 dB for the proposed signal de-noising method, which
has a great improvement compared with the EEMD method
(3.1303 dB). The reason is that the proposed method combines
the advantages of the EEMD and ESMD methods, not only
removing high-frequency noise information, but also remov-
ing low-frequency noise and possible residual high-frequency
noise. However, the EEMD denoised method only removes
high-frequency noise information based on Spearman’s Rho.
The results indicate that the proposed signal de-noising method
has a powerful de-noising ability, which can not only reduce
high-frequency noise, but also reduce low-frequency noise.

IV. CONCLUSION

The EEMD and ESMD methods can reduce the impact of
high-frequency noise by removing low-order IMFS, but there
may still be low-frequency noise and some residual high-
frequency noise in the remaining IMFs components. A single
EEMD or ESMD method cannot remove the influence of low-
frequency noise on the signal. However, all the features of useful
information are contained in the remaining IMFs components.
Therefore, in this study, to improve the accuracy of the obtained
dynamic deflection of bridges using GBSAR, the proposed
signal de-noising method was proposed to reduce the influence
of noise. The original observation signal is decomposed by
the ESMD and EEMD methods, respectively. The remaining
IMFs and R after removing the low-order IMFs dominated by
high-frequency noise are reconstructed to obtain two sets of new
signals, which are combined with the original observation signal
to form a virtual multichannel signal. The three sets of data
contain the same useful information. The BSS method is used
to separate new virtual multichannel signals to obtain separated
signal components and extract useful information from them,
thereby further reducing the impact of noise information. More
specifically, the results presented in the study clearly highlight
the following.

1) A simulation experiment was performed to validate the
feasibility of the proposed signal de-noising method. The
method uses three sets of simulated source signals with
different frequency ranges to linearly mix them to obtain
a set of nonstationary and nonlinear signals. The SNR is
27.0422 dB and the RMSE value is 0.0378 mm for the
method proposed in this study, which is better than the
EEMD and ESMD methods. The results show that the
proposed signal de-noising method can effectively reduce
the influence of noise information for the nonstationary
and nonlinear signals.

2) By fully considering the characteristics of EEMD, ESMD,
and BSS technology, the remaining IMFs reconstructed by
EEMD and ESMD after removing high-frequency noise
and the original observation data are selected as the three
sets of input signals. The three sets of data also contain
all the characteristics of useful information. This was
done in order to extract useful information components
by using the SOBI method to obtain further denoised dy-
namic deflection data. The results show that the proposed

signal de-noising method not only eliminates the effects
of high-frequency noise but can also reduce the influences
of low-frequency noise and some residual high-frequency
noise.

3) Compared with the EEMD and ESMD signal de-noising
methods, the proposed signal de-noising method displayed
a greater improvement in the indexes of NRR, NM, and
RVR for the obtained dynamic deflection of a bridge using
GBSAR. The results indicate that the proposed signal de-
noising method has a powerful signal de-noising ability,
which not only efficiently reduced the effects of noise for
the dynamic deflection signals but could also retain the
useful information.
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