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Abstract—With the development of sensor technology, fusion of
multiple remote sensors has aroused wide attention in the earth
observation area. In this article, we propose to integrate the com-
plementary information of hyperspectral image (HSI) and infrared
image (IFI) based on mathematical morphological methods. HSI
contains rich spectral information and spatial information, but the
operation methods using only hyperspectral data are still subject
to many restrictions. IFI can capture infrared rays radiated in the
object, but it has no advantage in dealing with complex terrain
classification. HSI and IFI can acquire different information of
objects, and the information between these two kinds of data has
great complementarity. In order to make full use of the information
provided by HSI and IFI, this article proposes an HSI and IFI
collaborative classification framework based on a Threshold-based
Local Contain Profile (TLCP), where TLCP is our new design
for suppressing interferes within spatial extractions. Specifically,
the spatial information of HSI and IFI is extracted by TLCP, and
then, these features are integrated and fed into the support vector
machine for object classification. Experimentally, we compare the
proposed method with the existing LCP and EP and evaluate the
collaborative framework using GF5 satellite data collected over
Hebei Province in China. Final results demonstrated the effective-
ness of the proposed method.

Index Terms—Extinction profile (EP), hyperspectral images
(HSIs), infrared image (IFI), object classification, Threshold-Based
Local Contain Profile (TLCP).

I. INTRODUCTION

W ITH the development of remote sensing (RS) technol-
ogy, a large amount of data is available, thus making re-

markable progress in various applications [1]. The classification
and identification of materials located above or below the surface
of the earth has always been a challenging research topic in earth
sciences and RS [2], [3]. In [4], for a high-spatial-resolution
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RS image scene classification, a convolutional neural network
based on the attention mechanism is proposed, which can capture
class-specific features and eliminate redundant information, and
promote the model to capture discriminative regions as much as
possible. In [5], the application of hyperspectral image (HSI) in
the classification of coast beaches, the artificial target recogni-
tion, mine detection, oil spill identification is introduced. In [6],
multiscale superpixel segmentation and subspace-based support
vector machine (SVM) are fused together to integrate spatial
information for the HSI classification, and it shows effectiveness
and reliability in the earth observation task. In [7], a novel
dual-attention noise reduction network is proposed, which fully
considers the global dependence and correlation between the
spatial and spectral information of HSI, and applies it to HSI
denoising. In [8], a domain adaptive strategy is proposed to
adjust the semantic segmentation network through adversarial
learning, which solves the problem of fine-grained mapping of
urban villages (UVs) from satellite images, and adaptively ob-
taining similar outputs for input images from different domains.
This strategy can significantly improve the pixel-level mapping
of UVs.

HSI [9], [10] is a kind of RS image with rich spectral infor-
mation. However, there is some redundant information within
hyperspectral data, limiting the effectiveness of the single-HSI-
source analysis. Recently, more and more research works have
focused on a collaborative analysis of HSI with images from
other sensors to improve classification performance. For ex-
ample, although HSI has rich spectral information, it cannot
distinguish objects with similar spectral features but different
elevation. However, Light Detection And Ranging (LiDAR)
data can obtain related elevation information. In [11], a feature-
fusion-based method was proposed for HSI and LiDAR data
classification, and this algorithm has achieved satisfying classi-
fication performance on the MUUFL Gulfport dataset. In [12],
the joint classification of HSI and LiDAR data is studied by
using a hierarchical random walk network. In [13], by combining
the scattering information polarimetric synthetic aperture radar
and spectral information of hyperspectral data, the classification
accuracy of land use is improved. In [14], an object-based
hyperspectral and LiDAR data fusion method is proposed, and
multiscale information was integrated in cross-source utilization
process, leading to an improved classification result on urban
scene.
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As one kind of passive imaging technology, infrared image
(IFI), which captures infrared rays radiated inside the object,
forms different intensity radiation according to target and back-
ground surface temperature, and improves target identification
performance. However, the information contained in IFI is rel-
atively simple and not sufficient for complex classification of
features. Accordingly, collaborative utilization of the intensity
radiation of IFI and the spectral knowledge of HSI holds a
clear potential on improving land-cover classification accuracy.
However, challenges remained for this collaborative utilization.
The information contained in HSI and IFI is different and com-
plementary; therefore, how to integrate the advantages of the
multisource heterogeneous properties becomes the key point.

The necessary premise of multisource RS data collaborative
utilization is to extract appropriate feature. For hyperspectral
data, the spectral variability problem gets hard to handle when
background scene is of great complexness. In [15], an enhanced
linear mixed model is proposed, which can effectively solve
the spectral variability, promotes spectral decomposition, and
accurately estimates the abundance map. In addition to spectral
information, hyperspectral spatial information is also worth us-
ing. As a method of extracting spatial information, mathematical
morphology (MM) [16], [17] is a nonlinear, irreversible image
analysis method based on the theory of integral geometry, set op-
erations, and geometric probability. The analysis and processing
of RS images based on MM has become a major research direc-
tion in the field of image processing [18], [19]. In [20] and [21],
it was first proposed to introduce morphological algorithms into
the detection of small infrared targets, in which the Max-tree and
Min-tree were combined to extract targets with large brightness
changes, and this method proves the positive effect of morpho-
logical algorithms in infrared small targets. For different RS data,
it is necessary to select appropriate MM algorithms for achieving
better recognition performance. Morphology profile (MP) con-
tains multiple morphological features, which is realized by a se-
ries of morphological opening/closing operations with a family
of structure elements (SEs) with increasing class sizes. Opening
and closing are two common operations in morphology. The
opening operation is first to erode and then to dilate the image,
aiming at isolating bright structures. The closing operation is
first to dilate and then erode the image for suppressing dark
structures [22], [23]. On the basis of MP, for multispectral and
HSIs, some scholars have proposed extended MP (EMP). That
is, through dimension reduction, the MP features for each single
band are extracted and, then, integrated for obtaining EMP [24].
However, due to the dependence on SE, the main limitation
of MP is that it is difficult to model and extract geometric
features with different scale. Therefore, attribute profile (AP)
based on morphological attribute filter was proposed. AP can
characterize images according to different features represented
by attributes [25]. AP is constructed through the component tree
(Max/Min-tree). The principle of AP is to calculate the attribute
value for each node in the component tree and, then, determine
whether the value is greater than the set threshold. The node that
is not satisfied with the condition will be removed, and then, the
filtered component tree is reconstructed to obtain the features
extracted by AP [26], [27]. Similarly, for HSI, extended AP

(EAP) has also been proposed. Moreover, extinction profile (EP)
is also constructed based on the component tree. But compared
with AP, EP is fully automatic, and the filtering parameters can
only be adjusted according to the number of extreme values [28],
[29]. Hence, although EP is a more effective algorithm, it is still
sensitive to external factors. To deal with these problems, in [30],
a morphology algorithm based on topology tree was proposed,
which is named local contain profile (LCP). The construction
of LCP includes three steps: 1) tree building, 2) filtering, and 3)
reconstruction. LCP is more stable than EP, and the dimension of
the features extracted by LCP is half of EP. However, for some
complex scenarios, due to the filtering strategy of LCP, some
effective information will still be lost.

In this article, we propose a threshold-based LCP (TLCP)
scheme for more accurate spatial information extraction, and
construct a collaborative classification framework for HSI and
IFI. First, TLCP is used to extract the spatial information in
HSI and IFI. Then, different features are effectively fused for
classification. Main contributions can be summarized as follows:
1) By utilizing the differences and complementarities between
different source data, an HSI and IFI collaborative classification
framework is proposed to improve the classification perfor-
mance of HSI, and 2) by using TLCP to extract features of HSI
and IFI, spatial information of different sources is effectively
used. Compared with EP, TLCP is not sensitive to the external
factors. And compared with LCP, TLCP can retain more useful
information. So, TLCP is more stable and effective than EP
and LCP, and the dimension of extracted features is half of EP,
which reduces the information redundancy and computational
complexity.

The rest of this article is organized as follows. Section II
introduces the relative morphological methods that include EP
and LCP. Section III introduces TLCP and the HSI and IFI
collaborative classification framework. Section IV provides the
experimental part and Section V provides some conclusion
remarks.

II. RELATED METHODS

In this part, the traditional MM methods including EP and
LCP will be introduced.

Recently, some MM methods have been applied for RS data
processing. The most commonly used methods for extracting
morphological features are EP and LCP. EP can effectively
extract spatial information in RS data such as HSI. But EP is
built on Max-tree/Min-tree, and Max/Min-tree is based on pixel
values between connected domains within the image, which
makes the component tree vulnerable to external factors. For
example, when there are clouds or shadows, the pixel value
of the same position in the image will change, which will
change the component tree based on pixel value and affect the
feature extraction process. Compared with EP, LCP is a new
MM method, which is built based on the topology tree, and the
topology tree is constructed according to the inclusion relation-
ship between connected domains, and the inclusion relationship
will not change as uncontrollable external factors. Hence, LCP
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Fig. 1. Construction process of the component tree.

Fig. 2. Flowchart of feature extraction and integration based on EP.

is more stable. But the process of filtering in LCP could cause
loss of useful information.

A. Construction Principle of EP

EP is a representative morphological algorithm built on com-
ponent trees (Max/Min-tree). In Max-tree, the root node rep-
resents the connected region with the smallest pixel value in
the whole image, and the leaf node represents the connected
domain with the largest local pixel value. The relationship
between the root node and the leaf node embodies the hierarchi-
cal relationship between connected domains in local regions.
The construction process of Max-tree is shown in Fig. 1. A
is the root node and represents the connected region with the
smallest pixel value, and in this connected area, all pixel value
is the same. E, I, B, K, and N are leaf nodes and represent
connected areas with the largest local pixel value. By filtering
the component tree using extinction filter (EF), features (space,
structure, texture, etc.) can be well extracted. EP can adaptively
extract the salient features in the image, which can effectively
balance global and local attributes representation. However, EP
is sensitive to external factors (shadow occlusion and noise); this
is because the external environment will affect the pixel value
and change the shape of component tree. Fig. 2 shows the
process of feature extraction and integration based on EP. As
shown in Fig. 2, the feature extraction of EP needs to construct
a Max-tree and a Min-tree for each subcomponent derived from
PCA operator. Then, all features are merged and used for final

Fig. 3. Construction principle of the topology tree.

Fig. 4. Flowchart of feature extraction and integration based on LCP.

classification. However, this kind of processing is likely to cause
the Hughes phenomenon.

B. Construction Principle of Traditional LCP

Compared with EP, LCP is built on topology tree, which ex-
tract spatial information contained in HSI in a stable and accurate
way. The differences between topology tree and component tree
are shown in Figs. 1 and 3. In Fig. 3, A represents the largest
connected area that contains all pixels in the whole image. A
is the root node. B, J, and M are the second largest connected
domains. Particularly, B, J, and M are also the child nodes of
A. B contains C and G, so C and G are child nodes of B,
and so on. In this way, the topology tree can be constructed.
The construction process of LCP is divided into three steps,
including the 1) construction of topology tree; 2) extinction
filtering; and 3) image reconstruction. The first and third steps
will be described in detail ahead. The principle of the EF is to
retain the branch of the leaf node that satisfies the condition by
the presetting extinction values, and the branch that does not
satisfy the leaf node constrained condition would be deleted.
The EF of EP is the same as LCP. Fig. 4 shows the process of
feature extraction and integration based on LCP. Compared with
EP features, LCP features only need to construct a topology tree
for each subcomponent, so the dimension of LCP features is half
of the dimension of EP features.

The extinction value in the topology tree is defined as follows:
Assuming that M is the local minimum connected region in
image X, and Ψ = (ϕλ)λ is a series of decreasing connected
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Fig. 5. Flowchart of TLCP construction.

inverse spread transforms. εϕ(M) represents the corresponding
extinction value associated withΨ. If it is the global maximum λ

value after extinction filtering,M is still the minimum connected
region ofϕμ(X). The definition of extinction value can be given
by the following formula:

ϕμ(M) = sup {λ � 0 | ∀μ ≤ λ,M ⊂ Min (ϕμ(X))} (1)

where Min(ϕμ(X)) is a set containing all the minimum con-
nected regions of ϕμ(X).

EF is a connected filter whose principle is to delete or re-
tain the connected area corresponding to the leaf node and its
branch nodes. EF can be defined as follows: Let Max(X) =
{M1,M2, . . . ,MN} be the set of minimum connected regions
in the image X, and each Mi(i = 1, 2, . . . ,N) has an extinction
valueωi [defined by (1)]. First,Mi is sorted in a decreasing order
according toωi; then, according to threshold n, the first nMi are
selected, and the corresponding leaf nodes are marked; finally,
the branches with marked leaf nodes are retained according to
the filtering strategy, whereas the branches with unmarked leaf
nodes are cut off. This filtering process can be defined as

EFn = Rδ
g(X) (2)

where g is a function of selecting markers. EF obtains Rδ
g(X)

through reconstruction operation. g can be expressed as

g = Maxn
i=1 (M

∗
i ) (3)

where Max is the operation of selecting the minimum connected
area with the largest extinction value, M ∗

1 is the smallest con-
nected area corresponding to the highest extinction value. M ∗

2 is
the minimum connected area corresponding to the second largest
extinction value, and so on.

The function of EF is to selectively delete some unimpor-
tant areas and retain important areas through artificial control.
So, for better effect of features extracting and elimination of
noise areas, it is necessary to choose appropriate attributes and
set proper extinction values. The threshold setting principle is
{am}, (a = 1, 2, 3, . . .,m = 0, 2, 3, . . . ,s− 1), where a is the
basic parameter and s is the number of thresholds.

III. PROPOSED TLCP AND COLLABORATIVE

CLASSIFICATION FRAMEWORK

This part consists of the principle of TLCP algorithm, some
useful attributes, and collaborative classification framework in
detail.

A. Calculation Principle of TLCP

In view of the shortcomings of LCP and EP, this article
proposes a new method, named TLCP. TLCP can not only
solve the defect problems involved in EP and LCP algorithms,
but also achieves better feature extraction and classification
performance. TLCP is also constructed based on the topology
tree. The construction process of TLCP mainly includes three
parts: 1) construction of topology tree; 2) threshold filtering; and
3) image reconstruction. The specific process is shown in Fig. 5.

1) Construction of Topology Tree: The topology tree is con-
structed according to domain relationship (inclusion, adjacent,
and separation) between connected areas in the image. Each
node in the tree represents a connected area in the graph, and
each connected region is only a single node (i.e., the root node
represents the largest connected area in the global image, and the
leaf node represents the smallest connected area in the local im-
age). The hierarchical relationship between the connected areas
represented by the topology tree mainly includes the following.

1) The connected areas corresponding to the nodes of
the same branch have the inclusion or intersection
relationship.

2) The connected areas of the nodes, which are in the same
level, have the separation or adjacent relationship.

3) The connected areas corresponding to the nodes that do
not belong to the same branch and do not belong to the
same parent node have a separation relationship.

The entire topology tree has only one root node (that is, all
connected areas are contained in one root region). The topology
tree is constructed as shown in the first part in Fig. 5. The
topology tree in this article is calculated based on a quasilinear
algorithm. The algorithm also uses a joint search process. The
method mainly consists of the following three steps.

1) Use the Khalimskey grid to interpolate the scale image to
obtain an interpolated image.

2) Pixels are sorted in a descending order, and the sorting
principle is based on the access order of the interpolated
image to the connected regions. A hierarchical queue is
used to store the pixel information extracted in order [31].

3) Relying on a union-find process to calculate the tree in a
reverse order.

In the calculation process of the topology tree, the process
of Khalimskey grid interpolation and the priority queue is rel-
atively simple, but the sorting steps are more complicated. A
more detailed calculation process of the topology tree can be
found in [32]. The calculation method can also be adopted for
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Fig. 6. Construction process and extinction filtering of the second tree. Nodes
A–L represent tree nodes, blue values represent the attributes of the first tree,
red values represent the attributes of the second tree, and dashed circles indicate
the filter nodes when the threshold is set to 2.

constructing the Max/Min-tree, and the only difference is that
the sorting steps are different.

2) Threshold Filtering: Different from the filtering process
in LCP, TLCP uses threshold filtering to improve LCP. Specif-
ically, the topology tree becomes complicated when observed
scene is complicated. If each filtering is to remove a whole
branch that does not satisfy the threshold requirement, it will
cause loss of effective information. The key of threshold-based
filtering lies in threshold λ and node (connected component) at-
tribute value attr(C). If attr(C) > λ, the node would be retained,
otherwise the node would be covered by its parent node. The
difference of threshold filtering and extinction filtering is shown
in Fig. 8. It can be seen that the former way can retain more
information than the latter one. For example, when threshold
is set to 2, for the extinction filtering, the branches with nodes
containing the first two maximum extinction values are retained,
and the other branches are cut, as is shown in Fig. 8(b). But for
threshold filtering, only the nodes with attribute value, which are
less than 2, need to be discarded, and other nodes and branches
are reserved, as shown in Fig. 8(c). The principle of setting the
threshold is based on the physical meaning of each attribute. For
example, height represents the maximum pixel value minus the
minimum pixel value in the connected domain, and the maxi-
mum value does not exceed 255. The volume is the maximum
pixel value minus the current pixel value and, then, accumulated
in connected area. For compactness, circular objects can be
retained, and other objects can be cut by setting a threshold
value deviating from 1 to perform morphological filtering. For
elongation, morphological filtering can be performed by setting
a threshold close to 1, which can retain long objects and eliminate
other objects.

Fig. 7. Collaborative classification framework for multisource hyperspectral
data based on TLCP.

Fig. 8. Difference between LCP and the proposed TLCP. (a) Original topology
tree; the orange nodes represent two nodes with the first 2 largest extinction
values and the blue nodes represent nodes with attributes values, which is smaller
than 2. (b) Result of the extinction filtering. (c) Result of the threshold filtering.

Attributes can be divided into increasing attributes and non-
increasing attributes. Increasing attributes include area, height,
volume, and bounding box diagonals. Nonincreasing attributes
include standard deviation, compactness, elongation, and sharp-
ness [30], [33], [34]. In this article, two increasing attributes
(height and volume) and three nonincreasing attributes (standard
deviation, compactness, and elongation) are used. For increas-
ing attributes, it is easy for threshold filtering. However, for
nonincreasing attributes, the attribute value of leaf node may
be larger than the attribute value of the parent node; so, it is
difficult to perform filtering operation. In this case, the second
tree [35] is necessary to be constructed on the basis of the first
tree such that the attribute values corresponding to the tree nodes
are in an ordered sequence. The specific construction process
is shown in Fig. 6. For increasing attributes, the first tree T
and the second tree TT are same. However, for nonincreasing
attributes, TT is constructed based on the first tree T [32], and
TT can be expressed as the Max/Min-tree. The selection of
the Max-tree or Min-tree is mainly determined by the nature
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of the attribute function. For example, when filtering undesired
shapes, TT selects Min-tree for representation, and the criterion
is to make the undesired shapes located near the leaf nodes of
TT . On the contrary, if we choose the Max-tree, the desired
shape is preserved near the leaf nodes. The connected area
of corresponding nodes at the same level in TT share similar
shapes. TT ∗ is the filtered tree on the basis of TT . We calculate
which kind of nodes should be cut off based on TT , and all the
nodes represented by the dotted circles in Fig. 6 are the points
that will be cut. At last, T ∗ represents the final tree that is pruned
based on nonincreasing attribute. More details about the second
tree are showed in [35].

3) Image Reconstruction: After threshold filtering, the nodes
that do not satisfy the threshold requirement are deleted, and
relative connected areas are covered by connected areas of a
parent node, which leads to the connected areas change in an
image. The specific effect is shown in step 3 in Fig. 5. After the
filtering operation to topology tree, the tree will be reconstructed
into an image, which could be seen as a specific feature obtained
by TLCP.

B. Construction of Useful Attributes

There are five attributes used in this article. Among the
attributes, height is the contrast attribute, area is the size attribute,
volume is the combination of contrast and size attributes, and
the bounding box diagonal is a combination of shape and size
attributes. These attributes are increasing attributes, which can
be calculated by the following formula:

Area(N) = {#p | p ⊂ N} (4)

Height(N) = Max
p∈N

f(p)− Min
p∈N

f(p) (5)

Volume(N) =
∑
p∈N

(
Max
p∈N

g(p)− g(p)

)
(6)

where N represents a connected area and p indicating a pixel
in the connected area. f is a function that obtains the value of a
pixel. g = ±f and the sign is mainly selected according to the
direction

Std(N) =

√
1

Area(N)

∑
∀p∈N

(f(p)−Kgray-level (λ))
2 (7)

where Std is the abbreviation for the standard deviation,
Kgray-level is the average intensity of the values of the pixels in
the connected region, which can be given as follow:

Kgray-level(N) =
1

Area(N)

∑
∀p∈N

f(p). (8)

The closer the value of compactness is to 1, the connected
region is closer to a circle. By setting the threshold of deviation
from 1, it is possible to retain the circular object and eliminate
other objects, as shown in following equation:

Compactness(N) =
4πArea(N)

p2(N)
(9)

TABLE I
COMPARISON OF THREE MORPHOLOGICAL METHODS

the more the elongation property deviates from 1, the closer the
connected region is to the straight line, and the threshold value
close to 1 is set, and the elongated object can be retained and
other objects can be eliminated.

Elongation(N) =
lmax(N)

lmin(N)
. (10)

C. HSI and IFI Collaborative Classification Based on
Morphological Features

Based on the aforementioned analysis of EP, LCP, and TLCP
algorithms, this article proposes a collaborative classification
framework for HSI and IFI via TLCP and EP, as shown in Fig. 7.
First, TLCP is used for feature extraction of HSI and IFI. Then,
features are integrated and fed into SVM, and final classification
accuracy and classification map can be obtained. The feature
fusion method selected in this article is feature stacking, which
is a simple method of data fusion. When extracting the spatial
information of the HSI, dimensionality reduction should be
executed in advance. The methods of dimensionality reduction
include: supervised extraction methods, such as NWFE or band
selection [36], [37], as well as unsupervised extraction meth-
ods, such as PCA and ICA. PCA is chosen in this article. Let
XHSITLCP andXIFIEP represent the features of the two data sources
obtained by the TLCP and EP, respectively. Fusion feature can
be expressed as X

X = [XHSITLCP ;XIFIEP ]. (11)

D. Comparative Analysis of TLCP, LCP, and EP

Table I lists the similarities and differences of the three
methods in terms of tree, filtering method, and feature di-
mension. Compared with LCP/TLCP, EP is sensitive to the
external environment. When the image captured in noises or
different lighting conditions, it will have different component
trees. It is because when the external environment changes
during imaging, the pixel value at the same position will change,
and the component tree constructed based on the pixel value
will be different. However, for the topology tree, as long as
the images are captured at the same time and the same area,
the topology tree is the same. In addition, when using EP to
extract features, it is necessary to construct a Max-tree and a
Min-tree for each subcomponent derived from PCA operator
while LCP/TLCP only needs to construct a topology tree for
the subcomponents. Therefore, the feature dimension extracted
by TLCP/LCP is half of the feature dimension extracted by EP.
In general, TLCP/LCP is more stable than EP. Compared with
LCP, It can be seen from Fig. 8 that the filtering method of TLCP
can better retain effective information, especially for complex
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Fig. 9. First kind of GF5 data. (a) HSI. (b) IFI. (c) Groundtruth map.

Fig. 10. Second kind of GF5 data. (a) SWIR image. (b) VNIR image. (c) Groundtruth map.

scenes. The following experimental results can also verify the
advantages of TLCP over LCP.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

The experiments were carried out based on a real dataset to
verify the validity of the proposed collaborative classification
framework. Morphological features of five attributes of the data
are extracted using TLCP, EP, and LCP, and SVM is utilized as
the classifier for obtaining the final classification result.

A. Experimental Data Description

The first dataset used in this article is collected by the GF5
Satellite over Hebei Province in China. This dataset consists of
two kinds of RS data, the first data are visible hyperspectral data
with the size of 1220 × 973 × 150 and spatial resolution of
30 m. The second data are thermal infrared data with the size of
1220 × 973 and spatial resolution of 40 m. This dataset contains
five types of roof covering named Grayroof normal, Blueroof
hot, Redroof normal, Redroof hot, and Blueroof normal. Fig. 9

provides a visual depiction of the HSI, IFI, and groundtruth map
in GF5 data.

The second dataset used in this article is collected by the GF5
Satellite over Hebei Province in China. This dataset consists of
two kinds of RS data, and the first data are visible near-infrared
(VNIR) hyperspectral with the size of 2181 × 2789 × 150
and spatial resolution of 30 m. The second data are shortwave
infrared (SWIR) hyperspectral with the size of 2181 × 2739 ×
180 and spatial resolution of 30 m. This dataset contains four
kinds of sample named river, bared land, grass land and building.
Fig. 10 provides a visual depiction of the SWIR, VNIR, and
groundtruth map in GF5 data.

B. Experimental Results and Analysis

Overall accuracy (OA), average accuracy (AA), kappa co-
efficient (Kappa), and other metrics are used here for provid-
ing comprehensive investigation and comparisons. During the
experiment, five attributes are considered, including two in-
creasing properties (height and volume) and three nonincreasing
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TABLE II
NUMBER OF TRAINING AND TEST SAMPLES FOR THE FIRST KIND OF

GF5 DATA

TABLE III
NUMBER OF TRAINING AND TEST SAMPLES FOR THE SECOND KIND OF GF5

DATA

TABLE IV
CLASSIFICATION ACCURACY OF THE ORIGINAL IMAGE FOR THE FIRST KIND OF

GF5 DATA

TABLE V
CLASSIFICATION ACCURACY OF THE ORIGINAL IMAGE FOR THE SECOND KIND

OF GF5 DATA

properties (standard deviation, compactness, and elongation).
The number of training and test sample of two datasets are listed
in Tables II and III, respectively.

Before giving the experimental results, some notation are
defined: h, s, v, c, and e represents height, standard devi-
ation, volume, compactness, and elongation attribute feature
extracted by EP/LCP/TLCP, respectively. 5 represents the fu-
sion of five attribute features extracted through EP/LCP/TLCP.
The dimension of HSI, SWIR, and VNIR is reduced to
2 using PCA. a and s of extinction filtering are set with
3 and 5. The threshold of TLCP is set as: For the first
dataset, λc = {0.3, 0.5, 0.7, 1, 3}, λe = {0.05, 0.5, 1, 2.5, 4.5},
λs = {1, 5, 25, 55, 85}, λh = {1, 5, 10, 30, 70}, and λv =
{30, 150, 200, 250, 300}, for the second dataset, the thresh-
old of c, e, and s are same as the first dataset, but λh =
{1, 30, 50, 100, 200} and λv = {30, 150, 200, 350, 500}.

Tables IV and V show the classification accuracy based
on spectral information of the two datasets, including a single
image and multisource image. In addition, it should be noted
that the significance of the bold values in Tables IV–XIII are

the maximum value in the corresponding row. Table VI lists
the classification performance of HSI in GF5 data using three
methods. Table VII shows the classification accuracy of IFI in
GF5 data using three methods. Table VIII gives the experimental
results of the proposed framework, the comparison methods
used in this article are LCP, EP, and fractional Fourier transform
(FRFT) [38]. Through comparisons provided in Tables VI–VIII,
it can be seen that no matter which method is used, the fusion
of data from different data sources can, indeed, improve the
classification accuracy. Furthermore, it can also be drawn from
Table VI, for HSI, the best accuracy can be obtained by using
TLCP, indicating that TLCP is more suitable for extracting
spatial information of HSI, and the classification accuracy of
each attribute is better than that of LCP and EP. While for IFI
in Table VII, the classification performance of LCP and TLCP
is better than EP. However, the obtained classification results of
TLCP are not optimal; the main reason may be that the threshold
value selected for the same scene can retain more useful infor-
mation for HSI, but for thermal IFI, after filtering, it will cause
information redundancy, which makes the results getting worse.

However, although for IFI, TLCP cannot get the best classifi-
cation results, and for HSI and fusion data, the results of TLCP
are the best. It can be seen that in Table VI, the optimal OA,
AA, and Kappa of TLCP are 87.08%, 83.69%, and 0.7734, re-
spectively, the optimal OA, AA, and Kappa of LCP are 84.44%,
78.71%, and 0.7311, respectively, and the optimal OA, AA, and
Kappa of EP are 84.63%, 72.56%, and 0.7358, respectively. As
is shown in Table VIII, the optimal OA, AA, and Kappa of TLCP
are 89.00%, 87.77%, and 0.8050, respectively, and the optimal
OA, AA, and Kappa of LCP are 85.41%, 71.35%, and 0.7395,
respectively. Moreover, the optimal OA, AA, and Kappa of EP
are 87.73%, 88.38%, and 0.7902, respectively. It is necessary
to pay special attention to the classification effect of the second
type of sample in HSI and the fourth type of samples in IFI, for
which the classification performance is relatively poor. However,
after HSI and IFI are fused, it can be seen from Table VIII that
the classification accuracy of the two types of samples has been
greatly improved, which also verifies the effectiveness of the
proposed fusion classification framework. In addition, it can be
seen by comparison that the classification performance of TLCP
features is better than that of the original spectral information
for the first dataset.

Tables X–XII, respectively, list the classification accuracy
of EP, LCP, and TLCP obtained by using a single attribute
and multiple attributes in the second GF5 dataset, which are
similar to the results of the first GF5 dataset. Whether it is
SWIR, VNIR, or the fusion of the two, TLCP can obtain better
feature extraction and classification results than EP and LCP.
At the same time, through the longitudinal comparison of Ta-
bles X–XII, it can be found that when EP is used, for SWIR, the
optimal OA, AA, and Kappa are 95.11%, 95.35%, and 0.9316,
respectively. For VNIR, the optimal OA, AA, and Kappa are
93.96%, 94.40%, and 0.9174, respectively. For fusion of SWIR
and VNIR, optimal OA, AA, and Kappa are 96.78%, 96.88%,
and 0.9549, respectively. When LCP is used, for SWIR, the
optimal OA, AA, and Kappa are 95.39%, 95.54%, and 0.9354
respectively. For VNIR, the optimal OA/AA and Kappa are
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TABLE VI
CLASSIFICATION ACCURACY(%) OF HSI IN GF5 DATA USING EP, LCP, AND TLCP

TABLE VII
CLASSIFICATION ACCURACY(%) OF IFI IN GF5 DATA USING EP, LCP, AND TLCP

TABLE VIII
CLASSIFICATION ACCURACY(%) OF THE COMBINATION OF HSI AND IFI IN GF5 DATA USING EP, LCP, FRFT, AND TLCP

The order of FRFT in this article is an even order.

TABLE IX
CLASSIFICATION ACCURACY OBTAINED BY FUSING HSI AND IFI FIRST AND THEN EXTRACTING FEATURES

TABLE X
CLASSIFICATION ACCURACY(%) OF SWIR IN SECOND DATASET USING EP, LCP, AND TLCP
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TABLE XI
CLASSIFICATION ACCURACY(%) OF VNIR IN SECOND DATASET USING EP, LCP, AND TLCP

TABLE XII
CLASSIFICATION ACCURACY(%) OF THE COMBINATION OF SWIR AND VNIR IN GF5 DATA USING EP, LCP, FRFT, AND TLCP

The order of FRFT in this article is an even order.

TABLE XIII
CLASSIFICATION ACCURACY OBTAINED BY FUSING SWIR AND VNIR FIRST AND THEN EXTRACTING FEATURES

Fig. 11. Groundtruth map and classification map of SWIR by using three methods. (a) Groundtruth map. (b) EP. (c) LCP. (d) TLCP.

Fig. 12. Groundtruth map and classification map of VNIR by using three methods. (a) Groundtruth map. (b) EP. (c) LCP (d) TLCP.
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Fig. 13. Groundtruth map and classification map of the fusion of SWIR and VNIR by using three methods. (a) Groundtruth map. (b) EP. (c) LCP. (d) TLCP.

92.12%, 92.71%, and 0.8902, respectively. For fusion of SWIR
and VNIR, optimal OA/AA and Kappa are 94.89%, 95.23%,
and 0.9287, respectively. When TLCP is used, for SWIR, the
optimal OA/AA and Kappa are 95.62%, 95.32%, and 0.9384,
respectively. For VNIR, the optimal OA/AA and Kappa are
94.32%, 94.65%, and 0.9206, respectively. For fusion of SWIR
and VNIR, optimal OA/AA and Kappa are 97.04%, 96.58%,
and 0.9385, respectively. It can be seen from these data that
after integrating TLCP features, the classification performance
has been improved, and the same effect can be obtained for
EP features, but for LCP, after the fusion, the classification
accuracy has decreased. This may be because the LCP features
of these two kinds of data do not have good complementarity and
difference. After fusion, it will cause dimensional explosion and
affect classification performance. In addition, it can be seen by
comparison that the classification performance of TLCP features
is better than that of the original spectral information for the
second dataset, too. In addition, the results of FRFT can be seen
in Table XII.

The proposed method is to first extract the features of the
image and then classify the features after fusion. In order to
verify the effectiveness of the method, we also did experiments
of first fusing the data and then extracting the features, and
then performing the classification. The experimental results are
shown in Tables IX and XIII. Comparing Table IX with Ta-
bles VIII, XIII, and XII, it can be found that extracting features
first and then fusing the features can obtain a better classification
effect than fusing the images first and then performing feature
extraction. This may be because the information obtained by
first fusing the images, then reducing the dimensionality of the
fused images and then performing feature extraction will be lost,
which is not conducive to classification.

In order to more intuitively show the feature extraction and
classification effects of various mathematical morphological
algorithms (EP, LCP, and TLCP) on the second GF5 dataset,
this article gives a classification effect diagram of each method,
as shown in Figs. 11–13, which are consistent with the results
shown in Tables X–XII.

V. CONCLUSION

In this article, an HSI and IFI collaborative framework based
on TLCP was proposed. Complementary data were fused by the

proposed framework for classification. And five morphological
attributes were used for feature extraction. In this article, the
proposed framework was applied on two real datasets. It can
be proved that extracting features from the image first and
then performing feature-level fusion can improve classification
performance. Finally, it can be concluded that the classification
performance of HSI can be improved by the fusion of data from
different sources, concluded that the accuracy of multiattribute
features was better than that of single attribute.
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