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Landslide Detection Using Densely Connected
Convolutional Networks and
Environmental Conditions

Haojie Cai, Tao Chen

Abstract—A complete and accurate landslide map is necessary
for landslide susceptibility and risk assessment. Currently, deep
learning faces the dilemma of insufficient application, scarce sam-
ples, and poor efficiency in landslide recognition. This article uti-
lizes the advantages of dense convolutional networks (DenseNets)
and their modified technique to solve the three proposed problems.
For this purpose, we created a new landslide sample library. On
the original remote sensing image, 12 geological, topographic, hy-
drological and land cover factors that can directly or indirectly
reflect the landslide are superimposed. Then, landslide detection
was carried out in the three Gorges reservoir area in China to
test the performance of the improved method. The quantitative
evaluation of the landslide detection map shows that the combi-
nation of environmental factors and DenseNet can improve the
accuracy of the detection model. Compared with the optical image,
kappa and F1 increased by 9.7 % and 9.1% respectively. Compared
with other traditional neural networks and machine learning al-
gorithms, DenseNet has the highest kappa and F1 values. Based
on the base Densenet, through data augmentation and fine-tuning
optimization technology, the kappa and F1 values reach the highest
values of 0.9474 and 0.9505, respectively. The proposed method
has promising applicability in large area landslide identification
scenarios.

Index  Terms—Dense convolutional
classification, landslide detection.

networks, image

1. INTRODUCTION

ANDSLIDE refers to the slip phenomenon of slope rock
soil along the through shear plane, which is caused by
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human activity and environmental conditions [1]. Landslide
geological disasters often cause environmental disruptions, ca-
sualties, and severe threats to human life and property [2]. The
three Gorges reservoir in China is a world-renowned concen-
trated distribution area of reservoir bank landslides. According
to statistics, there are a total of 428 landslides with a single scale
exceeding 1.0 x 105 m3. Since the Three Gorges Dam was
constructed and impounded, these numbers are still increasing
[3]. For instance, the Xiling Gorge Xintan landslide destroyed
the Millennium Old Town in Xintan, destroyed 481 residential
houses, caused a surge of 54 m in height, affected 42 km of
the Yangtze River Channel, and suspended shipping for 12 days
[4]. The Jipazi landslide destroyed 1730 houses and caused an
economic loss of approximately 6 million yuan, which caused
a seven-day shipping interruption. To understand the causes
and control factors of these landslides, and to react to variation
tendencies in space and long time series, identifying existing
landslides and making detailed landslide map libraries for model
development and evaluation are valuable [5], [6].

Traditional method of landslide detection and mapping is field
surveys, which belong to the geomorphological analysis of the
research area [7]. This method has difficulty identifying old
landslides [7]. In addition, because the field of view is limited
by the slope, the ability of field investigations to accurately
grasp the boundary information of landslides is limited [7],
[8]. The purpose of field landslide investigation is detection
and mapping landslide areas caused by specific events, such
as earthquakes and rainfall, and observation and identification
of landslide type and characteristics to provide a basis for the
interpretation of satellite or aerial images [9]. Field surveys
are difficult to access in many places and slow in efficiency.
With the rapid development of earth observation technology,
disaster emergency warning and regional mapping applications
are also combined with remote sensing. Remote sensing has
the characteristics of being fast, macroscale, and all-weather,
and can quickly obtain macrosurface information [10]. At the
same time, the improvement of remote sensing image time,
spectrum and spatial resolution provides a robust database for
remote sensing applications [11], [12]. Utilizing remote sensing
technology to monitor and govern landslides has the advan-
tages of economy and speed. Remote sensing is widely used
in landslide detection or investigation, monitoring, and suscep-
tibility analysis [13]-[15]. The original method of extracting
landslide information from remote sensing images was visual
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interpretation, and has achieved good results in landslides, debris
flows, and other geological disasters. Visual interpretation is
a method of landslide detection based on image hue, texture,
shape, position, and mutual relationship [16]. The interpretation
mark of landslides mainly comes from the spectral, geometric
and texture features of the landslide body shown on remote
sensing images, and then these marks and geological knowledge
are analyzed by visual observation and combination with other
nonremote sensing data [16], [17]. For example, landslides can
cause extensive damage to vegetation, and further expose rocks
and soil on the surface, thereby increasing the brightness of
the image. Image brightness features are of great significance
to the identification of landslide areas [18]. However, visual
interpretation is too dependent on the interpreter’s experience
and knowledge ability, and the workload is heavy, the work cycle
is long, it is difficult to meet emergency needs, and the results
are sometimes unreliable [19].

To improve the efficiency and precision of landslide detec-
tion, many computer interpretation methods are used for re-
mote sensing geoscience information extraction tasks. Computer
interpretation is the comprehensive application of geoscience
analysis, remote sensing image processing, geographic infor-
mation systems, pattern recognition, and artificial intelligence
technology with the support of computer systems to realize the
intelligent acquisition of geoscience topic information [20]. The
computer interpretation methods applied to landslides can be
divided into statistics-based and heuristic methods. Statistical
methods include the weight of evidence, logistic regression, and
analytic hierarchy process; when new methods are implemented,
they can be used as benchmark methods [21]. Heuristic methods
or machine learning (ML) methods tend to use advanced algo-
rithms to establish relationships by analyzing the relationship
between landslide and nonlandslide features. The ML method is
an automatic modeling method for analyzing data. It can learn
the basic relationships existing in the data to build an analysis
model. They can produce accurate and repeatable results by
an iterative learning process [21]. Currently, the popular ML
algorithms applied to landslide susceptibility analysis, identi-
fication and monitoring are support vector machines (SVMs)
[22], [23], random forests (RFs) [24], rotation forests [25],
and ensemble learning including bagging [26]. Traditionally,
remote sensing image interpretation combined with ML uses
statistical methods such as maximum likelihood and k-means
clustering depending on spectral and texture features [11].
These methods are based on pixels. The pixel-based landslide
extraction method ignores the context of landslides. In fact,
landslides have other attributes (shape, texture, spatial struc-
ture, mutual relationship, etc.). In recent years, methods such
as object-oriented analysis, artificial neural networks, genetic
algorithms, and SVMs have achieved good results [11], [27]. The
object-oriented method fully considers the characteristics of the
landslide, which reduces the error of extracting information from
only pixels and obtains higher accuracy [28], [29]. However,
object-oriented methods require image segmentation first, and
the quality of the segmentation scale determines the landslide
detection result [7]. Complex, large-scale remote sensing images
complicate the segmentation process, resulting in low-efficiency
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landslide detection [30]. Whether it is based on pixels or ob-
jects, these ML methods require the design of interpretation
logic or the extraction of features in the image, which leads to
complex algorithm design and limits the potential for algorithm
improvement [11], [27].

In recent years, with the improvement of computer computing
power, the development of deep learning has experienced new
peaks. Deep learning has made great achievements in many
applications, such as image classification [31], object detec-
tion [32], [33], and natural language processing [34]. Influ-
enced by these successful applications, deep learning methods
based on pixels and objects have been proposed for landslide
detection and susceptibility [35]-[37]. In the deep learning
model, convolutional neural networks (CNNs) are the core
module. The convolution kernel of CNNs can automatically
obtain an effective feature representation of the image, which
allows CNNs to understand the object semantic information
without the need to manually design complex features [38].
Although the performance of CNNs has been greatly improved
and many real-world problems have been solved, only a few
studies have introduced CNNs into remote sensing images for
landslide detection [39]-[42]. Sameen et al. improved CNN
using residual blocks, and applied modified CNN to aerial
photography and LiDAR data for landslide detection [43]. Yu
et al. dealt with the problem of sample imbalance in land-
slide detection by a modified pyramid scene parsing network
(PSPNet) [44]. Their modified PSPNet achieved an F1 score
of 0.88. Although it is not the first time that CNNs have been
used for landslide detection, there are still the following three
problems.

1) Insufficient application: The performance of many CNNs

in landslide detection has not been exploited.

2) Poor efficiency: Landslides are a macroscopic geological
hazard, and deeper deep networks will result in reduced
efficiency.

3) Scarce samples: Landslide areas usually have complex
background objects, and landslide samples are rela-
tively scant compared with vegetation, water and rural
areas.

To solve these problems, we choose dense convolutional net-
works for landslide detection. DenseNets alleviate the vanishing
gradient problem, enhance feature transmission, support reusing
features, and prominently decrease network parameters [45].
In landslide detection, a deeper DenseNet can not only exploit
the potential of CNNs, but also reduce computational costs
because of feature reuse and fewer parameters. Furthermore,
DenseNet is not easy to overfit and has a strong generaliza-
tion ability, which is suitable for fewer samples in landslide
detection.

The purpose of this article is to explore the potential of the
deep learning network DenseNet in landslide detection with
only a small number of training samples to explore and try to
solve the problems faced by deep learning in the application of
landslide recognition. The two main contributions of this article
are as follows: explore the performance of DenseNet in landslide
detection, and introduce more environmental factors to improve
the performance of deep learning in landslide recognition.
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Fig. 1.

Dense block.

II. METHODS
A. DenseNet

Huang et al. proposed DenseNet at the conference on Com-
puter Vision And Pattern Recognition in 2017 [45]. The design
inspiration is the same as that of deep residual networks (ResNet)
[46] and highway networks [47]. Although these types of net-
works are structurally different, their essence is to use shortcut
connections from shallow layers to deep layers. This connection
method can avoid the problem of gradient vanishing with the
deepening of the network [48]. DenseNet adopts a more radical
short connection mode: to maximize information flow between
the layers in the network, they directly connect all layers (with
matching feature map sizes) together [45]. Its dense connectivity
is shown in Fig. 1.

In contrast to ResNet, DenseNet proposes a dense connectiv-
ity mechanism: it connects all the layers. Specifically, each layer
will accept all previous feature layers, and then together as the
next module input. It establishes dense connectivity between all
the front layers and back layers, and its name comes from it. For
the L-layer network, DenseNet includes a total of L (L + 1)/2
connections. Consequently, the layer receives the feature-maps
of all preceding layers, as input

) (D

where [zg,21,...,2;-1] refers to the concatenation of the
feature-maps produced in layers 0, ...l — 1. Fj(e)represents
a nonlinear conversion function. DenseNet inherits the advan-
tages of ResNet, but the network parameters and calculations
are greatly reduced, which is very meaningful for large-scale
landslide detection tasks and can improve detection efficiency. In
addition to fewer parameters, DenseNet also improves the flow
of the entire network features and gradients [45]. The original
input data and the gradient of the loss function can be passed to
each layer, as if all layers are under deep supervision [49].

xr, = Fl([l‘o,l‘l, ..

B. DenseNet-BC

CNN networks generally have to pass pooling or convolution
with strides greater than 1 to reduce the feature map width
and height, while the dense connectivity framework requires
the feature map size to be consistent. To solve this problem,
the structure of the dense block and transition is used in the

5237

DenseNet network. Among them, the dense block is a module
that contains multiple convolutional layers with dense connec-
tion mode. All the feature layers inside the dense block have the
same width and height. Fig. 2 shows the network structure of
DenseNet, which contains three dense blocks in total, and each
dense block is connected by a transition.

The feature maps with the same size inside the dense block are
connected together by channel combination. Fj(e) is a nonlinear
function combined by three operations, and the three module
sequences are batch normalization [50], rectified linear unit [51]
and 3 x 3 convolution (Conv). Each layer in the dense block
outputs k feature maps after Fj(e), and k is called the growth rate
in DenseNet, which is a hyperparameter. In general, using a small
k can obtain better performance. Assuming that the number of
channels in the feature map of the input layer is kg, then the
number of channels in the [*" layer is ko + k(I — 1). As the
number of layers increases, although £ is set small, the input
of dense blocks will be very large, but this is caused by feature
reuse. To solve the problem of excessive input in deep layers,
the bottleneck layer can be used inside dense blocks to reduce
the amount of calculation, and 1x1 Conv (see Fig. 3) is added to
the original structure, which is called DenseNet-B. A 1x1 Conv
obtains 4k feature maps, and its function is to compress feature
layers, thereby improving the calculation efficiency.

The transition layer includes a convolution layer with a kernel
size of 1 x 1 and an average pooling layer with a stride of 2,
which can serve as a compression model. If the feature layer
output by the dense block is m, then the transition layer can pass
through a compression parameter ¢, where 6 is the compression
rate. Usually, the value of #is less than 1 to compress the number
of channels of the feature map and reduce DenseNet parameters.
Adding bottleneck and transition modules to DenseNet can fur-
ther reduce the number of feature maps and network parameters.
The improved network is called DenseNet-BC. Considering the
purpose of the research and DenesNet, this article selected three
dense blocks, each of which contains six layers of dense con-
nectivity. The number of feature maps in each 3x3 convolutional
layer is 12, and the drop rate is 0.2. The network diagram is
shown in Fig. 4. Furthermore, according to the features of the
landslide, DenseNet uses dilation convolution, the dilation rate
of each dense block is 5, 2, and 1 in order from shallow to
deep [52]. The modified method can increase the receptive field
without increasing network parameters so that the convolution
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Dense Block 1

Fig. 2. DenseNet network using dense block + transition.
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DenseNet-BC.

can learn more complete semantic features of the landslide. The
modified DenseNet has a total of 158 layers, but there are only
177 614 training parameters, which is much smaller than that of
ResNet, VGG16 and other networks.

C. Landslide Sample Library

The occurrence and development of landslides are related to
many factors, e.g., geology, geomorphology, land cover, and hy-
drological conditions [53]-[55]. According to the environment
of the study area, aspect, slope, elevation, terrain relief, profile
curvature, plan curvature, lithology, bedding structure, NDVI,
MNDWI, distance to fault, and rivers are added to construct new
landslide samples. These factors cannot only improve the accu-
racy of landslide detection but also identify potential landslides
[56].

D. Flowchart of Landslide Detection

The entire experimental process consists of four parts. First,
samples of landslide labels in the study area were prepared
and the required factors were generated from geological maps,
geographic information databases and remote sensing images.
Second, the acquired factors were preprocessed and concate-
nated with the image, and then pixel patches were generated to

divide the training and validation sets. Third, DenseNet and other
models were used for landslide extraction. Finally, we evaluated
and compared the performance of the landslide extraction model,
and discussed the influence of some parameters on the experi-
mental results. The complete experimental process adopted in
this article is shown in Fig. 5.

E. Accuracy Evaluation

To evaluate the performance of DenseNet in landslide detec-
tion, precision, recall, F1 score [57], and kappa coefficients were
used to quantitatively evaluate the model. In binary classification
tasks, precision and recall are the two most common classifica-
tion performance evaluation indicators. Precision, or positive
sample accuracy rate, refers to the proportion of the predicted
correct positive samples to the total predicted positive samples.
Recall, also called sensitivity in some fields, refers to the ratio
of the number of predicted positive samples to all true positive
samples. The calculation formulas are

TP

precision = ) (2)
TP

l=——— 3

reca, N1 TP 3)
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Fig. 5. Flowchart of landslide detection.
TABLE I
CONFUSION MATRIX DESCRIPTION IN OUR APPLICATION
True Value .
Predicted Value Landslides Background
Landslides True Positive (TP) False Positive (FP)
Background False Negative (FN) True Negative (TN)

in which TP, FP, FN, and TN come from the confusion matrix
(see Table I). TP refers to the number of positive samples that are
correctly predicted, and TN refers to the number of is negative
samples that are correctly predicted. FP is the number of negative
samples predicted to be positive, and FN is the number of
positive samples predicted to be negative.

Precision and recall are contradictory, so the F1 score is usu-
ally used to comprehensively evaluate the classification results.
The F1 score is the harmonic average of precision and recall;
a higher F1 score indicates better overall classification results.
The formula is

precision X recall

Fy =2 x @)

precision + recall’

The kappa coefficient is a method used to evaluate consis-
tency in statistics, and we used it to appraise the accuracy of
multiclassification models. Kappa can quantitatively appraise
the consistency between the classification results and the true
label. When its value is greater than 0.8, the consistency can
be considered excellent. The Cohen kappa coefficient is defined
and given by the following function:

kappa = 2 (5)
— Pe
(TP + FN)(TP + FP) + (FP + TN)(TN + FN)
Pe = n2
(6)

in which, pg is the overall accuracy, and n is the total samples.
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TABLE II
SOURCE OF DIFFERENT APPLIED FACTORS

Data Type  Factors Resolution/Scale Source
Topography  Aspect 30m GDEM
Elevation 30m GDEM
Terrain relief 30m GDEM
Plan curvature 30m GDEM
Profile curvature 30m GDEM
Slope 30m GDEM
Geology Bedding structure 1:50000 Geological map
Distance to fault - Geological map
Lithology 1:50000 Geological map
Hydrology Distance to rivers - GIS database
MNDWI 30m Landsat ETM+
Land cover NDVI 30m Landsat ETM+

III. EXPERIMENT

A. Study Area

The study site is in Hubei Province, including Zigui County
and Badong County, in western Xiling Gorge (see Fig. 6). Its
geographic range is approximately 110.30°E and 110.87°E,
30.02°N and 30.93°N, covering an area of approximately 396
km?. The Yangtze River passes through the study area in a
WNW-ESE direction. The area has a typical subtropical mon-
soon climate and is characterized by hot summers and cold
winters. The rainy season is mainly concentrated from June to
September, the precipitation can be as high as 200-300 mm
per month, and the annual average rainfall is 1100 mm [57].
There are a total of 202 landslides in the study area, mainly
distributed along the Yangtze River and its tributaries, covering
an area of approximately 23.40 km 2. Larger landslides include
Fanjiaping landslide, Kaziwan landslide, Huangtupo landslide,
etc., accounting for 75% of the total landslide area. Landslides
and collapses in the study area have caused many disasters to
local people in history.

B. Data

The data include landslide label, high-resolution satellite im-
agery, and the study area environmental conditions described
in Section II-C. The landslide label was constructed by using
historical landslide record, interpretations of satellite images
and field survey data which provided by the Headquarters for
the prevention and control of geo-hazards in the Three Gorges
Reservoir area. The high-resolution image comes from the ZY-3
satellite, 4 bands, with a resolution of 5.8 m, acquired in April
2013. These factors used in the experiments can be divided into
four categories, and their sources are given in Table II.

After preprocessing these factors, they are superimposed with
the remote sensing image to obtain a data cube of size m x n X c,
where m and n are the width and height, respectively, and c is
the number of channels. The main preprocessing operations are
outlier correction, normalization, and resampling. This article
is based on pixel-based landslide detection, using pixels as
samples in the study area. Training samples and test samples are
randomly selected in total samples. To verify the performance
of the proposed method with only a small number of landslide
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samples, 30% of the existing samples are selected as training
data, and the rest are test samples. The total number of dataset
samples is 487 474, with the training sample of 146 242, and the
test sample of 341 232. After data augmentation processing, the
number of training samples is 584 968, and the number of test
samples remains unchanged. The input of the model is a patch
centered on the pixel [58], but the patch size affects the ability
of the convolution kernel to learn features [59]. The experiment
used the baseline DenseNet to select the optimal patch size.
Seven different patch sizes were selected, and the F1 score and
kappa were used as the evaluation indexes. Fig. 7 demonstrates
the values of the kappa coefficient and F1 score under different
patch sizes. When the path size was 23 x 23, the evaluation
value reached the highest value. Therefore, in all comparative

experiments, a patch size of 23 x 23 was used. Because land-
slides have rotation and translation invariance, and landslide
samples are generally difficult to obtain, the training samples
are data augmented. The purpose of data augmentation is to
ensure that the model can still learn the general characteristics
of landslides with only a few training samples. The augmentation
methods are horizontal flipping, adding Gaussian noise, and
rotation.

C. Experimental Configuration

The experimental environment of the article is a personal
computer equipped with an Intel Core i3-8100 processor, 8 GB
memory, and Nvidia GeForce GTX 1060 graphics card. All
source code is programmed using the Python language under
the deep learning framework TensorFlow. According to the
research purpose, comparative experiments were designed: three
different input datasets on DenseNet and three traditional CNN
networks compared with DenseNet.; DenseNet with SVM, and
RE

IV. RESULTS AND ANALYSIS
A. Performance Analysis of Training Sample Type

To verify that the added surface topographical factors improve
the performance of landslide detection, three different data types
are entered into the DenseNet model for landslide detection. The
results are shown in Fig. 8.
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Fig. 8(a) demonstrates the result of remote sensing image
detection. It can be observed from the result that the error and
missed cases are obvious, and the results are not satisfactory.
Overall, most of the identified landslides do not match the
actual landslide boundaries, and there are phenomena beyond
the boundaries, or only a part of the landslides is identified. Most
small landslides are completely unrecognizable or only a small
number of landslide pixels were recognized. Some landslide
bodies that are close to each other cannot accurately distinguish
the boundary. There are two reasons for this phenomenon.
The first is that the different categories samples in the study
area are severely unbalanced. Statistics show that the ratio of
nonlandslide pixels to landslide pixels is 15:1. Another reason is
the training data. Some small landslides are affected by imaging
technology or vegetation coverage, which cannot be identified by
optical images alone. Fig. 8(b) demonstrates the result of factor
detection. It can be observed that the overall landslide map is
satisfactory, the number of completely unrecognized landslides

(c)

Three kinds of training sample detection results. (a) RS image. (b) Factors. (c) RS image + factor.

is reduced, and most of the landslide areas are consistent with the
actual boundary. Fig. 8(c) is the result of using factor + image
detection. The overall detection result is not much different from
using a factor. The detection results show that the causative
factors play an important role in landslide detection, and the
new landslide sample library is effective.

To quantitatively evaluate the model performance and land-
slide detection results of three different training samples, the
confusion matrix is used to calculate the four evaluation factors
mentioned in Section II-E, and the evaluation indexes are shown
in Table III. Image + factors exhibit the highest precision, F1,
and kappa coefficients, but the recall value is lower than the fac-
tors. The higher the recall is, the more landslides are recognized,
and the higher the precision is, the more landslides are correctly
identified. The number of landslides identified by factors is high,
but the precision is low. A comprehensive evaluation, image +
factor training sample detection is the best. The qualitative and
quantitative appraisal of the results of the three different training
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TABLE III
PERFORMANCE VALUE OF DIFFERENT TRAINING SAMPLE

Landslide frequency

60

\ |

Quaternary deposits Bedded limestones Massive sandstones
lithology

TABLE IV
PERFORMANCE VALUE OF DIFFERENT

Recall/% Precision/% F1 Kappa Recall/% Precision/% F1 Kappa

RS image 80.62 77.08 0.7880  0.7745 1D-CNN 25.45 59.05 0.3557 0.3320
factor 89.60 85.69 0.8760  0.8681 2D-CNN 80.01 83.93 0.8192 0.8082
RS Image+ factor 86.76 89.07 0.8790  0.8715 SS-CNN 81.15 91.33 0.8594 0.8512
DenseNet 86.76 89.07 0.8790 0.8715

data types shows that the landslide factors provide additional
information and improve the accuracy of landslide detection, and
these factors are equivalent to increasing the attribute features
of the landslide. Taking the topography factor as an example,
landslides are controlled by factors such as elevation, slope,
and aspect. As shown in Fig. 9, the distribution of landslides
in different intervals of the distance to fault and lithology is
distinguishable. As long as the distribution is different, CNN can
use this difference to learn the characteristics of the landslide
to distinguish it from the background and help improve the
performance of the model.

B. Performance Analysis of Different CNN Model

To illustrate the performance of the DenseNet for landslide
detection, three traditional CNNs are compared: 1-D-CNN [60],
2-D-CNN [61] and spatial-spectral CNN (SS-CNN) [62]. All the
experimental hyperparameters, training data, and other variables
are consistent. 2-D-CNN can extract the spatial features of land-
slides, 1-D-CNN can extract the “spectral” features of landslide
pixels at each factor layer, and SS-CNN combines these two
features. The results are shown as follows.

Fig. 10(a) demonstrates the result map of the 1-D-CNN
model. It can be seen in the figure that many landslides cannot
be identified. Even though identified landslide area is seriously
inconsistent with the actual range, the noise phenomenon of
the landslide map is serious. Fig. 10(b) shows the result of the
2-D-CNN model. Compared with the 1-D-CNN detection re-
sults, the ability of landslide detection is significantly improved
which only has a small unrecognized area inside the landslide,
and the noise phenomenon is significantly reduced. Fig. 10(c)
shows the result of the SS-CNN model. Due to the combination
of spatial and factor features, almost all landslide areas can be
well identified, and a small number of small landslides cannot

be identified. The landslide graph is smooth and the noise phe-
nomenon is significantly reduced. The boundary of the landslide
is closer to the actual landslide ranges. Fig. 10(d) shows the
results of the DenseNet model. The detection result is closest to
the actual landslide range, the landslide map is noise-free and
the boundaries almost completely match.

The quantitative evaluation of these four models is given in
Table IV. The DenseNet model has a precision of 89.07%, a
recall of 86.76%, an F1 of 0.8790, and a kappa of 0.8715. In
addition to precision, other evaluation index values of DenseNet
are the highest. A comparison of the 2-D-CNN and 1-D-CNN
shows that the spatial characteristics of landslides are the most
important identification signs. Comparing SS-CNN and 2-D-
CNN, it shows that the fusion of different types of landslide
features can also play a positive role. Comparing DenseNet
and SS-CNN shows that multilevel feature fusion is better than
using only the last feature layer. Although DenseNet has a
higher rate of misrecognition of landslides, more landslides can
be identified and the overall effect is the best. Furthermore,
Fig. 11 shows the convergence curves; we find that for the
same number of iterations, training loss and validation loss of
DenseNet are lower than other models, which means that we
can obtain satisfactory results with fewer iterations. Thus, it
can save time and improve efficiency in large-scale landslide
detection applications. 1-D-CNN, 2-D-CNN, and SS-CNN are
three typical CNN feature extraction methods. Most of the CNN
models used for landslide recognition are 2-D-CNN and use
high-resolution images, so they have achieved good results.
However, in large-scale landslide recognition scenes, medium-
resolution images are more suitable. This part of the experiment
explores the performance of these three models in landslide
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recognition, and the proposed method can balance efficiency
and accuracy in landslide recognition in extensive areas.

C. DenseNet Optimization Analysis

Landslide samples are difficult to obtain in practice, but deep
learning model training requires a large number of training
samples. Therefore, in the training phase, data augmentation
techniques are adopted. Data augmentation technology can im-
prove model generalization ability and robustness. Fine-tuning

Four model detection results. (a) 1-D-CNN, (b) 2-D-CNN. (¢) SS-CNN. (d) DenseNet.

technology can solve bad cases in the recognition results well.
This part of the experiment explores data augmentation and
fine-tuning, and the detection maps are shown in Fig. 12.

In Fig. 12, the landslide map after fine-tuning and data
augment is comprehensive and smooth, and its quantitative
evaluation is given in Table V. The DenseNet model has a
precision of 95.17%, a recall of 94.92%, and F1 of 0.9505,
and a kappa of 0.9474, F1, and kappa are nearly 7% higher
than baseline DenseNet. Experimental results show that through
data augmentation and fine-tuning, the overall effect of landslide
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DenseNet optimization results. (a) Baseline DenseNet. (b) DenseNet with data augment. (c¢) DenseNet with data augment and fine-tuning.
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TABLE V
PERFORMANCE VALUE OF OPTIMIZATION STRATEGY

Recall/%  Precision/% F1 Kappa

Baseline 86.76 89.07 0.8790  0.8715

Data augment 92.22 94.47 0.9333  0.9292

Fine-tuning 94.92 95.17 0.9505  0.9474
TABLE VI

PERFORMANCE VALUE OF DENSENET WITH TRADITIONAL METHODS

F1 Kappa
SVM 0.7039 0.6895
RF 0.4524 0.4349
DenseNet 0.9505 0.9474

recognition can be further improved. Data augmentation enables
the model to learn the general characteristics of the landslide,
and the introduction of noise makes the model more suitable
for complex landslide areas, and has the greatest impact on the
improvement of the model.

D. Comparison With Traditional Methods

Furthermore, we compare the landslide detection perfor-
mance of DenseNet and SVM [63], and RF [39]. The SVM
penalty parameter is 1.0, and the kernel function is the radial
basis function. The RF has 10 decision trees and the maximum
depth is 50. All the experiments only use 30% of the samples as
training data, and the quantitative evaluation results are shown
in Table VI.

It can be seen in the evaluation results that when only a small
number (30%) of the samples are used, the performance of SVM
and RF is poor, and the kappa coefficients are only 0.6895 and
0.4349, respectively, while the kappa coefficient of DenseNet is
0.9474. Comparing DenseNet with traditional ML algorithms,
when there are scarce samples in practical applications, the per-
formance of ML will be very poor, but the improved DenseNet is
not be affected. Obviously, our proposed method is suitable for
large-scale landslide recognition scenarios that lack samples.

V. DISCUSSION

To verify the influence of various environmental factors on the
detection performance of the model, we analyzed the importance
of 12 factors on the landslide before modeling. In this article, the
information gain ratio (IGR) was used to analyze the training set
[64]. The higher the IGR value was, the greater the influence of
this factor on the occurrence of landslides. A factor with an IGR
value of 0 means that it does not contribute to the occurrence of
the landslide and should be eliminated.

As shown in Fig. 13, the IGR values of all 12 factors were
greater than 0, indicating that these factors contribute to our
landslide detection model in the study area. Among these factors,
distance to rivers had the most significant impact on landslides,
because the landslides in the study area are reservoir slope
landslides. Next are the aspect, slope, elevation, and other to-
pographic and geomorphic factors.

In addition, based on different types of factors, 6 sets of
comparative experiments were performed to verify the role of
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TABLE VII
PERFORMANC OF DIFFERENT FACTORS TYPE

F1 Kappa
All factors 0.8760 0.8681
Topography 0.8209 0.8104
Geology 0.7846 0.7721
HL 0.6881 0.6722
Topography + Geology 0.8674 0.8594
Topography + HL 0.8302 0.8204
Geology + HL 0.8085 0.7975

the factors in the landslide detection model. For convenience, the
hydrology and land cover factors are grouped into one category,
denoted as HL.

As given in Table VII, the DenseNet model that used all
factors had the best landslide detection performance. Among
them, topographic factors played the most important role, fol-
lowed by geology and HL factors. If any factor was reduced,
the performance of the model decreased. Overall, all selected
landslide environmental factors were used to model landslide
detection. Although studies have shown that some factors have
a negative effect on model recognition [65], in this article, all
types of factors had a positive effect on the detection model. The
choice of factors was affected by the environment of the study
area, the type of landslide and the method adopted. Therefore,
when modeling, decide which factors to choose according to
your own conditions.

VI. CONCLUSION AND FUTURE LINES

In this article, a novel landslide sample library was established
by adding environmental factors. Based on these landslide sam-
ple libraries, the DenseNet architecture was used to detect and
map the existing and historical landslides in the Three Gorges
area of China. Experimental results show that the proposed
method can accurately identify landslides in a large area with
fewer training samples, which is beyond ordinary CNN and
traditional ML methods. Furthermore, the proposed method
has few model parameters, and a faster convergence speed
than the general deep CNN, so it has promise applicability in
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large area landslide recognition scenarios lacking samples. The
poor recognition ability of this method on microlandslides is a
problem to be solved in the future.
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