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Using Conditional Generative Adversarial 3-D
Convolutional Neural Network for Precise

Radar Extrapolation
Cong Wang , Ping Wang , Pingping Wang , Bing Xue, and Di Wang

Abstract—Radar echo extrapolation is a basic but essential task
in meteorological services. It could provide radar echo prediction
results with high spatiotemporal resolution in a computationally
efficient way, and effectively enhance the operational system’s fore-
casting capability for meteorological hazards. Traditional methods
perform extrapolation by estimating echo motions between con-
tiguous radar data. This strategy is difficult to characterize complex
nonlinear meteorological processes effectively, and it is difficult to
benefit from large historical data. Recently, machine learning (ML)
models have been used for radar echo extrapolation. These methods
have effectively improved extrapolation quality in a data-driven
way and from the statistical perspective. Although the ML-based
methods show excellent performance, they usually produce blurry
extrapolations. This leads to underestimating radar echo inten-
sity and making echo lack small-scale details. Moreover, it makes
models difficult to predict severe convective hazards. To solve this
problem, a two-stage extrapolation model based on 3-D convolu-
tional neural network and conditional generative adversarial net-
work is proposed. These two models form the “pre-extrapolation”
and “postprocessing” paradigm. The pre-extrapolation model is
trained in the traditional way and performs rough extrapolation.
The postprocessing model uses the pre-extrapolation result as input
and is trained with the adversarial strategy. It could correct the
echo intensity and increase the echo’s details. In the experiment,
our model could provide more precise radar echo extrapolations
than other methods, especially for intense echoes and convective
systems, in the data of North China from 2015 to 2016.

Index Terms—Conditional generative adversarial network
(CGAN), convective system, convolutional neural network (CNN),
radar extrapolation.

I. INTRODUCTION

W EATHER radar is one of the vital weather observation
tools. It can provide high-precision atmospheric infor-

mation in real-time and is also the basis of many weather recog-
nition and forecasting algorithms [1]–[5]. Radar echo extrapo-
lation technology refers to predicting future radar echo changes
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based on radar data in the past time. This technology analyzes
radar echo changes in the past few moments and can provide
high spatiotemporal resolution future atmospheric evolution in-
formation within a few minutes after receiving the data. Extrap-
olation technology has solid forecast skill in the next few hours,
especially the first hour. High quality radar echo extrapolation
result is the cornerstone of many forecasting algorithms [6]–[10]
and is of great significance to disaster prevention and control.

Traditional radar extrapolation methods could be divided into
cell-based methods [11]–[15] and pixel-level methods [16]–
[20]. The thunderstorm identification, tracking, analysis, and
nowcasting (TITAN) method [11] and the storm cell identifica-
tion and tracking (SCIT) method [12] are representatives of cell-
based methods. These methods take the storm cells as objects and
calculate each cell’s motion vector by tracking its centroid. The
predicted trajectory of each cell is usually calculated by fitting or
weighted summation of its historical motion vectors. However,
pixel-level methods attempt to obtain dense motion vector fields
and perform extrapolation point-by-point. Tracking the radar
echo with correlation (TREC) method [16] is representative
of pixel-level methods. It calculates the motion vector based
on the correlation between the neighborhood of each point.
The optical flow method in image processing is also used for
radar extrapolation [21], [22]. This method can be regarded as a
particular case of cross-correlation methods, which also obtains
a dense motion vector field through pixel-level matching. The
advantage of the optical flow method is that its principle has
already included the global smoothing constraint, which could
reduce the noise in motion vector fields more effectively. After
determining the dense motion vector field, the extrapolation of
each point is usually determined by the forward or backward
semi-Lagrangian scheme [21], [23]. Different from the above
perspectives, some studies have tried to handle extrapolation
from the signal processing view. These studies analyzed the
dependence between radar echo scale and predictability and
filtered small scale low predictability echoes to improve the
forecast skill [24]–[27]. Moreover, additional random noise was
used to reconstruct the uncertainty caused by the small-scale
structure [28].

Although all of these methods have provided radar extrapola-
tion solutions, some weaknesses still need to be addressed. Cell-
based methods could retain the cells’ structure during extrapo-
lation, but they could not cover the radar echo without any cells.
Pixel-level methods could perform pointwise extrapolation, but
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the neighborhood scale and smoothing constraint make it more
challenging to predict complex local evolution, especially for
convective systems. The signal processing-based methods are
also incapable of handling local precision extrapolation while
filtering out low predictability radar echoes. Moreover, these
traditional methods usually treat the echo intensity as a constant
during extrapolation, but the actual echo is always accompanied
by enhancement and weakness. Furthermore, they only use the
current radar sequence for extrapolation and could not benefit
from a mass of historical samples. All these flaws determine
that the traditional extrapolation method is difficult to forecast
the complex nonlinear meteorological process accurately.

In recent years, machine learning (ML) methods have been
widely used in various fields of meteorology and have achieved
remarkable results [2], [29]–[34]. ML methods could effectively
represent complex nonlinear meteorological processes from the
statistical view by modeling large historical data. In this way, a
series of ML-based radar echo forecasting methods have been
proposed [35]. Shi et al. [36] first proposed an end-to-end radar
extrapolation method (ConvLSTM) for precipitation nowcast-
ing. This method used a convolutional neural network (CNN)
to extract features in radar images and used a long short term
memory (LSTM) network to model the time dependence be-
tween radar scans. Compared with the optical flow method, it has
achieved significant performance improvement. Furthermore,
Shi et al. [37] improved this method and proposed the trajec-
tory gated recurrent unit (TrajGRU) model, which enhances
the model’s spatiotemporal representation capability. Contrarily,
Han et al. [38] paid more attention to the convective systems.
He divided radar mosaic images into boxes sized 6 km× 6 km.
For each box, a CNN model was used to extract features from
the 3-D grid radar data and meteorological reanalysis data. This
method finally aimed to predict whether each box’s reflectivity
would be greater than 35 dBZ in the next 30 minutes. Tran and
Song [39] combined 3-D CNN (3D-CNN) and gated recurrent
unit (GRU) to extrapolate 3-D radar data and designed a new
module to solve the data crosstalk problem between different
channels.

ML-based radar extrapolation methods have made significant
progress compared with traditional algorithms. However, there
are still some challenges. When constructing an ML model,
a loss function that could measure the difference between the
prediction and the ground truth is designed, and the ML model
performance is improved by minimizing this loss function.
Almost all ML-based radar extrapolation methods employed
mean square error (MSE) and its extensions as the loss function.
However, some studies that used ML for image spatiotemporal
prediction have shown that MSE usually “blur” the results [40]–
[44]. The reason for this “blur” could be explained from two per-
spectives. 1) MSE is sensitive to outliers, which makes the model
more inclined to mean prediction [43], [44]. 2) The predictability
of radar echo is related to the echo scale, and small-scale high-
frequency echo details usually have low predictability [24]–[27],
[45]. For the radar extrapolation task, this blur phenomenon will
produce two adverse effects on extrapolations. 1) The reflectivity
intensity of the extrapolations are usually underestimated. 2) The
echo small-scale details in the extrapolations are lost, and the

convective systems’ structure cannot be represented correctly.
These make it difficult for ML methods to provide sufficient
information for hazard forecasting, especially for convective
hazards.

In the computer vision field, generative adversarial network
(GAN) is usually regarded as a method capable of reducing the
blur phenomenon brought by MSE and enhancing image detail
and sharpness. The GAN is a kind of model that was originally
used to generate images from given data [46]. It consists of
two parts. The first part is called the generator, which is re-
sponsible for generating the required images. The other part is
called the discriminator, which is responsible for estimating the
authenticity of the generator outputs. The discriminator could be
regarded as a loss function with learning ability and is updated
with the generator’s training, which could dynamically measure
the quality of images generated by the generator. GAN could
overcome the problems caused by specific loss functions and can
generate realistic images. Some recent researches have begun to
investigate combining GAN to reduce the blur phenomenon in
ML-based extrapolation [47]–[49]. They applied the naive GAN
paradigm directly to the extrapolation models’ training process
and improved the pixel-level score. However, limited by the
naive GAN’s inherent characteristics, GAN models are difficult
to generate high-resolution images. Therefore, it is challenging
for these studies to predict echoes with accurate structures and
small-scale details precisely. [49].

In this article, a two-stage model combining 3-D-CNN and
conditional generative adversarial network (CGAN) is proposed
to tackle these problems. Compared with GAN, CGAN extra
joins explicit constraints between the input and output of the
generator [50]. However, in this article, CGAN has not been used
to undertake all the radar extrapolation jobs. Radar data is high-
dimensional spatiotemporal data, and training GAN-based mod-
els with high-dimensional data is still a challenge [51]–[53]. Be-
cause the space of the generated results expands drastically with
the increase of dimension, it is difficult for the GAN-based mod-
els to converge. From the meteorological view, it is difficult for
the models to precisely predict locations and intensities of radar
echoes simultaneously with a high resolution during adversarial
training. Some researches have made improvements through
joint training of multiple discriminators of different scales [54],
[55] or step-by-step training at multiple resolutions [56]–[59].
In this article, a 3-D-CNN-based “pre-extrapolation” model
using an enhanced MSE as the loss function is first trained.
Subsequently, the pre-extrapolation model’s output is used as
input to train a CGAN-based “postprocessing model.” From the
ML perspective, the pre-extrapolation model can be regarded
as the pretraining model of the postprocessing model and mak-
ing the CGAN-based postprocessing easier to converge. From
the operational application perspective, the radar extrapolation
problem is decoupled into two parts. The pre-extrapolation
model is responsible for exactly predicting echo location and
roughly extrapolating the echo intensity and distribution. The
postprocessing model is responsible for fine-tuning the intensity
and details to produce the final realistic extrapolation result.

This article is organized as follows. Section II shows the data
used in this article. Section III describes the method proposed in
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Fig. 1. Study area and radar locations.

this article. The results and case studies for different applications
are shown in Section IV. Section V is the discussion. The
summary and future work are in section VI.

II. DATA

The S-band doppler weather radar data provided by the Mete-
orological Observation Center of the China Meteorological Ad-
ministration are used for radar echo extrapolation. These radars
are located in Qinhuangdao, Tianjin, Shijiazhuang, Cangzhou,
Binzhou, Jinan, Weifang, Qingdao, and Yantai in North China.
A general view of the study area and radar locations is shown
in Fig. 1. The time range is from May 2015 to December 2016.
The radar scan is performed approximately every 6 minutes,
and the scan range is 230 km. Each scan includes nine elevation
angles from 0.5◦ to 19.5◦. The radar data are converted from
polar coordinates to cartesian coordinates with a resolution
of 2 km× 2 km. The composite reflectivity image product of
weather radar is used for echo extrapolation. Every 20 consec-
utive radar scans are considered as a complete sample. The first
10 radar images are used as the model’s input to predict the
next 10 radar images about one hour in the future. The last 10
radar images are used as labels to evaluate model performance.
There is no time overlap between samples. A total of 17 672
samples are collected. The samples are divided into a training
set, a validation set, and a test set in terms of date to ensure the
independence between data sets. The samples earlier than the
20th of each month are used as the training set to train the radar
extrapolation model. The radar data from the 21st to the 25th of
each month are regarded as the validation set for model tuning.
After the 26th of each month, the samples form a test set to
evaluate the final performance. The training set, validation set,
and test set contain 10 900, 3497, and 3275 samples, respectively.

III. METHOD

In this article, the proposed method consists of two parts.
1) The 3-D-CNN-based radar echo pre-extrapolation model. 2)
The CGAN-based radar echo postprocessing model. The first
part is handled for the extrapolation of echo position and rough

prediction of the echo intensity and distribution in the future.
The second part is responsible for postprocessing the first part
results so that the final results are closer to the authentic radar
echo in shape detail, and intensity. The method flow chart is
shown in Fig. 2.

A. Three-Dimensional-CNN-Based Pre-Extrapolation Model

1) Three-Dimensional Convolution Kernel: In recent years,
CNN has made significant progress in image processing. Thanks
to CNN’s structure conforming to the characteristics of image
data. Image data usually denoted as a 2-D matrix with size
H ×W (H denotes the image height, W denotes the image
width). Correspondingly, the traditional 2-D convolution kernels
also perform feature extraction in this 2-D space. Compared
with naive image processing problems, radar extrapolation can
be seen as adding the time correlation to spatial dimensions.
For spatiotemporal data, it is usually represented as a 3-D grid
of T ×H ×W (T denotes the time dimension). If using 2-D
convolution to process spatiotemporal data directly, the feature
extraction could only be performed in a 2-D space of H ×W .
And the time dimension is regarded as the number of image
channels and will not perform any additional processing [see
Fig. 3(a)]. To enhance the model’s ability for extract features
in the time dimension, the 3-D convolution kernel could be
obtained by expanding the 2-D convolution kernel in the time
dimension [60], [61]. The 3-D kernel regards time dimension
and space dimension equally important and performs feature
extraction in the 3-D space of T ×H ×W [see Fig. 3(b)]. In
this article, the 3-D convolution kernel is used as the basic unit
to extract spatiotemporal features from radar data.

2) Model Structure and Details: The model consisting of
3-D convolution kernels is used for the preliminary extrapola-
tion. The model structure is shown in Fig. 4. This model consists
of three kinds of blocks: encoding, inference, and decoding.

The encoding blocks are responsible for encoding the spa-
tiotemporal radar data from high spatiotemporal resolution into
a low-dimensional space. In this process, it not only obtains
more powerful features but also reduces computing resources.
The inference blocks are responsible for further extracting ad-
vanced features from the encoded low-dimensional features and
performing spatiotemporal prediction. In this process, the di-
mensions of the features remain consistent. The decoding blocks
are used for reconstructing the low-dimensional features to the
original radar space. There are four encoding blocks, each of
which consists of two 3-D convolution kernels and an additional
3-D downsampling layer. Each time the data passes through an
encoding block, the spatial resolution becomes halved, and the
number of channels is doubled. After the last encoding block,
the time resolution is also downsampled. Subsequently, there
are five inference modules, each of which consists of a 3-D
convolution kernel that does not follow any sampling layer. The
number of decoding modules is the same as that of encoding
modules. Each decoding module consists of two 3-D convolution
kernels and an additional 3-D upsampling layer. Each time the
data passes through a decoding module, the spatial resolution
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Fig. 2. Method flow chart. The dotted line represents the training process of the pre-extrapolation model. The dashdotted line indicates the training process of the
postprocessing model. The solid line represents the working sequence of the models in operational applications. During the pre-extrapolation model training, past
radar images are used as model input, and the weighted MSE loss function is used to update the model parameters. The pre-extrapolation model result is used as the
input of the postprocessing model, and the generative adversarial loss is used to train the postprocessing model. In operational applications, the pre-extrapolation
model and the postprocessing model are executed sequentially to produce the final radar extrapolation result.

Fig. 3. h×w 2-D convolution kernel and a t× h×w 3-D kernel are used to
process spatiotemporal data of size T ×H ×W . (a) 2-D convolution traverses
3-D data along the H ×W 2-D space. (b) 3-D convolution traverses data in
both time and space dimensions.

is restored by ×2. The first decoding module is additionally re-
sponsible for the restoration of time resolution. The last decoding
module consists of an upsampling layer and a 3-D convolution
kernel. At the end of the model, a naive 3-D convolution kernel
is used to transform the decoding model output into the image
space. The specific model parameters are shown in appendix
Table A1.

Additionally, some valuable techniques are also used to build
the model. The batch normalization (BN) [62] is used after
each convolution kernel. It enables the data to be adaptively
normalized after each convolution kernel and retain the original
distribution, which can effectively accelerate model conver-
gence. The leaky rectified linear unit (LeakyRELU) [63] with a
slope of 0.2 is also used after each convolution layer to enhance
the model’s nonlinear modeling ability. The last layer is only
used to transform the number of channels, and the BN and the
LeakyRELU are not used.

3) Loss Function: Because it only needs to estimate the
intensity and distribution of radar echoes roughly, MSE is used to
train the pre-extrapolation model. In radar data, higher reflectiv-
ity usually means more severe weather hazards. However, data
with high reflectivity accounts for a small proportion of all radar
data [37]. This means that the model will focus on improving
the accuracy of prediction in weak reflectivity areas. To alleviate
this problem, a weighted MSE (WMSE) loss function is used to

optimize the pre-extrapolation model (1)–(2). Higher reflectivity
is given a higher weight, which allows the model to pay more
attention to areas prone to severe meteorological hazards

LWMSE

(
I, Î

)
=

∑
h,w,t

weighth,w,t ×
(
Ih,w,t − Îh,w,t

)2 (1)

weighth,w,t =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1, if Ih,w,t < 30 dBZ
2, if 30 dBZ ≤ Ih,w,t < 35 dBZ
5, if 35 dBZ ≤ Ih,w,t < 40 dBZ
10, if 40 dBZ ≤ Ih,w,t < 45 dBZ
30, if 45 dBZ ≤ Ih,w,t

(2)

where Ih,w,t represents the reflectivity of the label data with
coordinate (h,w, t), Îh,w,t represents the prediction data reflec-
tivity with coordinate (h,w, t), and weighth,w,t represents the
weight of with coordinate (h,w, t).

B. CGAN-Based Post-Processing Model

The pre-extrapolation model could give a rough prediction of
radar intensity distribution at accurate location but lacks local
shape details and still has deviations in intensity. This hinders
accurate forecasts, especially for convective systems, which
usually cause severe hazards. In this section, a CGAN-based
postprocessing model is designed to improve the accuracy of
the pre-extrapolation model results.

1) CGAN Method: GAN is an algorithm proposed by Good-
fellow et al. [46] to generate realistic images from given data.
It reduces the “blur” effect caused by the pixel-based loss
function in traditional algorithms. GAN transforms the tradi-
tional “model-loss” paradigm into the “generator-discriminator”
paradigm. The generator uses the given data to generate spurious
images. However, it does not compare the generated images and
the label images pixel by pixel to calculate the loss. Instead, the
generated images and the label images are input into a new model
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Fig. 4. Structure of the 3-D-CNN-based pre-extrapolation model.

called “discriminator,” and the discriminator is used to determine
inputs’ authenticity. The training process of GAN can be seen as
an adversarial game between the generator and the discriminator.
The generator’s purpose is to make the discriminator unable
to distinguish the authenticity of the images generated by the
generator and the label images. The discriminator is designed
to identify the generator’s outputs from label images. These
two models are trained by the established goals, iteratively.
Finally, a generator capable of generating realistic images and
a discriminator competent in judging images’ authenticity can
be obtained. GAN breaks the limitation introduced by the loss
function in traditional image generation models. It uses the
discriminator to supervise and improve the generation model
to replace the specific loss function. Because CNN could effec-
tively extract high-level features of images, the discriminator is
usually composed of CNNs. For the discriminator, what needs
to be processed is only an image classification problem. The
training process of GAN can be defined as an alternate maximum
and minimum optimization process of the classification loss. The
loss is defined as

LGAN(G,D) = Ex∼setdata
[logD(x)] +

Ez∼setz [logD(1−D (G (z)))]
(3)

where G and D represent the generator and the discrimina-
tor, respectively. E represents the mathematical expectation.
x ∼ setdata means that x is sampled in the setdata. x denotes
a real image, setdata is the set of label images, z represents
given information used to generate images, and setz is the set
of z. Usually, the generator and the discriminator are composed
of neural networks, and the batch stochastic gradient descent
algorithm is used to update models. The iterative optimization
steps are shown in Algorithm 1.

The original GAN is used to generate realistic images from
noise. There are no explicit constraints between the input and
output of the generator. However, in applications, the generator
is always expected to complete tasks based on specific input
(e.g., the input is a low-resolution image, and the output is the
corresponding high-resolution image) is always more desired.
To solve this problem, CGAN is proposed [50]. Unlike the
GAN, the CGAN’s discriminator inspects whether the generated
image matches the generator input instead of simply judging

Algorithm 1: Iteratively Optimize GAN Using Batch
Stochastic Gradient Descent Method.

Definition:G represents the generator with parameters θg;
D denotes the discriminator with parameters θd.

1: for each iteration do
2: Sample batch of m inputs {z1, z2, . . . ,zm} from setz

for generating images.
3: Sample batch of m actual images {x1,x2, . . . ,xm}

from setdata for labels.
4: Update the parameterd θd of the discriminator D to

maximize LGAN(G,D):

θd := θd+∇θd
1

m

m∑
i=1

[logD(xi)+log(1−D(G(zi)))].

5: Update the parameterd θg of the generator G to
minimize LGAN(G,D):

θg := θg −∇θg
1

m

m∑
i=1

log(1−D(G(zi))).

6: end for

the generator output’s authenticity. Therefore, the input and
output of the generator are used together as the input of the
discriminator. The loss function of CGAN is as follows:

LCGAN(G,D) = Ec∼setc,x∼setdata
[logD(c,x)] +

Ec∼setc [logD(1−D (c, G (c)))]
(4)

where c represents the condition for generating images, setc is
the set of c, and other symbols are the same as those in (3). The
optimization process has also changed (see appendix Figure A1).

In this article, CGAN is used to enhance the pre-extrapolation
model results. The generator takes the pre-extrapolation model
results as input and outputs the corresponding radar images
with more details. The discriminator executes to determine
whether the output and input of the generator are matched.
Pre-extrapolation results and real radar images are joined used
as positive samples of the discriminator, and the expected output
of the discriminator is “True” or “1.” The negative samples of
the discriminator are the pre-extrapolated radar images and the
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Fig. 5. Structure of the CGAN-based postprocessing model.

generated radar images, and the expected output is “False” or
“0.” The generator and discriminator are optimized iteratively.
Ultimately, a postprocessing model capable of outputting accu-
rate radar images based on the pre-extrapolation results can be
obtained.

2) Model Structure and Details: The postprocessing model
structure is shown in Fig. 5. The pre-extrapolation model results
are sent to the generator one by one to generate more accurate
radar images. However, the generator inputs are not the radar
images generated by the pre-extrapolation model but the feature
maps of the last decode block in the pre-extrapolation model.
This is because the outputs after the last decoding block contain
more latent information than the radar images. In this way,
each sample of the generator is a 256× 256 image with 32
channels. The generator consists of 14 layers of the 2-D kernel.
Each 2 of the first 12 layers together with BN and LeakyRELU
form a generator block, which does not include any sampling
operations. The residual concept is also introduced to enhance
generator performance [64]. The generator’s input and output are
connected as the negative sample of the discriminator, and the
generator’s input and the label images are paired as the positive
sample of the discriminator. The resolution of both positive
and negative samples is 33× 256× 256. The discriminator is
composed of five layers of 2-D convolution layers and two fully
connected layers. Each 2-D convolution is accompanied by BN
and LeakyRELU to form a discriminator block. After every
two discriminator blocks, downsampling is performed. The final
fully connected layer gives a scalar output, which is used as the
score of the discriminator input. The parameters of the generator
and the discriminator are shown in appendix Table A2.

3) Loss Function: Equation (4) shows the original loss
function of CGAN. However, it is challenging to train CGANs
using the basic loss function, and the improvement of the
loss function is also one of the hotspots of ML research. In

this article, for training the CGAN model, the loss function
based on Wasserstein distance [65], [66] is employed (5). The
discriminator based on this loss function no longer estimates the
positive and negative of samples (output between 0 and 1) but
judges the degree to which the input belongs to a positive sample
or a negative sample (output range is infinity). Additionally, the
Lipschitz continuity is also required by the discriminator, and
a penalty term based on the Lipschitz continuity is added to the
loss function. The setĉ,x̂ represents a set, which is composed
of points between labels and generated images

LCGAN(G,D) = Ec∼setc,x∼setdata
(D(c,x))

− Ec∼setc (D(c,G(c))))

− λEĉ,x̂∼setĉ,x̂

(‖∇ĉ,x̂D(ĉ, x̂)‖2 − 1
)2
(5)

IV. EXPERIMENTS AND RESULTS

In this section, the model performance is evaluated. Pixel-
based and convective cell-based evaluations are used to illustrate
model performance in different meteorological applications.
The polynomial-based Farneback optical flow method [67],
TrajGRU [37], and simple 3-D-CNN are used as baselines. Our
extrapolation GAN model is denoted as ExtGAN. Farneback
optical flow uses local polynomial matching for dense motion
vector field estimation, and the forward-in-time scheme pro-
posed in [21] is used as the corresponding extrapolation method.
TrajGRU is an effective method that combines gated recurrent
unit (GRU) and 2-D-CNN for radar extrapolation. The simple
3-D-CNN is used to illustrate the role of the CGAN model.
Additionally, to illustrate the role of WMSE, a 3-D-CNN w/o
WMSE model is trained and compared with the 3-D-CNN. All
models are trained with the training set, the validation set is
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TABLE I
CONTINGENCY TABLE OF INDICATORS FOR MODEL EVALUATION

applied for model hyperparameters adjustment, and the test set
is used to evaluate models’ final performance.

1) Evaluation Indicators: In experiments, the method based
on the contingency table is used to evaluate models at pixel-level.
This method sets different reflectivity thresholds, which could
indicate model performance under different levels of hazards.
When a threshold is set, every point on the predicted radar image
is transformed into “predicted yes” or “predicted no,” and every
point on the label image is transformed into “observed yes” or
“observed no.” As shown in Table I, a, b, c, and d represent the
number of different type results. Based on these, five indicators
are calculated (6)–(10). Probability of detection (POD) indicates
how many hazards are correctly predicted. False alarm ratio
(FAR) indicates the ratio of the predicted hazards that do not
occur. Equitable threat score (ETS) gives a more comprehensive
evaluation of hits through penalizing misses and false alarms
and adjusting hits associated with random chance. Bias indi-
cates whether the model has over-prediction or under-prediction.
Heidke skill score (HSS) represents the advancement of model
results relative to random forecast

POD =
a

a+ c
(6)

FAR =
b

a+ b
(7)

Bias =
a+ b

a+ c
(8)

HSS =
2 (ad− bc)

(a+ c) (c+ d) + (a+ b) (b+ d)
(9)

ETS =
a− aref

a− aref + b+ c
, aref =

(a+ b)(a+ c)

a+ b+ c+ d
. (10)

Convective systems usually cause severe weather hazards.
Convective cells are the basic units of convective systems and
also the basic objects for convective hazard research and fore-
cast. To exhibit the prediction ability of extrapolation methods
for convective systems, two statistical indicators based on con-
vective cell intensity are used to evaluate model performance.
The maximum reflectivity (MR) and the average reflectivity
(AR) of each convective cell in label radar images and ex-
trapolation results are counted separately. The former could
show the forecast skill of models for the most severe hazard
in each convective cell. The latter could show the accuracy
of extrapolation models in estimating the average intensity of
convective cells. Furthermore, the number of cells included in
extrapolations are also counted to evaluate model performance
for convective hazard forecasting. In experiments, in order to
prevent the interference caused by different cell identification

methods, the convective cell is defined as a region larger than
20 km2 with reflectivity greater than 40 dBZ.

2) Pixel-Level Results: The pixel-level evaluation method is
first performed. Table II shows the ETS, bias, and HSS scores
of the models averaged over all moments on the test set with
different reflectivity thresholds. For the baselines and ExtGAN,
ETS and HSS illustrate the performance of the model directly.
The optical flow model always gets the lowest score at low
reflectivity thresholds but has better performance at 50 dBZ.
On the contrary, the ML models have better performance at the
low reflectivity threshold but have different achievements at 50
dBZ. At lower reflectivity thresholds, ExtGAN’s performance
is similar to that of the others. As the reflectivity threshold
increases, these models’ performance deteriorates, but ExtGAN
declines the slowest. When the threshold reaches 50 dBZ, our
model shows a significant advantage. 50 dBZ usually means
severe hazards. ExtGAN still has acceptable forecast skill (ETS
is 0.1002, HSS is 0.1821), but other ML models get poor
performance (ETS and HSS are both in 10−2 magnitude). Bias
score shows models’ ability for hazard scale forecasting. When
the reflectivity threshold is between 20 dBZ and 40 dBZ, the
bias score of the optical flow and the 3-D-CNN is less than 1,
which tends to under-forecasting the hazard; the bias score of
the TrajGRU is greater than 1, which tends to over-forecasting;
ExtGAN’s score is around 1, which means that the scale of the
hazard forecast is close to the real scale. When the reflectivity
threshold is 50 dBZ, ExtGAN’s bias score is 0.7616, and the
scores of other ML models are around 10−2 magnitude. The
trends of the bias scores of these models are also different.
The bias score of the optical flow and 3-D-CNN w/o WMSE
decreases as the threshold increases. However, the other ML
models’ bias scores all increase first and then decrease. Ad-
ditionally, the 3-D-CNN w/o WMSE just has a performance
similar to 3-D-CNN with the 20 dBZ threshold (see Table II).
At 30 and 40 dBZ, the performance of 3-D-CNN w/o WMSE is
far worse than that of 3-D-CNN. This shows that WMSE could
improve the model’s forecast skill for intense echoes.

More complete pixel-level evaluation results are shown in
Fig. 6. The magnitude relationship between all scores is con-
sistent with that in Table II. ETS, POD, and HSS have similar
trends, and they all decrease with time. The optical flow model
always has an excellent performance in the first few prediction
times, but as time increases, the performance drops sharply. The
TrajGRU model shows a similar trend to the optical flow. The
3-D-CNN and ExtGAN are more stable. For the FAR score,
the models all increase with time, but our model variations are
more stable. The bias scores of both optical flow and ExtGAN
decrease with time increase. On the contrary, the bias scores of
the other models gradually increase with time.

3) Convective Cell-Based Results: Two convective cell-
based evaluation indicators are performed. Table III shows the
MR and AR statistics of different models on all test set samples.
For the MR statistics, the label radar images are higher than all
extrapolation models. ExtGAN reports the highest MR among
all comparison models. Also, ExtGAN’s statistic is the closest to
label radar images. In baseline models, 3-D-CNN is the closest to
the label radar image. The MRs of all models at different times
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TABLE II
ETS, BIAS, AND HSS SCORES OF THE MODELS AVERAGED OVER ALL MOMENTS WITH THE THRESHOLDS OF 20, 30, 40, AND 50 DBZ

Fig. 6. POD, FAR, ETS, bias, and HSS scores of the models at different forecast lead times. and reflectivity thresholds. Different columns represent different
kinds of scores, and different rows have different reflectivity thresholds. The horizontal axis of each subgraph indicates the lead time, and the vertical axis represents
the score value.

TABLE III
MR AND AR STATISTICS ON THE TEST SET

are shown in Fig. 7. Similarly, for each moment, the statistic
of label radar images is higher than all extrapolation models,
and the MR of ours is closest to labels. The MR of labels hardly
changes over time. The gap between the MRs of all extrapolation
models and label radar images increases with time.

The ARs of the models also exhibit the same trend as the MRs
(see Table II, Fig. 8). The convective cells in label images have
the highest AR, and it is almost consistent over time. The AR
of ExtGAN is the closest to the labels and also remains stable
over time. The ARs of the three baselines have large gaps with
labels and decrease rapidly. Three-dimensional-CNN gets the
best performance in baseline models.

The consistencies between the number of cells included in
the extrapolation results and the number of cells in label images
are shown in Fig. 9. For each subgraph, the horizontal axis
represents the actual cell number, and the vertical axis indicates
the predicted cell number. The subgraphs in the first column are
the average results of all test samples. The results of ExtGAN
have the best consistency with labels. The results of TrajGRU
and 3-D-CNN are similar but slightly worse. The optical flow
has the worst results. The second to fifth columns are the results
at different times. ExtGAN has the best consistency at every
moment. As time increases, the consistencies of all extrapola-
tion models have decreased. TrajGRU and 3-D-CNN perform
similarly in this decline. The consistency of the optical flow
model declines at the fastest pace, and ExtGAN’s consistency
declines the slowest.

4) Case Studies: A meteorological process located in
Tianjin radar is shown in Fig. 10. The meteorological
process’s intensity in Fig. 10 is weak, and it is not prone
to high-impact meteorological hazards. The convective cells
are small and isolated from each other and do not constitute
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Fig. 7. At different lead times, the maximum reflectivity distribution of convective cells in label images and extrapolation model results.

Fig. 8. At different lead times, the average reflectivity distribution of convective cells in label images and extrapolation model results.

Fig. 9. At different lead times, the consistency of the convective cell number between the extrapolation results and the label images. The first column represents
the average of all test samples. The second to fifth columns represent the results at 6, 18, 30, 42, and 54 min, respectively. The horizontal axis of each subgraph
represents the number of convective cells contained in the label images, and the vertical axis represents the number of cells included in the extrapolation results.



5744 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 10. Extrapolation case located in Tianjin radar at 2016.06.27 07:00-09:00 (UTC). The top row is the input data for radar extrapolation, and the second
row is the label images. Each row below is the 1-hour radar extrapolation result of different models.

Fig. 11. Radially averaged power spectral density of different models at the
last extrapolation moment in Fig. 10.

any convective systems. For extrapolation models, predicting
this meteorological process correctly only needs to estimate
the motion accurately and consider the intensity variation
of the echo but does not need to simulate the nonlinear
interaction between cells. All models predict accurately at the
first moment. As the lead time increases, the models show
significant differences. The optical flow forecasting scale is
gradually reduced, and the change of echo intensity is wholly

ignored. With time, the echo scales and locations of 3-D-CNN
and TrajGRU are approximately the same as the real echo, and
the maximum intensity is not significantly weakened. However,
there are still differences between these two models. The echo
scale extrapolated by 3-D-CNN is small, and the boundaries
between the echo regions are clear. TrajGRU tends to exaggerate
the forecasting scale and causes each region to stick to each
other. These two models also have the same disadvantages.
They tend to overestimate the major echo region’s intensity but
underestimate the strength of convective cells. Simultaneously,
the small-scale details in extrapolations are gradually lost, the
boundaries become smooth, and the intensity distribution inside
the echo cannot be correctly estimated. ExtGAN shows the best
performance. The extrapolations of ExtGAN are more realistic,
and the distribution and details of each part are also preserved. As
time goes by, the quality of our extrapolations does not change
significantly, and the intensity is more consistent with the label
images. For convective cells in radar images, our extrapolations
are closer to real images in position, intensity, and shape details.

A similar result from the energy and wavelength perspec-
tive is shown in Fig. 11. Fig. 11 shows the radially averaged
power spectral density (RAPSD) [68] of the extrapolated results
by different models at the last moment in Fig. 10. RAPSD
represents the energy distribution of radar images at different
wavelengths. The loss of high-frequency details in echoes of the
two ML methods makes them have less energy than the label
in the shortwave band. Compared with 3-D-CNN, TrajGRU
tends to overestimate the scale of echoes so that it has more
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Fig. 12. Extrapolation case located in Tianjin radar at 2015.07.27 11:00-13:00 (UTC). The top row is the input data for radar extrapolation, and the second row
is the label images. The third to sixth rows are the 1-hour radar extrapolations of different models.

Fig. 13. Radially averaged power spectral density of different models at the
last extrapolation moment in Fig. 12.

energy distribution in the longwave band. ExtGAN has a more
consistent distribution with the label in the full band, which
denotes that our method could make the radar echo have more
precise intensity and structure.

A meteorological process, including a convective system,
is shown in Fig. 12. The mesoscale convective system com-
posed of multiple convective cells usually causes severe hazards.
Correctly predicting this multicell convective system requires

models not only to estimate the motion and intensity variations
accurately but have the ability to model the complex interaction
between convective cells. As shown in Fig. 12, the extrapolation
results of all models at the first moment are roughly accurate.
With time, the forecasting scale of the optical flow model is
reduced. The 3-D-CNN and TrajGRU models are approximately
the same as the label images in terms of prediction scale,
location, and intensity. Nevertheless, during extrapolation, these
two methods gradually lose the details of the echo, and the
boundaries of the echo become smooth. Simultaneously, the
boundaries between the convective system cells are also lost,
and the entire system is predicted to be an intense echo band.
The difference is that 3-D-CNN favors predicting a stronger
convective system, while TrajGRU tends to predict a larger
convective region. ExtGAN still shows the best performance.
It not only predicts the movement direction of the convection
system accurately but makes the extrapolation result more re-
alistic. More details of the echo are preserved, and the spatial
relationship between the cells inside the convective system is
more consistent with the label images. Over time, ExtGAN could
keep the extrapolation result always high quality without losing
details.

The RAPSD of Fig. 12 is shown in Fig. 13. The baseline
models lose echo details during the extrapolation process.
Compared with the label, their energy in the shortwave band is
also lost. Because of underestimating the echo scale, the optical
flow method has the smallest energy in the longwave band.
ExtGAN could effectively maintain the echo intensity and
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structure in the extrapolation result. Therefore, the RAPSDs
between the ExtGAN and label are the most consistent.

V. DISCUSSION AND CONCLUSION

A. Pixel-Level Model Performance

The pixel-level evaluation results (see Table II, Fig. 6) show
the excellent performance of ExtGAN. Especially for regions
greater than 50 dBZ, ExtGAN has significant advantages. These
regions indicate cores of convective cells, which usually cause
severe hazards. However, ExtGAN’s performance is similar to
the other ML models for regions with lower reflectance thresh-
olds. Bias score results could explain this phenomenon. As the
reflectivity threshold increases, our bias score remains stable,
which shows that our model attaches equal importance to the
reflectivity of different intensities. However, the TrajGRU and
3-D-CNN methods have higher bias scores at low reflectivity
thresholds, and the bias at the high reflectivity threshold are
almost zero. This shows that these two models pay more at-
tention to low reflectivity areas during radar extrapolation. In
other words, they are more inclined to predict the radar echo
into lower intensity. Therefore, these two models have higher
scores under lower reflectivity thresholds. However, the price is
that TrajGRU and 3-D-CNN almost wholly lack the ability to
predict severe hazards. Moreover, the performance of TrajGRU
and 3-D-CNN are also different. On the whole, although these
two models prefer to predict lower echo intensity, the TrajGRU
is more inclined to reduce the error through over-prediction, and
the 3-D-CNN tends to reduce the error through under-prediction.
Over time (see Fig. 6), the growth rates of TrajGRU’s FAR and
bias and the attenuation rate of POD and ETS are all greater
than that of 3-D-CNN. This indicates that the error accumulation
of the TrajGRU model is faster than that of 3-D-CNN. This is
caused by the difference between the principles of the two mod-
els. TrajGRU uses the same state transition matrix to run time by
time during extrapolation, which causes errors to accumulate as
the time step increases. When 3-D-CNN performs extrapolation,
the extrapolations at all moments are produced simultaneously,
which means that the errors of 3-D-CNN do not have such a
cumulative process but are more dispersed errors into different
lead times. This feature of 3-D-CNN makes the extrapolations’
errors at different lead times similar and reduces the impact of
latent multimodality on the postprocessing model. Therefore,
3-D-CNN is used for the pre-extrapolation of ExtGAN, and the
CGAN is used to overcome the shortcomings of 3-D-CNN and
effectively improves ExtGAN’s ability to forecast convective
hazards.

B. Convective Cell-Based Model Performance

The convective cell-based evaluation confirms the advantages
of ExtGAN from another view. The convective cells are the
basic units of convective hazard forecasting and many other
studies’ starting point. Table III shows that ExtGAN’s prediction
of cell intensity is consistent with the real radar data, while
other models’ estimations are much lower than the real data.
Figs. 7 and 8 further illustrate that ExtGAN has high quality

along the time dimension. This result is consistent with the
pixel-based evaluation results, indicating that ExtGAN could
estimate convective systems more accurately. Fig. 9 shows that
ExtGAN also has an excellent ability to predict the number of
cells. The cell number could be regarded as an indicator of the
separation degree between the cells. The accurate prediction of
the cell number could provide a solid foundation for the hazard
landing region prediction. The TrajGRU and 3-D-CNN tend to
underestimate the number of convective cells. This is due to the
disappearance of cell boundaries and the merger of cells caused
by underestimating radar echo intensity. ExtGAN overcomes
this shortcoming. It benefits from the correct estimation of the
cell intensity and the “authenticity” of the extrapolations brought
by CGAN. This authenticity has been fully demonstrated in the
case studies section (see Figs. 10–12). Compared with other
models, our extrapolations not only more visually authentic, but
the intensity distribution and internal structure are more in line
with the real radar data. Although this does not significantly im-
prove pixel-level scores, it makes the echo has more small-scale
details and makes it possible to use the extrapolated results to
conduct research based on convective cells.

C. Loss Function

TrajGRU and 3-D-CNN tend to underestimate the radar
echo’s intensity and cause the loss of details in the echo structure.
However, ExtGAN could provide more realistic extrapolations.
The difference is that the first two methods use the MSE-based
loss function for model training supervision, while we use
CGAN to train ExtGAN. The MSE loss function makes the
performance of the model worse. This is not only a problem
in radar extrapolation but also reported by studies in the ML
field [40], [69], [70]. Pixel-level MSE is sensitive to outliers,
increases the risk of predicting local extreme values, and causes
the model to be more inclined to predict the mean values of
the images. When this feature is introduced into the radar
extrapolation, the extrapolation model tends to underestimate
the echo’s intensity, and it also causes the extrapolation model
to have a higher bias score at low reflectivity. In addition,
MSE also makes high-frequency information in images (such as
image texture) disappear and makes images smoother. Reflected
into radar extrapolation, the convective cells’ boundaries in
the extrapolations become smooth and lacks details, and the
boundaries between cells become blurry. In this regard, we could
cautiously get the inference: when the extrapolations are used to
forecast point-by-point, low-intensity, and stable meteorological
hazards (e.g., such as stable precipitation, etc.), MSE could
be used as the loss function; if the extrapolations are used to
forecast severe meteorological hazards based on convective cells
(e.g., convective precipitation, hail, etc.), MSE is not suitable as
the loss function of the extrapolation model. For the latter, the
CGAN used in this article is an excellent method. CGAN can
be regarded as a loss function that is adaptively adjusted with
model iteration. Furthermore, the CNN structure in CGAN can
also effectively characterize the spatial structure of images and
avoid the disadvantages caused by pixel-level measurement.
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VI. SUMMARY

The contributions of this article are as follows.
1) A two-stage radar extrapolation model named ExtGAN

and based on 3-D-CNN and CGAN is proposed. Three-
dimensional-CNN is responsible for pre-extrapolation of
radar echo, and CGAN is used for postprocessing the
results of pre-extrapolation. Finally, accurate and precise
radar extrapolation can be obtained.

2) CGAN is used to reduce the blur phenomenon caused by
the pixel-based loss function in ML-based models’ extrap-
olations. ExtGAN’s extrapolations have more small-scale
details and are more consistent with the real radar echo
structure.

3) Compared with other ML-based extrapolation models,
ExtGAN could more accurately forecast convective cells
which usually lead to severe hazards.

4) The applicability of the MSE loss function in the radar ex-
trapolation problem is discussed, and an improved method
is proposed.

Although ExtGAN shows excellent performance, some prob-
lems need to be solved in the future. The predictability of radar
echoes gradually deteriorates over time, because the lifetime of
radar echo is finite. Especially for convective systems, when
the lead time exceeds the echo lifetime, it is difficult to predict
the radar echo in the initial state only based on radar data.
We hope to introduce environmental field information into the
extrapolation model in the future to improve the prediction of
radar echo change and further increase the lead time of radar
extrapolation. Moreover, MSE as a pixel-level loss function is
not suitable for the extrapolation of convective systems, nor
is it suitable for evaluating the extrapolation results from the
perspective of convective hazards. CNN can extract high-level
features from radar images. These features could characterize
radar image information comprehensively from both global
structure and local detail. Therefore, the CNN features could
be used to replace pixel-level radar reflectivity as the basis for
the similarity measurement between radar extrapolations and
labels. In the future, we hope to introduce CNN to develop an
evaluation method for convective system extrapolation.

APPENDIX A

TABLE A1
PRE-EXTRAPOLATION MODEL PARAMETERS

TABLE A2
POSTPROCESSING MODEL PARAMETERS

Fig. A1. Optimization process of GAN and CGAN. (a) Optimization process
of GAN. The solid line represents the forward propagation of the generator,
the dashed line represents the forward propagation and optimization of posi-
tive samples, and the dashdotted line represents the forward propagation and
optimization of negative samples. (b) Optimization process of CGAN.
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