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CNN-Based Target Detection and Classification
When Sparse SAR Image Dataset 1s Available

Hui Bi

Abstract—Synthetic aperture radar (SAR) is an earth obser-
vation technology that can obtain high-resolution image in all-
weather and all-time conditions, and hence, has been widely used in
civil and military applications. SAR target detection and classifi-
cation are the key processes for the detailed feature information
extraction of the interested target. Compared with traditional
matched filtering (MF) recovered result, sparse SAR image has
lower sidelobes, noise, and clutter. Thus, it will theoretically has bet-
ter performance in target detection and classification. In this article,
we propose a novel sparse SAR image based target detection and
classification framework. This novel framework first obtains the
sparse SAR image dataset by complex approximate message pass-
ing (CAMP), which is an L;-norm regularization sparse imaging
method. Different from other regularization recovery algorithms,
CAMP can output not only a sparse solution, but also a nonsparse
estimation of considered scene that well preserves the statistical
characteristic of the image when protruding the target. Then, we
detect and classify the targets by using the convolutional neural
network based technologies from the sparse SAR image datasets
constructed by the sparse and nonsparse solutions of CAMP, re-
spectively. For clarify, these two kinds of sparse SAR image datasets
are named as Ds, and Dysp. Experimental results show that
under standard operating conditions, the proposed framework can
obtain 92.60% and 99.29% mAP on Faster RCNN and YOLOv3
by using the D, sparse SAR image dataset. Under extended
operating conditions, the mAP value of Faster RCNN and YOLOv3
are 95.69% and 89.91% mAP, respectively. These values based on
the D dataset are much higher than the classified result based
on the corresponding MF dataset.

Index Terms—Convolutional neural network (CNN), complex
approximate message passing (CAMP), sparse synthetic aperture
radar (SAR) image, target detection and classification.
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1. INTRODUCTION

S a kind of high-resolution earth observation technique,
A synthetic aperture radar (SAR) has all-time and all-
weather surveillance ability, and has been widely used in many
military and civilian fields [1], [2]. Target detection and classifi-
cation are the key fields of SAR applications, which can extract
the image feature information, e.g., target position, shadow, and
contour, and hence, play an important role in military reconnais-
sance, social security, and resource exploration [3]-[6].

Traditional matched filtering (MF) based SAR imaging al-
gorithms, such as Range Doppler algorithm [7], [8] and Chirp
Scaling algorithm [9]-[11], need the echo data satisfying the
Shannon-Nyquist sampling theory in scene recovery [12].
Therefore, the amount of data required to obtain high-resolution
image will greatly increase the load of data storage and pro-
cessing, and dramatically increase the complexity of radar sys-
tem [13]. In 1990s, sparse signal processing theory was pro-
posed, which uses fewer samples than required by traditional
sampling theory to reconstruct the original signal [14]. Then, in
2006, Donoho [15] and Candes [16], [17] proposed the com-
pressive sensing (CS), that is an important development of sparse
signal processing. CS breaks the limitation of Shannon—Nyquist
theory, which can achieve high-quality recovery of sparse scene
with less amount of data. After introducing sparse signal pro-
cessing into SAR imaging, sparse SAR imaging theory was
formed. Compared with traditional SAR, sparse SAR imaging
radar can decrease the system complexity and increase the swath
width [13], and shows great application potential. However,
typical regularization based sparse SAR imaging algorithms,
e.g., iterative soft thresholding (IST) [18]-[20] and orthogonal
matching pursuit (OMP) [21], [22] could only obtain the sparse
estimation of the observed scene with ruined background distri-
bution. Although the sparse image has better performance than
MEF based result, it will also lose the feature information of the
target, which greatly reduces the accuracy of target detection
and classification. To solve this problem, complex approximate
message passing (CAMP) algorithm was introduced to sparse
SAR imaging [23]-[25]. Different from other regularization
recovery algorithms, it outputs not only a sparse image, but also
anonsparse estimation of considered scene with complete image
statistical characteristics and improved quality [26]. Because of
this advantage, CAMP-based sparse SAR imaging method is
used to acquire the two kinds of sparse SAR image datasets,
constructed by the sparse and nonsparse solutions, respectively.
For clarity, these two kinds of sparse SAR image datasets
are named as Dgp, and Dygp. Compared with Dy, Dygp Will
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provide more feature information for the target detection and
classification.

SAR automatic target detection methods are mainly divided
into two types, i.e., template-based [27]-[29] and model-based
methods [30]-[32]. The core of template-based method per-
forms feature extraction and selection, which requires wide
professional knowledge as the basis. Some hidden features may
not be used effectively, which limits the detection performance.
The core of the model-based method lies in the design of target
model, which relies too much on the acquisition of target model
information and requires time-consuming high-frequency elec-
tromagnetic calculation. Deep learning technique provides anew
solution without artificial feature design and object modeling.
In 2012, Hinton et al. [33] designed a deep convolutional neural
network (CNN), named as AlexNet. In the ImageNet Large
Scale Visual Recognition Challenge [34], the Top5 error ratio
of AlexNet is just 17.0%, which is considerably better than the
state-of-the-art then. This makes CNN become the most impor-
tant tool in the field of target detection and classification. Mean-
while, it also attracts the attention of researchers in the field of
radar image processing. CNN-based target detectors are usually
divided into two types, one-stage object detector [35]-[37] and
two-stage object detector [38]-[41]. Two-stage object detector
first generates the target candidate bounding box and then uses
the target detection network to classify the candidate bounding
box and perform border regression. The most representative
two-stage object detector is RCNN series [35]-[37]. The one-
stage object detector directly outputs the target coordinates and
conditional probabilities of all classes. Its representative models
are Single Shot MultiBox Detector (SSD) [41] and YOLO [38]-
[40] series. Faster RCNN [37] and Yolov3 [40] have the best
performance in the abovementioned two kinds of detectors, re-
spectively, and hence, being selected for the SAR target detection
and classification. Nowadays, several researchers have applied
CNN-based methods to solve the SAR target detection and
classification problems. Dong et al. [42] proposed a modified
Faster RCNN model and SSD model with data augmentation to
address target recognition problem. Kang et al. [43] modified
Faster RCNN by the traditional constant false alarm rate so as
to better detect the SAR target. Wang et al. [44] designed a deep
framework using multiple CNNs for feature-fused SAR target
discrimination. However, all these works are based on the MF
recovered SAR image. It is known that compared with MF-based
image, sparse SAR image has better quality with lower sidelobes
and reduced noise and clutter. Thus, it is meaningful to study
CNN-based target detection and classification technique when
the sparse SAR image dataset is available.

In this article, we propose a novel sparse SAR image based tar-
get detection and classification framework. This framework first
obtains the sparse SAR image datasets Dgp, and Dy, by using
CAMP based sparse SAR imaging method. Then, it detects the
targets by using two conventional CNN-based methods, Faster
RCNN and YOLOV3, for the constructed sparse SAR image
dataset. Experimental results based on MSTAR data show that
compared with MF dataset and Ds;, composed of sparse SAR
images with damaged statistical distribution, D, shows better
performance in CNN based target detection and classification.
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When Dy, is available, under extended operating conditions
(EOC), the mAP value of Faster RCNN and YOLOV3 are
95.69% and 88.21% mAP, respectively. While under standard
operating conditions (SOC), these values even reach 92.60% and
99.29%, which is a good result in practical SAR target detection
process.

The rest of this article is organized as follows. Section II intro-
duces the CAMP-based sparse SAR imaging principles for echo
data and complex image data, respectively. Target detection and
classification models of Faster RCNN and Yolov3 are described
in Section III. Section IV shows the experimental results and
performance analysis of SAR target detection and classification
based on different datasets. Finally, Section V concludes this
article.

II. CAMP-BASED SPARSE SAR IMAGING

In this section, the advantages of CAMP algorithm in SAR
imaging performance improvement and image statistical char-
acteristics preservation will be discussed. This is the precon-
dition for CNN-based target detection and classification to be
presented.

A. Sparse SAR Imaging From Echo Data

As discussed in [26], one-dimensional (1-D) sparse SAR
imaging model can be expressed as

y = Hx + ng (1)

wherey € CM*!andx € CV*! are the echo data and backscat-
tering coefficient of considered scene, respectively, ny € C**1
is the noise vector, and H € CM*¥ is the system measure-
ment matrix, which represents the transmitted signal and the
imaging geometry relationship between radar and surveillance
area. According to the CS theory [15], when x is sparse enough
and H satisfies the RIP condition [17], the sparse scene can be
recovered by solving

X

~ . 1
x:mln{zy—AX||§+)L||X”1} )

where A is the regularization parameter. After recovery, the
2-D backscattering coefficient X of considered scene can be
obtained by reshaping %. For the Lasso problem in (2), CAMP
algorithm can be used for the scene recovery. The detailed
iterative procedures are listed in [26]. Different from other
regularization recovery algorithms, CAMP can obtain not only
the traditional sparse image X, but also a nonsparse estimation X
of the considered scene, which has an improved image quality
and well preserved background statistical distribution. compared
with MF based result. It is known that compared with conven-
tional sparse SAR imaging technique via model in (1), MF-based
method has better calculation efficiency. However, its recovered
image usually suffers from serious noise and sidelobes, which
will affect the further application of the image. In addition,
compared with original echo, the available data is always the
MF recovered SAR complex image, such as the used MSTAR
dataset. Therefore, in order to obtain a large number of sparse
SAR images for further application, the complex image based
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Fig. 2.
CAMP-based method.

sparse SAR imaging technique is essential to enhance the MF
dataset directly.

B. Sparse SAR Imaging From Complex Image Data

According to [45], the complex image based sparse SAR
imaging model can be written as

Xyur=X+N 3)

where X € CNVr(Azimuth)xNg(Range) ig the 2-D backscatter-
ing coefficient of the scene, whose (p,q) entry is x(p,q),
Xwmr is the known complex-valued MF recovered SAR image,
N € CNP*Na js a complex matrix that denotes the difference
between Xy and X including sidelobes, noise, etc. Similar to
the sparse imaging from echo data, we can recover the scene of
interest by solving the following Lasso problem:

£ =g {3 e - XIE+AIXL . @
CAMP algorithm can also be used to solve the optimization
problem in (4). The detailed iterative process is shown in [45].
Similar to the CAMP algorithm via echo data, the complex
image based CAMP algorithm can also output the sparse X)
and nonsparse (X) images of the considered scene, which have
the similar performance to the images recovered from echo data.

(b
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TABLE 1
TBR VALUES OF IMAGE RECONSTRUCTED BY MF AND
CAMP-BASED METHODS

Target Target 1  Target 2  Target 3
MF 3820dB  34.11dB 34.75dB

X of CAMP 57.30 dB 5226 dB  53.86 dB
X of CAMP  60.73 dB  55.17dB  57.53 dB

CAMP-based algorithm introduces a term of “state evolution” to
evolve the standard deviation of “noise” as the iteration proceeds,
and thus produces the sparse estimation X and nonsparse esti-
mation X of the scene simultaneously [24]. Therefore, different
from other regularization recovery algorithms, such as IST [18]—
[20] and OMP [21], [22], CAMP can obtain a nonsparse solution
with a similar background statistical distribution to that of the
MEF-based image.

C. Verification

In the following, experiments based on the MSTAR dataset
will be used to verify the CAMP-based algorithm in SAR imag-
ing performance improvement and image statistical distribution
preservation. Figs. 1 and 2 show the image recovered by MF-
and CAMP-based sparse SAR imaging methods, respectively.
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Fig. 3. Zoom-in plots of three selected targets in Fig. 2. From top to bottom
rows: MF recovered images, sparse solutions of CAMP-based method, and
nonsparse solutions of CAMP-based method. From left to right columns, the
focused targets are Targetl, Target2, and Target3, respectively.
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Fig. 4. Amplitude deviation between X and the MF-based image.
TABLE II
DATA DESCRIPTION FOR SOC

Class Serial No. Train set Test set

(Depression17°)  (Depression15°)
281 BO1 299 274
BMP2 SN9563 233 196
BRDM2 E-71 298 274
BTR60 Kloyt7532 256 195
BTR70 C71 233 196
D7 92v13015 299 274
T62 A51 299 273
T72 SN132 232 196
711131 E12 299 274
ZSU234 D08 299 274
Total 2747 2426
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Compared with MF-based image, it is seen that both sparse
and nonsparse solutions of CAMP have better image quality,
which is very helpful for the further SAR image applications.
To evaluate the performance improvement quantitatively, target-
to-background ratio (TBR) is selected as the judging criterion,
defined as [46]

MaX (y,v)eT ‘ (X)(u,v)
(1/N8) S et | K

where T is the target area which is surrounded by the background
region B, and Nj is the number of pixels in the background
region. Three targets indicated by the yellow rectangles in Fig. 2
are selected to calculate the TBR values (see Table I). Their
zoom-in images are shown in Fig. 3. From Table I and Fig. 3,
it is seen that the TBR values of both X and X of selected
targets are all above 50 dB, which show better image quality
than MF recovered images. To demonstrate the ability of image
statistical distribution preservation by the CAMP-based sparse
SAR imaging methods, the difference between MF-based image
inFig. 1(a) and X in Fig. 1(c) are calculated and shown in Fig. 4.
From Fig. 4, it is seen that compared with MF-based result, X
has the similar background statistical distribution. However, it
can suppress the amplitude value by about 20 dB in the nontarget
area, which means that X has both better image performance and
complete feature information of the target. This is very helpful
for further SAR target detection and classification applications.

TBR (X) 2 20log, (5)

III. CNN-BASED TARGET DETECTION AND CLASSIFICATION
FRAMEWORK VIA SPARSE SAR IMAGE DATASAT

A. Principle of CNN

CNN is a deep feed forward neural network with excellent
feature learning ability, which realizes the receptive field by
convolution. There are three major characteristics of CNN, i.e.,
locality of features based local field, repeatability of features
based weight sharing, and pooling operation in the subsampled
processing. These operations greatly decrease the used param-
eters for deep learning, and hence, reduce the complexity of
network. This makes CNN achieve better fault tolerance and
robustness. Generally, as shown in Fig. 5, the typical structure
of CNN is composed of input layer, convolution layer, pooling
layer, fully-connected layer, and output layer. The input layer is
used to receive the input image data. In this article, the input is
a single-channel grayscale SAR image. Thus, the feature of the
input layer contains only one feature map, i.e., ! = {x1}.

The convolutional layer simulates the response mechanism of
human neurons to visual stimuli. The function of this layer is to
perform convolution operation on the input data to extract image
maps, and connect the result locally to the next layer. Generally,
the more convolutional layers, the stronger ability of the network
to express features. The feature map of the convolutional layer
can be described as

Nm—l
et =Y Gk @a ) + b (6)
i=1
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_______________________ |
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Fig. 6.  Architecture of Faster RCNN with ZFNet [37].
TABLE III
COMPARISON OF DIFFERENT DATASETS ON FASTER RCNN UNDER SOC
Category .
Dataset mAP Time
281 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 711131  ZSU234
MF 89.77%  81.80% 9276%  77.65% 87.99% 91.83% 91.49% 90.73%  93.46% 93.84%  89.13%
Dsp 88.56%  79.37% 89.62% 80.99%  81.62% 90.08%  87.44%  86.36%  85.08% 9492%  86.40%  31.12ms
’DNSP 93.15%  87.86% 96.69% 86.04%  92.26%  93.94% 94.54%  93.92%  93.90% 93.77%  92.60%
TABLE IV
COMPARISON OF DIFFERENT DATASETS ON YOLOV3 UNDER SOC
Category .
Dataset mAP Time
281 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZI1L131  ZSU234
MF 99.27%  97.90% 99.98% 97.09%  98.19%  99.54%  99.99%  98.97%  99.98% 99.57%  99.05%
Dsp 99.25%  87.97% 98.54% 88.47%  89.57%  99.59%  99.62%  97.714%  97.96% 99.88%  95.86%  15.67ms
Dnsp 99.59%  98.59% 99.67% 96.92%  98.43%  100.0% 99.99%  99.71%  99.99% 99.62%  99.29%

where 27" is the jth feature map in the mth layer, N m=1 g

the number of feature maps in the m — 1th layer, G} is the
connection matrix between z7" and z k", and b7 are

the convolution kernels and bias, respectively, and f(-) is the
nonlinear activate function, which is usually set as tanh, sigmoid,
ReLU, or SELU.

The pooling layer, also known as the subsampling layer, is
usually located between successive convolutional layers. The
main function of pooling layer is to make the features have a
certain degree of spatial invariance, and reduce the parameters
and computations to avoid overfitting. The feature map of this
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Fig. 8. Network structure of YOLOV3 [40].

layer can be expressed as
Ty = p(x;-nfl) 7

where p(+) is the pooling function. Common pooling functions
are mean-pooling and max-pooling. In recent years, some CNN-
based detectors have used convolutional layers with a step size
greater than 1 instead of pooling layers, making pooling layers
not a necessary part of CNN.

The full-connected layer is set after the feature extraction.
Its function is to connect all the neurons in the previous layer
with the neurons in the current layer, and then map the features
according to the specific task of the output layer. The form of the
output layer is determined by the specific task that the network
needs to complete. If the convolutional neural network is used
as a classifier, the output layer will use the softmax logistic
regression model to output prediction vectors of all classes,
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TABLE V
DATA DESCRIPTION FOR EOC

Training set Testing set

Class Serial No.
(Depression17°)  (Depression30°)

281 BO1 299 288

BRDM2 E-71 298 287

T72 A64 299 288

7ZSU234 D08 299 288

Total 1195 1151
e,y = (y1,92,.-. ,yH)T, where H represents the number of
classes.

B. Faster RCNN

Faster RCNN is a region-based two-stage target detection
algorithm based on CNN. It first generates the candidate re-
gions, then classifies the candidate regions, and finally refines
the locations. Faster RCNN consists of four parts, convolution
layer, region proposal networks (RPN), region of interest (ROI)
pooling, and classification. The architecture of Faster RCNN
with ZFNet is shown in Fig. 6, whose main steps for deep
learning can be summarized as follows [37].

1) The image data are input into CNN to obtain the corre-
sponding feature maps.

2) The feature maps are transmitted through two different
ways, one to RPN, and the other to forward.

3) The PRN calculates the region proposals through the fea-
ture maps, then performs maximum suppression on the region
proposals and outputs the score of each region proposals.

4) The Top-N ranked proposal regions in step 3 and feature
maps obtained in step 2 are passed to the ROI pooling layer to
obtain the features corresponding to the region proposals.

5) The features of region proposals are introduced to the full-
connected layer. Then, the result of classification and regression
will be outputted.

The main difference between Faster RCNN and other al-
gorithms of RCNN series is that RPN is proposed in Faster
RCNN to specifically recommend candidate regions, which
realizes an end-to-end target detection framework. RPN shares
the full-image convolutional features with the entire network,
thus, makes region proposals almost free. The main idea of PRN
is to distinguish candidate boxes and optimize the target position
according to the feature maps by the network convolution layers.
The structure of PRN is shown in Fig. 7 [43]. In Fig. 7, for
each sliding-window location, the PRN generates k& bounding
boxes, known as anchor boxes at multiple scales and aspect
ratios. Then, the sliding window will be mapped to a lower
dimensional feature, i.e., 256 dimensions for ZFNet, and fed
into a box-regression layer and a box-classification layer. For
k anchor boxes of each sliding window, box-regression layer,
and box-classification layer will output 4 k£ coordinates and 2 k
scores, respectively. These coordinates and scores will be used to
estimate the probability of being an object or not for the proposal
of each anchor box. Before RPN was proposed, the most popular



Bl et al.: CNN-BASED TARGET DETECTION AND CLASSIFICATION WHEN SPARSE SAR IMAGE DATASET IS AVAILABLE 6821

BMP2 BRDM2 BTR60

BTR70 D7 T62 T72 ZIL131 ZSU234

Fig. 9. SAR images of ten classes of targets in MSTAR dataset and their corresponding optical images.

(®)

(d) ©

Fig. 10. Examples in the dataset Dyyp,. Each image in this dataset is fused with 15 targets randomly.

TABLE VI
COMPARISON OF DIFFERENT DATASETS ON FASTER RCNN UNDER EOC

Category .
mAP Time
281 BRDM2 T72 7S5U234

MF 88.44% 90.07% 86.80% 92.26% 89.39 %
Dsp 93.73% 93.80% 92.86% 95.08% 93.87%  31.12ms
95.64% 98.43% 94.55% 94.12% 95.69 %

Dataset

DNsp

with convolutional layers for dramatically reducing the compu-
tational cost. RPN improves the quality and efficiency of region
proposal, thereby improving the accuracy and speed of target
detection and classification in Faster RCNN.

region proposal approach was selective search method, which
is computationally expensive and time-consuming. In Faster
RCNN, PRN replaces the selective search method. It optimizes
the structure of the proposed region for efficient and accurate
region proposal generation, and shares the convolution features
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Target detection and classification results of Faster RCNN under SOC. (a) Faster RCNN with MF dataset. (b) Faster RCNN with Dy

(b)

Target detection and classification results of YOLOv3 under SOC. (a) YOLOv3 with MF dataset. (b) YOLOvV3 with Dsp.
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(a) (b)

Target detection and classification results of Faster RCNN under EOC. (a) Faster RCNN with MF dataset. (b) Faster RCNN with Dnp,.
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(b)

Target detection and classification results of YOLOv3 under EOC. (a) YOLOv3 with MF dataset. (b) YOLOv3 with Dnyp,. White box represents the

TABLE VII
COMPARISON OF DIFFERENT DATASETS ON YOLOV3 UNDER EOC

Category .
Dataset mAP Time
281 BRDM2 T72 7SU234
MF 83.79% 83.41% 79.91% 92.17% 84.82%
Dsp 88.06% 96.46% 80.37% 91.85% 89.19%  15.67ms
DNsp 89.14% 97.73% 84.46% 88.31% 89.91%

C. YOLOv3

YOLOV3 is a regression-based one-stage target detection
algorithm based on CNN, which directly outputs target coor-
dinates and conditional class probabilities. The main idea of
YOLOV3 can be summarized as follows. First, feature extrac-
tion network, named as Darknet53, is used to extract features
from the input image to obtain a feature map of a certain
size. The input image is divided into .S x S grids, which has
three scales in YOLOV3, i.e., 13, 26, and 52. The selection
of scale is determined by the size of feature map. Each grid
is responsible for predicting three bounding boxes of objects.
The center coordinates of these objects are located in the grid.
Each bounding box corresponds to five parameters, i.e., four
coordinates and one objective prediction. Only the bounding
box that mostly overlaps the ground truth box of the object is
selected to predict the target. The other bounding boxes are used
only to calculate the confidence. Then, YOLOv3 will output a
result of S x S x (5 + C) dimension for each scale, where C
is the number of classes.

The network structure of YOLOV3 is shown in Fig. 8. Com-
pared with other algorithms in YOLO series, a major improve-
ment of YOLOV3 is that it introduces a deeper network, called
darknet53, to achieve the better feature extraction [40]. Dark-
net53 has 53 convolutional layers including one connected layer.
It directly discards the pooling layers and uses the convolu-
tional layers with a step size of 2 for subsampling. To solve
the problems of increasing training difficulty and decreasing

accuracy in the network, according to ResNet [47], darknet53
uses several residual modules, and then designs a novel one
with more layers and higher accuracy. Nowadays, darknet53
is still one of the most advanced feature extraction networks.
In terms of target prediction, with the help of feature pyramid
networks (FPN) [48], YOLOV3 uses multiscale prediction to
predicts bound boxes with three different scales. For the input
image with the size of 416x416, as shown in Fig. 8, YOLOv3
predicts the scales of 13x 13, 26x26, 5252, respectively. The
multiscale prediction enables YOLOV3 can be used to detect the
targets with different receptive field sizes, which significantly
improves the detected ability of small target [40].

IV. SPARSE SAR IMAGE BASED TARGET DETECTION AND
CLASSIFICATION

A. Dataset

In this section, the MSTAR dataset constructed by the MF
recovered images will be used to verify the proposed frame-
work. MSTAR is a public dataset containing enough SAR target
samples with resolution being 0.3 x 0.3 m, and is widely used
in the field of SAR target detection and classification. In this
dataset, there are ten different classes of military vehicle targets.
The aspect angle of each target class ranges from 0° to 360°. The
SAR images of ten classes of targets in MSTAR and their corre-
sponding optical images are shown in Fig. 9. In the experiments
of this paper, SAR images with 15 different scenes are selected
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for background fusion. Each scene is fused with 15 targets. The
class of each target in the scene is completely random, which
means that the fused image may contain all categories or only one
category. This randomness of dataset makes the experimental
results more reliable and applicable. In the proposed framework,
we first reconstruct the fused images of MSTAR data by using
the CAMP-based sparse SAR imaging method, and obtain the
novel sparse SAR image dataset Ds;, and Dy, respectively.
Examples in the Dy, dataset are shownin Fig. 10. In this article,
the results of SAR target detection and classification based on
the original MF dataset (MSTAR), the CAMP’s sparse solution
dataset Dgp,, and the CAMP’s nonsparse solution dataset Dxsp
will be compared. All experiments are conducted on the hard-
ware platform with NVIDIA RTX2080Ti GPU and Intel Xeon
CPU. The results of target detection and classification will be
compared by the evaluation indexes, mAP. Average precision
(AP) is an index combining precision and recall rate, which can
comprehensively evaluate the recognition performance of the
model. In general, the model performance is proportional to AP.
mAP is the average of APs on multiple validation sets.

B. Comparison Under SOC

SOC is suitable for the situation where the target categories
and serial numbers in the test set are the same as those in the
train set, but with the different depression angles. In the train set,
the targets are acquired at a 17° depression angle. While in the
test set, the targets are collected at a 15° depression angle. The
serial number, depression angle, and number of targets per class
in train set and test set are shown in Table II. All target slices are
randomly merged into 15 different scenes. Each fused image
contains 15 targets. Due to random fusion, very few targets
are repeatedly fused in different images. After abovementioned
fusion, the train set contains 220 images and the test set contains
200 images.

1) Faster RCNN. The network with learning rate of 0.001
and batch size of 16 is trained first. Quantitative experimental
results of Faster RCNN based on different datasets are listed in
TableIII. Fig. 11 shows the examples of target detection and clas-
sification result based on MF and Dy, datasets, respectively.
From Table III, it is seen that by using the CAMP’s nonsparse
solution dataset Dgp, Faster RCNN can obtain 92.60% mAP
in the test set, which is much higher than 89.13% mAP of MF
dataset, and 86.40% mAP of CAMP’s sparse solution dataset
Dgp. The main reason is that traditional sparse SAR image,
such as the sparse solution of CAMP, destroys the background
statistical distribution and details of target features, thus, greatly
reduces the accuracy of large-class target classification. Com-
pared with the sparse SAR image, the nonsparse solution of
CAMP algorithm can well preserve the feature information of
the target, e.g., shadow, details of target with low amplitude,
which is very helpful for the high accuracy target classification
of SAR targets. In addition, compared with MF-based image,
the nonsparse solution of CAMP has better image quality, which
also will improve the accuracy of classification.

2) YOLOv3. In the following, the comparison based on
YOLOV3 will be performed for the three kinds of datasets
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discussed previously. The network with initial learning rate
of 0.001 and batch size of 16 is trained in this experiment.
Quantitative results of YOLOv3 are listed in Table IV. Fig. 12
shows the target detection and classification results based on MF
and Dy, datasets, respectively. Similar to the result of Faster
RCNN, Dygp also shows the best classification performance
with 99.29% mAP, which outperforms MF dataset and Dgy,
by 0.14% and 3.43%, respectively. In addition, it should be
noted that since the mAP of YOLOv3 via MF dataset has
reached 99.01%, there is no room for improvement. Therefore,
an increase of 0.14% is meaningful for target detection and
classification. After comparing the results of YOLOv3 and
Faster RCNN under SOC, it can be seen that YOLOvV3 has
obvious advantages in both classification accuracy and detection
time. It outperforms Faster RCNN by 6.69% mAP when Dy,
is available. In terms of detection time, YOLOv3 only needs
15.67 ms per image, which is much faster than Faster RCNN.

C. Comparison Under EOC

EOC is consist of EOC-1 and EOC-2. EOC-1 is suitable for
the situation where the target in the train set and the test set
has a big change in depression angle. Without loss of gener-
ality, in this article, we use EOC-1 as the example to validate
the proposed framework. Similar result will be obtained under
EOC-2. EOC-1 contains four categories for training and testing,
whose serial number, depression angle, and number of targets
per class are shown in Table V. In the training set, the targets are
acquired at the depression angle of 17°. In the test set, the targets
are collected at 30° depression angle. Because SAR image is
extremely sensitive to the change of depression angles, the 13°
depression angle change in EOC-1 will increase the difficulty of
target detection and classification. After background fusion, the
train set contains 90 images and the test set contains 95 images.
The framework and network parameters in this experiment are
the same as those in SOC.

1) Faster RCNN. Experimental results of Faster RCNN under
EOC are shown in Table VI. It is seen that Faster RCNN still
gets improved results with 95.69% mAP by using Dy, dataset.
Compared with the result based on MF dataset, the mAP via
Dnsp 18 significantly increased by 6.30%, which is an impor-
tant improvement of target classification performance. From
Table VI, it also can be seen that compared with MF dataset,
Dsy, 1s still helpful in improving the recognition performance,
but not as good as Dysp. Examples of the target classification
results under EOC are shown in Fig. 13.

2) YOLOv3. As shown in Table VII, when the CAMP’s non-
sparse solution dataset Dy, is used for the target classification,
YOLOV3 will achieve the optimal result with 89.91% mAP
under EOC. It outperforms MF dataset and CAMP’s sparse
solution dataset Dgy;, by 5.09% and 0.72% mAP, respectively.
Examples of the classification results are shown in Fig. 14.
Compared with Faster RCNN, YOLOV3 has less accuracy, but
has faster detection speed.

In this section, we conduct four groups of twelve comparisons.
From the experimental results, it is found that by using both
Faster RCNN and YOLOvV3 methods, whether under SOC or
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EOC, the CAMP’s nonsparse solution dataset Dysp has shown
optimal performance in target detection and classification. In
addition, when using Dngp, it can be seen that Faster RCNN
has better performance than YOLOvV3 under EOC. In contrast,
YOLOV3 works better under SOC, especially in the detection
speed, which is desirable to the real-time processing.

V. CONCLUSION

In this article, we propose a novel target detection and classi-
fication framework based on sparse SAR image dataset. First, a
novel CAMP-based sparse imaging method is used to obtain
the sparse SAR image datasets Ds;, and Dngp. Then, two
conventional CNN methods, Faster RCNN and YOLOvV3 are
used for the target detection and classification based on Dg)
and Dyyp,. Experimental results show that Dy, has optimal
performance in CNN-based target detection and classification.
Under EOC, the mAP value of Faster RCNN and YOLOvV3 are
95.69% and 88.21% mAP, respectively, which is higher than
the other two kinds of datasets, MF dataset and Ds;,. These
two mAP values even reach 92.60% and 99.29% under SOC,
which means that the novel sparse SAR image dataset has much
better performance in SAR target detection and classification,
and shows a huge application potential for military battlefield in
the future.
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