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Feasibility Study of Wood-Leaf Separation Based on
Hyperspectral LiDAR Technology in Indoor

Circumstances
Hui Shao , Zheng Cao , Wei Li , Yuwei Chen , Changhui Jiang , Juha Hyyppä, Jie Chen, and Long Sun

Abstract—Wood–leaf separation aiming at classifying LiDAR
points into wood and leaf components is one of the most important
genres for improving leaf area index estimation and forestry survey
accuracy. The wood return signals could artificially increase the
apparent foliage content, which needs to be screened out for deriv-
ing vital tree attributes accurately. Previous research works tended
to use intensity, waveform, and geometric information extracted
from a single wavelength LiDAR for wood–leaf separation. This
article employs a revised hyperspectral LiDAR (HSL) to obtain
spatial and ultrawide spectral data simultaneously. We also propose
a simple three steps method to separate wood and leaf compo-
nents based on HSL spatial and spectral measurements under the
laboratory circumstances. First, the preprocessing is conducted
to acquire 3-D spatial information and the multiband laser pulse
reflectance for further separation. Second, preliminary separation
(band division, key feature parameter calculation, and judgment)
is implemented based on reflectance. Third, we employ K-Nearest
Neighbor (KNN) method to enhance separation results based on
preliminary separation results and spatial features and then update
the results by recorrection. Then, 3-D reconstruction is accom-
plished by fusing wood–leaf separation results. The experimental
results demonstrate that the proposed method can separate wood
and leaf components with high accuracy and indicate tree attributes
straightforwardly.

Index Terms—Hyperspectral LiDAR (HSL), reflectance, spatial
coordinate, wood–leaf separation.
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I. INTRODUCTION

D ESCRIBING forest 3-D structure is of broad importance,
which helps to investigate species competition, wood

production, and ecosystem dynamics. New developments in
LiDAR provide unprecedented detail and geometric accuracy
information of trees and forests, allowing improved estimates of
high-resolution 3-D measurements of tree and forest structures.
LiDAR can generally be categorized into three types based
on their platform: satellite-based, airborne-based, and ground-
based LiDAR [1], [2]. The ground-based LiDAR has attracted
increasing attention for providing an accurate and flexible way
of quantifying tree characteristics underneath the forest canopy,
compensating for details of other technologies rendering data
[3], [4]. Coupled with retrievals of the above-ground woody
biomass information, terrestrial LiDAR, as one commonly used
ground-based LiDAR, provides a methodology that should mea-
sure forest structure more rapidly and with less field effort than
standard forestry methods [5].

Leaf area index (LAI), foliage profile, and stand height are
critical vegetation structural parameters for bio-geoscience ap-
plications [6]. Especially, LAI is a biophysical parameter of
vegetation applied in many applications, typically derived by
regressions between ground-truth vegetation index and spectral
or angular information from airborne or satellite imagery [7],
[8]. For the structural complexity and spatially variability, it
is difficult to measure and describe forest structure accurately.
Nonphotosynthetic components of forest canopies, including
branches and boles, also intercept varying amounts of light.
They contribute to LAI derived from some detection methods
and tend to the overestimation results [9]. The presence of trunks
and stems is an overestimation factor to evaluate LAI based on
terrestrial LiDAR measurements also [10]–[12]. Therefore, the
high accuracy of LAI estimation over landscapes depends heav-
ily on the ground-based LiDAR measurements of leaf and wood
components [10]. However, it is technologically challenging to
separate wood–leaf points of LiDAR data.

Many studies have explored wood–leaf separation based on
certain tree measurements. There are mainly three methods
based on information of objects captured by laser scanners,
including intensity-based methods used radiometric information
[13]–[15], geometry-based methods employed 3-D coordinates
information [16]–[19], and a combination of both [20]. For lack
of a good theoretical understanding of the waveform response
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for different targets, distinguishing wood components from leaf
components with the intensity of the reflected pulse requires sig-
nificant differences in the optical properties of these components
in some spectral range [10], [14], [15], [21]. Unfortunately, it
is inaccurate to separate woody components from foliage based
on characteristic waveform. Intensity information captured by
a laser scanner needs a system-specific radiometric calibration
before further utilization [22]. Normalize intensity of the return
signal is employed to remove independent of the distance be-
tween the instrument and the target and screen out pulse returns
from woody elements. Geometry-based methods mainly extract
a set of features with its eigenvectors and normal vectors for
each point [19] and classify wood and leaf at multiple spatial
scales with machine learning models [16]–[19], [23]. These
two methods and their combination are proposed mainly based
on the terrestrial LiDAR with a single wavelength. Intensity
information of the backscattered laser pulse or the spectral
information is restricted by the monochromatic laser source,
which influences the performance efficiency of separation [24].

Researchers proposed LiDAR equipment configurations with
two laser sources of different wavelengths to improve wood
and leaf separation [25]–[28]. New developed multispectral
equipment might improve separation and classification accu-
racy. Combining several monochromatic laser sources are an
instant method to obtain multispectral LiDAR beams. However,
combining too many laser sources is problematic to extend the
spectral band coverage and improve spectral resolution [29]–
[33]. More laser sources can result in more hardware costs due to
complex optic systems and volume. Another novel hyperspectral
LiDAR (HSL) system employing a supercontinuum laser (SL) as
an optical source has been demonstrated finer spectral resolution
and wider spectral range [33], [34]. It is of great significance for
spreading and promoting HSL applications in vegetation index
detection and measurement by employing many laser pulses
emitted from the visible to near-infrared part of the spectrum
[35]–[38]. Hakala et al. [35] designed an HSL with 16 elements
Avalanche photodiode (APD) array sensor spectral range of
470–990 nm and demonstrated the instrument’s potential in
remote sensing of vegetation, constructing 3-D point clouds with
backscattered reflectance and spectral indices with eight discon-
tinuous channels. Li et al. [36] investigated a prototyped HSL
to assess its feasibility on agriculture application and conducted
the lab experiments for vegetation red edge detection based on
general accuracy evaluation of range and spectral measurement.
Chen et al. [37] designed a 10-nm spectral resolution HSL and
assessed its feasibility in vegetation application. Jiang et al. [38]
extracted the red edge position, slope, and area of plant leaves
based on an HSL measurement with common extraction meth-
ods and proved it efficient and feasible for vegetation research.
As we know, the red edge refers to the rapidly rising area of
the green vegetation reflectance during 670–780 nm, while the
reflectance of other forest components has no such characteristic
[39]–[42]. The red edge area of vegetation spectral information
can be explored to study the physiological and biochemical pa-
rameters [43]. Therefore, we suppose the wood–leaf separation
could be conducted based on vegetation parameters in the red
edge area extracted from HSL measurements.

Fig. 1. Schematic setup of the revised HSL.

The HSL configuration with a continuous spectrum and a high
spectral resolution was set up to obtain genuinely hyperspectral
data. Excellent applications were reported in the previous liter-
atures [37], [38]. This articlewill update the previous version of
acousto-optic tunable filter (AOTF) based HSL by improving
the scanning system. Different samples are measured to evalu-
ate the separation feasibility of employing the spatial-spectral
point cloud data from HSL in laboratory circumstances, and
preprocessing is conducted based on these collected point cloud
data. Furthermore, we propose a three-step wood–leaf separation
method with the spectral and spatial characteristic parameters to
separate leaf and wood components in 3-D reconstruction based
on this revised HSL. First, we divide the selected spectrum
into three segments and extract two key parameters based on
hyperspectral information. Second, the wood–leaf judgment is
conducted by comparing these parameters and experimental
thresholds. Third, enhanced separation is conducted based on
K-Nearest Neighbor (KNN) classification with the preliminary
separation and spatial features. Finally, the wood–leaf separation
results are fused into the 3-D spatial coordinate.

The rest of this article is organized as follows: Section II
presents the revised HSL instrument and data measurements;
Section III describes the proposed method. Results and analy-
sis of the laboratory experiments are presented in Section IV.
Finally, Section V concludes this article.

II. INSTRUMENT AND DATA MEASUREMENTS

A. HSL Instrument

The experimental instrument employed in this research is
an HSL with high-spectral resolution to obtain hyperspectral
measurements with range measurements, and more details about
the instrument could be found in our recent research works [37],
[38], [44]–[46]. Fig. 1 shows a schematic illustration of our
revised HSL system, consisting of three parts: emission unit
(EU), receiving unit (EU), and scanning system.

EU consists of a SL source, an AOTF, and a beam expander.
SL delivers a broad spectral “white” laser pulse ranging from
400 to 2400 nm. The AOTF offers a quicker tuning speed and
broader spectral range. We selected the spectral range from 550
to 1050 nm in the following experiments. Then, a continuous
spectrum with a finer spectral resolution of 5 nm can be achieved.
The laser beam expander is used to collimate the laser beam and
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Fig. 2. HSL scanning strategy.

transfer it to the reflector mirrors. A 45° reflector mirror reflects
the primary optical components of EU toward the target. The
secondary reflect mirror behind the 45° reflector mirror collects
a small portion of transmitting pulse as a main wave to trigger
the time-of-flight (ToF) measurement.

RU consists of a receiving optics (Cassegrain telescope), APD
detector, and a high-speed acquisition card with a sampling rate
of 5G-points-per-second. The APD detector collects main wave
signals and echo signals of the target gathered by receiving
optics, transform them into electronic signals, and then amplifies
them. The waveforms, including the transmitted pulse and the
amplified echo, are collected by the high-speed acquisition card.
The distance between the laser source and target point can be
calculated by

D =
1

2
cΔt (1)

where c represents light speed, Δt is the time interval of the
main wave and echo.

The ToF measurements of different spectral channels are
calculated based on the collected waveforms recorded with a
simple maximum algorithm [46]–[48].

The scanning system is mainly composed of a 2-D rotating
platform that can control the transmitting beam of EU and the
receiving optics with stepper motor synchronously. The footprint
diameter of LiDAR is about 10 mm during the lab testing. Fig. 2
shows our HSL system scanning strategy. The center point of
the target (Center point) is set as a datum point. The horizontal
plane (Plane H) includes the center point and laser emission
point O(x0, y0, z0). Y-axis is the axial line that goes through
O and center point, Z-axis is vertical to Plane H, and X-axis is
perpendicular to Y–O–Z. The start point and the end point are
confirmed, contributing to determining scan range. Scanning is
performed in a zig–zag manner as following the black arrow in
Fig. 2, which can reduce scanning time and decrease the rotating
platform vibration. The vertical plane (Plane 1) through the start
point is perpendicular to Plane H. The next vertical plane is
like Plane 1. The azimuth angle α is the angle between laser
beam projection in Plane H and Y-axis. The pitch angle β is the
angle between laser beam projection in Plane H and the beam.
Ifα, β, and D are available, we calculate 3-D coordinate of every

TABLE I
SAMPLE DESCRIPTION

scanning point by (2).
⎧⎨
⎩

x = x0 +D∗ sinα
y = y0 +D∗ cosα
z = z0 +D∗ sinβ

. (2)

B. Sample Description

To evaluate the performance of the proposed method in the
next section, we obtained spatial-spectral point cloud signals of
several tree samples from leaf and bark by our HSL as tested
data (Sampleset 1, Sampleset 2, Sampleset 3, and Sampleset 4).
The related information is listed in Table I.

There are six species of tree samples collected from leaf (Sam-
pleset 1) and bark (Sampleset 2), respectively: Chinese pho-
tinia (Photinia serratifolia), Formosan sweet gum (Liquidambar
formosana hance), Japanese Apricot (Armeniaca mume Sieb.),
bauhinia (Cercis chinensis), oriental cherry (Prunus serrulata
var. spontanea), and oleander (Nerium oleander L.).

Sampleset three consists of seven species of tree leaf sam-
ples: clove (Syringa oblata Lindl.), gingko (Ginkgo biloba L.),
Chinese white poplar (Populus tomentosa Carr), prunus david-
iana (Amygdalus davidiana (Carrière) de Vos ex Henry), du-
zhong (Eucommia ulmoides Oliver), Yunnan Pine (Pinus yun-
nanensis faranch), and magnolia denudata (Yulania denudata
(Desrousseaux) D. L. Fu).

There are 11 stem bark samples in Sampleset 4, including
fresh wood (same species in Sampleset 2) and seasoned wood.
Fresh wood bark data collected experiments were conducted
within 1 h after these branches sawed off from trees. Seasoned
wood samples were already dehydrated for a long time, which
were provided by Key Laboratory for Silviculture and Conser-
vation of Ministry of Education, Beijing Forestry University,
including Chinese ash (Fraxinus chinensis), birch (Betula platy-
phylla Suk.), ailanthus (Ailanthus altissima (Mill.) Swingle),
tortoise-shell bamboo (Phyllostachys heterocycla (Carr.) Mit-
ford cv. Pubescens), and goldenrain tree (Koelreuteria pan-
iculata Laxm.). To ensure the validity of the collection, we
measured 10 points randomly of each sample and averaged them
as analysis values.

We also obtained the spatial-spectral point cloud data from
magnolia denudata, crape myrtle (Lagerstroemia indica L.),
Chinese photinia (Photinia serrulata Lindl.) and pachira macro-
carpa (bonsai tree) that were used to simulate tree samples for
their perennial trunk in the lab environment. Fig. 3 shows four
different samples in the lab experiment, magnolia denudate, and
pachira macrocarpa are shown in Fig. 3(c) and (d).
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Fig. 3. Some samples (a) Goldenrain wood stem (seasoned); (b) Gingko leaf;
(c) Pachira macrocarpa; (d) Magnolia denudata branch with leaves.

Fig. 4. Schematic diagram of the proposed method.

C. Feature Description

The data-collect experiments were conducted under a con-
trolled lab environment to obtain hyperspectral and spatial in-
formation mainly via HSL. All samples and a standard 99%
reflectivity diffuse reflection reference board were measured at
a 5-m distance to collect the reliable SNR original waveforms
in all spectral channels. The echo intensities which can record
the target reflected powers were collected and quantized by the
quantizer with 8-b depth equaling to an interval of 3.9 milli-volts.
The reflectance is the calibrated echo intensity. As a prerequisite
for many quantitative applications, it has recently become an
important research topic [38], [44]–[47]. In this research, LiDAR
calibration conducted assisted with the reference board during
the experiments, as reference [33], [37], [38].

III. METHOD

Fig. 4 shows the proposed wood–leaf separation method’s
schematic diagram, which includes four parts: preprocessing,
preliminary separation based on spectral features, enhanced
separation based on spatial geometry features, and 3-D recon-
struction.

Fig. 5. Three reflectance segments of two tree leaf samples (I, II, and III
denotes Segment 1, 2, and 3, respectively).

The preprocessing part includes range measurements, 3-D
spatial coordinate calculation and reflectance calculation and
waveform extraction, which has been discussed in Section II.
Preliminary separation consists of band division and wood–leaf
separation with reflectance (key parameters calculation and
judgment). After that, enhanced separation is conducted by KNN
based on previous judgment and then update the results by recor-
rection. Moreover, the results are visualized straightforwardly
with 3-D reconstruction.

A. Preliminary Separation

1) Band Division: The corresponding vegetation parameters
are widely estimated, relying on chlorophyll absorption, creating
low reflectance in the red spectral range and high reflectance in
the near-infrared (NIR) spectral range due to the scattering of
light from the intercellular volume of leaf mesophyll [13], [49].

For the deep concentration of chlorophyll shown by spectrum
starting from 680 to 800 nm of leaves [50], red and red edge
position can help us to acquire the vegetation situation. In this
research, we investigate leaf features based on three segments:
red band (650–680 nm), red-edge (700–750 nm), NIR (760–
850 nm), as reference [49] defined. The band division is based on
HSL reflectance, as Fig. 5 shown. Segment 1 has low reflectance
due to chlorophyll absorption in this red spectral region [51].
Segment 2 has a sharp reflectance change called red-edge region
position, which shifts to longer wavelengths based on an increase
in leaf chlorophyll content [43], [49], [52]. The variation in
chlorophyll content and LAI contributes to obtaining the leaf
information based on spectral reflectance. Segment 3 has high
reflectance for the cellular scattering of leaf mesophyll in the
NIR spectral region [49], [53], and the reflectance distribution
is flat in this range. Therefore, we select 31-channel reflectance
in the spectral range from 650 to 850 nm. And the tests will be
conducted within this range in the following sections.

Fig. 6 shows the reflectance of collecting data from the bark
and the leaf of Formosan sweet gum and oriental cherry tree
in test range (650 nm, 850 nm), called wood and leaf compo-
nent. The reflectance tendencies of the two samples are similar.
However, as we can see, the wood reflectance is flatter than the
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Fig. 6. Reflectance distribution of wood and leaf samples (a) Formosan sweet
gum; (b) Oriental cherry.

leaf reflectance in Segment 1. The reflectance variation tenden-
cies of wood and leaf component are considerably different in
Segment 2, and their reflectance curves are even in Segment 3.

2) Wood–Leaf Separation With Reflectance: First of all, we
discuss two key parameter descriptors of spectral segments. As
we know, the foliage reflectance value in Segment 1 is low and
stable, and Segment 3 has high and unfluctuating reflectance
values. Therefore, we calculate the ratio of Segment 3 and
Segment 1 (namely Ratio) by (3) to explore the difference
between the leaf component and others.

Ratio =
1
M

∑760+M
760+i Ri

1
N

∑650+N
650+j Rj

(3)

where R represents reflectance. M is the channel number of
Segment 3, and N is the channel number of Segment 1. We will
select the ratio of Segment 3 and Segment 1 as the parameter
value for the first step estimate. Then, we compare Ratio with
an experiment threshold T1 to estimate the tested sample in
this range belongs to the tree leaf class or other sample classes
probably.

We observe that there is a sharp fluctuation in Segment 2,
so the first derivative (FD) of spectral reflectance R’ can be
expressed as the following equation to obtain reliable feature

TABLE II
PARAMETER CALCULATED VALUES OF LEAF SAMPLES

parameters for foliage and wood components in segment 2:

R1
′ =

R750 −R700

λ750 − λ700
(4)

We select two key points at 750 and 700 nm in the red-edge
range to calculate FD value, where R, λ represent reflectance and
wavelength, respectively. R1’ is the second decision parameter
employed to compare with a threshold T2 for further judgment.

The judgment processing is conducted by comparing feature
parameters with these thresholds (T1, T2), which will be deter-
mined by experiments in the next section. While ratio is greater
than T1 and R’ is greater than T2 simultaneously, the sample
is judged as a tree leaf component. Likewise, while Ratio is
less than T1 and R’ is less than T2 simultaneously, the sample
is judged as a tree bark component. Otherwise, we define the
sample as an uncertain component.

B. Enhanced Separation

There are two uncertain component situations: Ratio is greater
than T1 and R’ is less than T2; Ratio is less than T1 and R’ is
greater than T2. To classify uncertain components exactly, we
introduce enhanced separation based on KNN classification with
spatial coordinate information. Suppose that point A(x, y, z) is
an uncertain component point to be judged, point Bi(xi, yi, zi)
is a certain component point. We calculate the distance disti
between A and Bi. n points around A in a given distance (1 mm)
are searched. The first K minimal values are selected from these
n sorted points, and K is set 7 according to our experiences.
The enhanced separation is conducted based on preliminary
separation results. Point A will be classified into leaf component
if the number of leaf points is greater than the wood points.
Otherwise, it would be classified into a wood component.

If there are wrong separation points inevitably, we recorrected
these points based on the actual reflectance feature.

IV. RESULTS AND ANALYSIS

A. Threshold Determination

We tested Sampleset 1 and Sampleset 2 to confirm the ex-
perimental thresholds. Table II lists the parameter values of
leaf samples in Sampleset 1. The minimum ratio value of leaf
samples is 4.01, and the maximum value is 10.23. The minimum
FD value in the second row is 0.30, and the maximum value is
0.58.

Table III lists the key parameter results of wood samples in
Sampleset 2. The minimum ratio value is 1.33, and the maximum
value is 1.96. The minimum FD value is 0.04, and the maximum
value is 0.12.
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TABLE III
PARAMETER CALCULATED VALUES OF WOOD SAMPLES

TABLE IV
PARAMETER CALCULATED VALUES OF SAMPLESET 3 SAMPLES

TABLE V
PARAMETER CALCULATED VALUES OF SAMPLESET 4 SAMPLES

Considering enlarging the threshold tolerance, we initially
set the threshold T1 and T2 as 2 and 0.2, respectively, based on
Tables I and II. However, we could not confirm these decided
thresholds, and we will further test whether these thresholds of
the proposed method are practicable.

B. Preliminary Separation Performance

To honestly evaluate the proposed method performance for
wood–leaf separation, the hyperspectral features extracted from
Sampleset 3 and Sampleset 4 are tested. Table IV shows the
results of calculated values. Every ratio is far greater than T1 (2).
Meanwhile, every value of FD is greater than T2 (0.2). There-
fore, the parameter values all satisfy the double thresholding
judgment of the proposed method in the previous section. Based
on the thresholding judgment, the conclusion can be drawn,
samples in Sampleset 3 belong to tree foliage.

As Table V listed, each ratio is less than 2, and FD is far less
than 0.2, which also satisfies the double thresholding judgment.
Therefore, we estimate that these eleven samples belong to wood
component.

Fig. 7 shows the preliminary separation result of the bonsai
tree sample in Fig. 3(c). Fig. 7(a) shows the scanning points
of this sample. The proposed preliminary separation method
can successfully separate most leaf points and wood points [see
Fig. 7(b)], representing different components with different col-
ors (green: leaf, yellow: wood, red: uncertain component). There
are some misclassification points in the leaf parts, obviously,
especially on the edge of the leaves. Fig. 7(c) shows the improved
display result by the point expansion method to meet visual
requirements.

Fig. 7. Performance of preliminary separation (a) The scanning point image;
(b) Preliminary separation result; (c) Preliminary separation visualization.

Fig. 8. Three picked misclassification parts in Fig. 7(b).

We also observed some uncertain points in Fig. 7(b). One
situation is that the green shoots (Part 1 in Fig. 8) are misjudged.
Another situation is that its stem bark (Part 3) was broken by
accident. The tissue under the bark is green, which is judged
as a leaf component. The reason for most misclassified points
is that the angle between the HSL incident laser beam and leaf
target incident angle is larger than 90°, and the footprint does not
focus on one point, which is dispersed on two different leaves,
and some portion of the laser beam dissipate into the air, as Part
2, namely Edge Point.

We further analyze three parts’ reflectance with two normal
points (true leaf point, true wood point), which are presented
in Fig. 9. Table VI lists the key parameters of these five points.
The reflectance slope of Part 1 is much gentler than the true
leaf point, in which the FD value (0.17) is smaller than T2.
Nevertheless, their reflectance values in Segment 1 are close,
and their reflectance values in Segment 3 are stable. The mean



SHAO et al.: FEASIBILITY STUDY OF WOOD-LEAF SEPARATION 735

Fig. 9. Comparison of different parts.

TABLE VI
KEY PARAMETERS OF DIFFERENT POINTS

reflectance value of Part 1 is 47% less than that of true leaf points
in Segment 3. But its Ratio value (3.82) is bigger than T1.

As for Part 3 point compared with the true wood point, we can
see the reflectance uptrend of the true wood point is weaker than
that of Part 3 point, mean reflectance value of Part 3 point is 4%
larger than that of true wood point in the tested spectrum. The
ratio value (2.44) of Part 3 is bigger than T1, and its FD value
(0.19) is smaller than T2. According to our primary method,
both of the two parts belong to the uncertain components.

Part 2 point (Edge Point) reflectance slope of Segment 2 is
gentler than true leaf point, and FD value (0.19) is smaller than
T2. But there is a sharp variation in Segment 1 comparing with
the true leaf point and a stable variation in Segment 3. The mean
reflectance value of Part 2 is 67% larger than the true leaf point
in Segment 1 and 42% smaller than that in Segment 3. So its
ratio value(1.84) is smaller than T1, which was misclassified
into wood point according to our primary method.

As shown in Fig. 9, the reflectance of Part 2 point at leaf
edge has a sharp descending tendency from 670 to 700 nm. We
selected 20 misclassified points at the edge location randomly
and further analyzed reflectance distribution (see Fig. 10). It can
be seen that their reflectance has similar characteristics. There is
a rising trend from 650 to 670 nm, a sharp descending tendency
from 670 to 700 nm, and an escalating range (700 nm, 850 nm).
It has a great difference between normal leaf point and edge
point. So, we can further separate them by (5).

R′
2 =

R670 −R700

λ670 − λ700
(5)

where R2’ represents the FD spectrum from 670 to 700 nm, R,
λ represent reflectance and wavelength, respectively. While its
absolute value is bigger than 0.05, we set this misjudged point
as an edge point.

Fig. 10. Reflectance of Edge Points.

Fig. 11. Enhanced separation with KNN.

C. Enhanced Separation Performance

Fig. 11(a) shows the modified results of Fig. 7(c) based on the
enhanced separation. Fig. 11(b) is the separation results of the
branches in Fig. 3(d). As can be seen, our method can separate
the leaf and wood components very well. However, there are
some misclassification points at leaf parts. The reasons for
the wrong separation probably are as follows: one reason is that
the footprint of our HSL is not small enough to obtain the detail
of the tree, which captures one portion of the HSL beam on
the edge of the target, and another portion of the HSL beam is
disappeared in the air (or absorbed by the background), and the
echo signal is weakened. Therefore, the calculated reflectance
does not satisfy the leaf feature. Another reason is that the
free-growing leaves have their tilt angles, and the angles between
the laser beam and these leaves are different, and even some
angles are obtuse.

D. Separation Accuracy

To assess the performance of our method, we projected the
HSL point cloud to a 2-D image collected by a mobile phone (MI
10, 100 megapixels), as presented in Fig. 12. For a diverse view
of these two acquisition devices, there are some mismatched
points. However, with every point registration from the same
position of the image, if the leaf point judged by our method
is locating at the leaf area in the image, we define this point as
the correct leaf point. Similarly, we can define the correct wood
point. The separation accuracy of the leaf component is the ratio
of correct leaf points to total leaf points. The separation accuracy
of the wood component is calculated in the same way.
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Fig. 12. Registration of HSL point cloud and 2D image.

TABLE VII
SEPARATION ACCURACY

Table VII lists the separation accuracy, which indicates our
method can obtain very good classification results. The sep-
aration accuracy of wood components is higher than the leaf
components. The leaf separation of magnolia denudate branches
exceeds pachira macrocarpa’s 7.16%, 8.25%, and 11.94%, re-
spectively. The leaves on the magnolia branch and Chinese
photinia branch are rare, and their tilt angles are not bigger
enough to generate less edge points, so separation results are
ideal. The crape myrtle branch leaves are much dense than
the other branches, but its tilt angles are also not obvious
so that the separation result is perfect. The leaves on pachira
macrocarpa are dense, and the distribution of incident angle
is more fluctuating. Therefore, its leaf separation is not ideal.
All the samples show similar wood separation results, which
indicate the proposed method is promising for wood extraction.
Combining with leaf accuracy, the total accuracy of branches
exceeds 6.26%, 5.62%, 9.61% than that of pachira macrocarpa,
respectively.

V. CONCLUSION

Our investigation was conducted to separate wood and leaf
components with a proposed method based on HSL measure-
ments. We demonstrated that our proposed method could judge
wood and leaf points simply and directly to obtain the desired
separation results for forest applications. First, we updated the
revised HSL by improving the scanning strategy. Then, the
preprocessing was conducted based on HSL measurements in
laboratory circumstances. The preliminary separation with re-
flectance, including band division, key parameter calculation,
and judgment. And then enhanced separation based on KNN
further improved the separation performance. However, the de-
sired result was not attained. It was just the beginning using the

high spectral resolution HSL for leaf and wood detection, which
might simplify the forest 3-D construction.

This work discussed the potential forest applications of wood-
leaf separation with HSL measurements. Our future work is to
design leaf and wood detection models that satisfy different
trees in a forest and improve the 3-D reconstruction effect.
Furthermore, we will discuss the relation and difference of
spatial-spectral features of different species trees in forest sur-
veys. We also plan to develop an advanced compacted HSL for
recording and quantifying the structural complexity of forests.
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